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2 1. INTRODUCTION

1.1. VARIABILITY IN ANTICANCER DRUG RESPONSE

O NE of the central objectives of current cancer research is to design optimal, indi-
vidualized treatment plans for patients. The main difficulty with this is that every

patient can respond very differently to a given treatment. Some patients respond very
well, while others do not respond at all, leaving the cancer to grow unimpeded. If we
have a good understanding of how this variability in response arises, we will be better
able to choose the optimal treatment strategy for each patient.

In some cases it is straightforward to explain why one patient responds to a partic-
ular treatment while another patient does not. An example of this is the presence of a
particular mutation that is largely responsible for driving the growth of the tumor. Such
a mutation can be so important, that the tumor is dependent on it for its persistence.
In this situation, giving a drug that blocks the effect of this mutation should eradicate
the tumor. In breast cancer, amplification of the ERBB2 gene is such an example. And
indeed, breast cancer patients who have an ERBB2 gene amplification can respond very
well to trastuzumab [1] or lapatinib [2], two drugs which target the protein encoded by
this gene. Even in this case, however, there is variability in response; for some patients
the tumor shrinks impressively, while other patients relapse quickly, and yet other pa-
tients do not respond at all.

This variability in response is illustrated in Figure 1.1A for lapatinib. The data shown
is from a phase II clinical trial [3] in 34 patients with ERBB2-amplified breast cancer
which has metastasized to the brain, and which is refractory to standard chemother-
apy as well as to trastuzumab treatment. The response was measured by the change in
lesion size on an MRI scan, after eight weeks of treatment. It is immediately clear that
there is large variability in response between patients. For the patient represented by the
left-most bar, the brain metastases grew by more than 150% during the eight weeks of
treatment, whereas for the patient represented by the right-most bar, the brain metas-
tases almost completely disappeared. Unfortunately, a strong response was rare in this
trial, and a subsequent larger phase II trial confirmed that only few patients respond in
this setting [4]. It is also unclear whether the change in lesion size is clinically relevant, as
this trial did not meet the pre-specified criteria for efficacy in this setting. Nevertheless,
if we knew upfront which patients would have significant decreases in lesion size upon
treatment with this drug, it would likely be beneficial to give this drug to those patients.

The variability in drug response observed in patients is also seen in cancer cell lines
which are cultured in vitro. Recently, several large screening efforts have profiled over
1,000 cell lines for their response to hundreds of different anticancer drugs and other
molecular compounds [5–9]. These studies have all shown that cancer cell lines, includ-
ing those derived from breast cancer, respond differently to many compounds. We have
also profiled a smaller panel of thirty breast cancer cell lines for their response to a num-
ber of kinase inhibitors, which is discussed in detail in Chapter 4. The response to one
such inhibitor, AZD8055, targeting mTORC1/2, is shown in Figure 1.1B. What is clear
from this figure is that some cell lines are affected by AZD8055 treatment at very low
concentrations, while other lines can continue to grow despite treatment even at high
concentrations.

Can the presence of one particular mutation determine the variability in response to
AZD8055? One important gene which is recurrently mutated in breast cancer is PIK3CA,
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Figure 1.1: Variability in kinase inhibitor response. (A) Response of 34 breast cancer patients with brain
metastases to the EGFR/HER2 inhibitor lapatinib; figure adapted from [3] with permission. Bars indicates the
change in the sum of target lesion sizes on MRI scan after eight weeks of treatment. (B) Response of 30 breast
cancer cell lines to the mTOR inhibitor AZD8055. Relative growth indicates how much each cell line can grow
during three days of treatment, compared to an untreated control. Each curve indicates one cell line. This cell
line data is described in more detail in Chapter 4.

the catalytic subunit of phosphoinositide 3-kinase, a kinase that signals through the
mTOR pathway (discussed in more detail below). If cancer cell lines with activating
PIK3CA mutations are dependent on these mutations for growth and survival, we would
expect that these cell lines would be particularly sensitive to mTOR inhibitors like AZD8055.
We can see in Figure 1.1B that cell lines which have such mutations (colored in brown)
indeed do tend to be more sensitive than wild-type cell lines (colored in green). However,
there are also PIK3CA-mutant cell lines that show resistance to this inhibitor, as well as
wild-type cell lines which are just as sensitive to treatment as some of the mutant cell
lines. It is clear that in this case, this one single factor (PIK3CA mutation status) cannot
adequately explain the variability in response, and it is necessary to take more explana-
tory factors into consideration if we are to understand the response of all cell lines.

Indeed, many different factors which affect drug sensitivity and resistance have now
been discovered. For example, for lapatinib, besides amplifications of ERBB2 and mu-
tations in genes encoding PI3K, also the loss of PTEN [10] or the expression of growth
factors by the cancer cells themselves [11] has been found to influence drug response.
For AZD8055 these factors also play a role, and yet other genetic aberrations, such as
amplification of MYC [12], have been found to cause resistance. Given the multitude
of factors that can influence drug response, it is no longer feasible to straightforwardly
predict whether particular cancer cells, which may possess any combination of these
factors, will be sensitive or resistant to a particular drug.

This brings us to the central topic of this thesis. At the outset I asked, given all of our
knowledge, how much of the variability in drug response can we actually explain? How
far can we get in explaining the variability in response across different breast cancer cell
lines, if we put our available knowledge in an extensive computational model? Research
into this question has two main goals. First, if we can construct models that are at least
partially explanatory, they may be useful building blocks or stepping stones from which
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we can create models of how patients will respond, and ultimately aid in optimizing per-
sonalized treatment plans. Second, systematically putting existing knowledge relating to
drug response into a mathematical framework allows for consolidation of knowledge as
well as systematic identification of gaps in that knowledge.

To address these goals, we need to construct knowledge-based models, which will
be described further below. In addition, there are two important considerations that
drove the choice in the modeling approach that we took. The first consideration is the
inclusion of multiple, diverse data types. In other words, we wanted to generate an in-
tegrative model. There are various different measurement technologies available today
with which we can profile cancer cells, and each of the resulting measurements provides
us with different information. Combining these different types of data should allow us
to get a more complete picture of what is happening within the cancer cells. To make
this integration of data types possible, we developed novel statistical methods that can
combine knowledge-based computational models with multiple data types.

The second important consideration in this thesis is the characterization of uncer-
tainty in model parameters. Computational models typically have various parameters,
and these parameters are still often set to a single value, typically the maximum likeli-
hood value — the value that best describes all of the data. However, different parame-
ter values may be able to explain the data just as well. If the uncertainty in parameter
estimates is not taken into account, we can be lulled into a false sense of security and
misinterpret which elements of the model are important. To take this into account, we
characterized the full, joint uncertainty in all parameters, using Bayesian statistics.

There are many different kinds of anticancer drugs, including targeted kinase in-
hibitors, but also traditional chemotherapeutics such as platinum compounds or tax-
anes. Most recently, there has been increasing interest in the development and use of
drugs that target the immune system, such as checkpoint inhibitors. In this project, we
restricted ourselves to one class of drugs, the targeted kinase inhibitors. These inhibitors
have a relatively well-defined mechanism of action, as they generally inhibit one partic-
ular kinase or group of kinases. If we are successful in modeling cancer cell response
to kinase inhibitors, the approach could later be applied to other classes of anticancer
drugs as well.

After a brief discussion of our knowledge of signaling and drug sensitivity to date,
I will describe several computational modeling approaches that have been taken, and
how our approach differs from them. The introduction is concluded with an overview of
the scientific chapters.

1.2. ONCOGENIC SIGNALING AND DRUG SENSITIVITY
One of the defining characteristics of a tumor cell is that they are in a deregulated state
of continuous growth and proliferation. Normal cells typically only divide when directed
to do so by their microscopic environment, but cancer cells acquired certain mutations
that cause them to grow and proliferate in the absence of an outside signal [13, 14].
Large-scale genomic studies have identified many genetic events which are recurrently
found in breast cancers [15–18]. Since these mutations occur more often than would be
expected by chance, it is likely that they contribute to the growth or development of the
tumor.
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While these genomic studies provided catalogs of important genes which are likely
to be involved in cancer, more focused cell biology studies have unraveled many details
of the signaling networks in which these genes are involved. Some of the major signal-
ing events in mitogenic and survival signaling pathways have been elucidated more than
twenty years ago [19, 20], and additional details of these signaling networks continue to
be discovered. For example, in 2005 it was found that mTORC2 is the kinase responsi-
ble for phosphorylation of AKT on S473 [21], and more recently it was described how
this phosphorylation is regulated by the mTORC2 complex member SIN1 [22]. Extensive
reviews of signaling in these pathways are available [23–26].

In breast cancer, several of the most frequently occurring oncogenic mutations are
centered on the MAPK and AKT pathways. I already mentioned amplifications of the
ERBB2 gene and mutations in PIK3CA. Several other recurrent genetic aberrations are
depicted in Figure 1.2, along with a simplified overview of the signaling network. At the
cell surface, receptor tyrosine kinases (RTKs) are normally activated by growth factors,
but they can be aberrantly activated in cancer by gene amplification (such as for ERBB2
and FGFR1 in breast cancer) or through inappropriate autocrine signaling. These recep-
tors then activate the MAPK and AKT pathways (not shown in detail). Downstream of the
receptors, oncogenic driver mutations are known to occur in genes encoding PI3K and
AKT, while the loss of negative regulators, such as PTEN, can also have activating effects
on this pathway.

MTORC1

MTORC2

AKT

PI3K PIP3

ERK

S6K 4E-BP1

MEK

RAF

RB1

cell growth; proliferation; survival

PTEN

MYC

lapatinib

trastuzumab

AZD8055

everolimus

GDC0941
EGFR ERBB2 ERBB3 FGFR1

kinase inhibitor

signaling molecule

recurrent genetic
aberration

growth factor

growth factor
receptor

Figure 1.2: Simplified overview of oncogenic signaling in the MAPK and AKT pathways in breast cancer. Blue
boxes indicate signaling proteins. Red stars incidate recurrent genetic aberrations in breast cancer, including
mutations and gene amplifications and losses. Pink items are anticancer agents either used in clinical practice
or which are in (pre-)clinical development, including several kinase inhibitors and one antibody drug.
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Given the importance of these signaling pathways, many candidate drugs have been
developed to target them at different points. Three drugs which are used in clinical
practice are lapatinib (EGFR/HER2 inhibitor), trastuzumab (anti-HER2 antibody) and
everolimus (an allosteric mTORC1 inhibitor), while other compounds, including second-
generation mTOR inhibitors, such as AZD8055, and PI3K inhibitors, like GDC0941, are in
pre-clinical or clinical development. Everolimus has been found to prolong progression-
free survival in hormone receptor positive breast cancer [27], although this benefit did
not extend to an improved overall survival [28]. In ERBB2-amplified breast cancer, there
is only modest benefit of everolimus [29, 30]. One downside of everolimus is that feed-
back pathways can result in re-activation of AKT and mTOR, which may be responsible
for the limited therapeutic benefit of the inhibitor [31]. To prevent this re-activation,
second-generation mTOR inhibitors have been developed which inhibit mTORC2 as well
as mTORC1 [32]. For example, the mTORC1/2 inhibitor AZD2014, an analog of AZD8055
with optimized pharmacokinetic properties, has passed phase I trials [33] and is cur-
rently in multiple phase II trials, although it has to be noted that such potent mTOR in-
hibitors have significant side effects [34]. PI3K inhibitors have also been suggested to be
a promising treatment for PI3K-mutant tumors, although the PI3K-inhibitor GDC0941
did not show a benefit in two separate phase II clinical trials [35, 36].

These clinical results indicate that, despite the likely importance of genetic aberra-
tions in these pathways, a blockade of one signaling molecule using kinase inhibitors
has variable or limited effect. A better understanding of which mutations and signaling
pathways are most important in driving the growth and survival of the tumor may allow
us to better intervene with kinase inhibitors.

1.3. COMPUTATIONAL MODELING OF KINASE INHIBITOR RESPONSE
Various approaches have been taken to construct computational models of anticancer
drug response. These can be broadly classified in two categories: ‘black box’, machine
learning models and knowledge-based, mechanistic models. The black box models,
such as elastic net regression and random forests, have been used to uncover new factors
which are associated with drug sensitivity or resistance [5, 6, 8, 37]. These approaches do
not employ our existing knowledge of cell biology however, and are therefore not a good
tool for testing whether our knowledge can explain the variability in response. Among
the knowledge-based, mechanistic models, four approaches are most directly related to
the topic of this thesis.

Saez-Rodriguez et al. [38] used a logic modeling framework to model signaling in
four hepatocellular carcinoma cell lines and in primary hepatocytes. They profiled the
phosphorylation levels of sixteen proteins in these cells, in various stimulated condi-
tions before and after treatment with three kinase inhibitors. The inferred model high-
lighted several signaling events which are different between primary and transformed
cells. With this approach, they discovered that the IKK-inhibitor TPCA-1 also inhibits
the phosphorylation of STAT3 by JAK2 [38]. A later report indicated that this effect may
be due to the inhibitor binding STAT3 rather than inhibiting JAK2 [39].

Klinger et al. [40] used an extended version of modular response analysis (MRA, [41])
to quantify signaling in six colon cancer cell lines. This framework is based on a lin-
earization around steady state, and uses intervention experiments to quantify the local
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interactions between nodes, based on global measurements. The authors extended MRA
by using a maximum likelihood approach to allow estimation of the response coefficient
in a setting where not all nodes had been perturbed [42], and by searching for an opti-
mal, sparse network structure [40]. This network structure optimization is done by itera-
tively removing edges from a starting network. They measured phosphorylation of eight
proteins after stimulation with growth factors and inhibition with four kinase inhibitors.
With this approach, they discovered that MEK inhibition leads to EGFR-mediated activa-
tion of AKT, an important mechanism which had concurrently been discovered through
functional genetic screening [43].

While the previous two modeling frameworks describe cell lines at steady state, Kirouac
et al. [44] constructed a model describing dynamics over time. They constructed a sim-
plified representation of signaling by ErbB family receptors, AKT and ERK, and estimated
signaling strengths from phosphorylation measurements of five proteins, after stimula-
tion with growth factors and inhibition with two drugs in 25 different combinations of
concentrations, in a single cell line. This analysis confirmed the importance of tran-
scriptional feedback from AKT to ERBB3. The model further indicated that a triple com-
bination of trastuzumab, lapatinib and the bi-specific antibody MM-111 should be more
effective than a combination of a MEK and an AKT inhibitor. In an in vivo model with
BT-474 cells injected into mice, the triple combination was indeed more effective at con-
trolling tumor growth, with less toxicity as judged by animal weight.

Very recently, Eduati et al. [45] combined a discrete logical framework with dynamic
modeling. In this case, fourteen colorectal cancer cell lines were used, and fourteen epi-
topes were measured in 43 conditions. These results will be discussed more extensively
in the discussion of this thesis.

Together, these four studies show that computational modeling of signaling in can-
cer cells can be useful to better understand response to anticancer drugs and that they
can allow for discovery of factors associated with response. However, all four of these
approaches also had several limitations, as outlined below.

The logic modeling approach of Saez-Rodriguez et al. [38], although it scales rela-
tively well to larger models, is limited by using a binary description. From Figure 1.1 it
is clear that the variability in response is continuous, with a wide spectrum of response,
rather than a clear dichotomy. To adequately describe the variability, therefore, a contin-
uous framework seems necessary. The model of Kirouac et al. [44] did use continuous
variables (in addition to modeling dynamics over time), but in this case the model was
fairly small, encompassing only four intracellular signaling nodes. Furthermore, all four
approaches mentioned here used only a single data type, protein phosphorylation, to in-
fer the signaling strengths. This limits the insight that can be obtained, as, for example,
protein abundance or the presence of mutations and gene amplifications is not taken
into account. Finally, the number of cell lines used was limited (5, 6, 1 or 14 cell lines,
respectively). It is therefore unclear whether these models would be able to describe
variability across a larger panel of cell lines.

In this thesis, by combining a relatively detailed model, along with continuous vari-
ables, multiple types of measurement data and a larger cell line panel (30 cell lines), we
aimed to arrive at a more detailed understanding of the variability in response to kinase
inhibitors.
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1.4. ANALYZING UNCERTAINTY
As mentioned earlier, an important consideration in this thesis is the analysis of uncer-
tainty. Many computational models rely on parameters to describe the system of in-
terest. In some situations, values for the parameters can be derived from biochemical
reasoning or dedicated experiments. Usually however, parameter values are obtained
by fitting the model to the available data. It is now increasingly appreciated that the
uncertainty in the parameter values needs to be considered [46–48]. Although a single
parameter value often provides the unique best fit for the data, other parameter values
may describe the data almost equally well. Characterizing the range or distribution of
parameter values that adequately describe the data allows for more robust model pre-
dictions.

In this thesis, we have chosen to use Bayesian statistics for the characterization of
uncertainty. Bayesian inference can be computationally demanding, but it has several
benefits. First, it allows us to include prior information about parameter values when
this is available. For example, the concentration at which drugs inhibit their target has
often been measured using in vitro kinase assays, and this information can be used in a
semi-informative prior. At the same time, the inference still allows for deviations from
this semi-informative prior if other data support alternative values. A second benefit,
compared to profile likelihoods for example, is that the Bayesian inference allows the
characterization of the joint uncertainty in all parameters together. Particularly in chap-
ters 5 and 6, we will see several situations where the joint uncertainty provided additional
information. Third, the inference naturally allows for the inclusion of multiple different
types of data. Each dataset can be used to further update the probability distribution of
the parameters.

Figure 1.3 shows the general approach we used for inferring the parameters. A prior
probability was specified, which was then updated based on several datasets obtained
using different types of measurements (three datasets shown here). This gave us a poste-
rior distribution describing which parameter values are consistent with all data together.
In the example case shown in the figure, viability data of cells treated with the kinase in-
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Figure 1.3: Outline of the integrative Bayesian analysis used in this thesis. The prior probability distribution
for all parameters (shown here for only 1 parameter, specifically the proliferative signal strength arising from
mutations in the helical domain of PIK3CA) is updated based on multiple types of measurements, to give a
posterior distribution describing the most likely values for the parameters.
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hibitor AZD8055, along with protein phosphorylation data and the growth rates of all
the cell lines in untreated conditions, was used to infer the signaling strengths. Although
mutation and copy number data is not shown here, these were included as well, but as
constraints rather than as inference data (see Chapter 4 for details). In this example, the
parameter describing how strongly mutations in the helical domain of the PIK3CA gene
activate the PI3K protein is shown. Together, the data indicate that this mutation indeed
has a strong effect, in line with the association of PIK3CA mutations with mTOR inhibitor
sensitivity [49].

A challenge with Bayesian inference is obtaining an accurate representation of the
posterior distribution. To estimate the posterior distribution, we used several variants
of Monte Carlo sampling. Since the conception of the Metropolis-Hastings algorithm
[50, 51], a specific type of Monte Carlo sampling, many variants and improvements have
been developed, such as adaptive proposal distributions [52], parallel tempering [53]
and temperature optimization [54]. An alternative approach to these Markov chain-
based methods are the sequential Monte Carlo samplers [55], which also continue to
be improved upon [56]. In cosmology and physics, nested sampling using the MultiNest
algorithm is a popular method for Bayesian inference [57]. Before starting an inference,
it is not always clear which of these methods will perform best, and we therefore consid-
ered each of these approaches.

1.5. OUTLINE OF THIS DISSERTATION
At the start of this project, existing software packages for Bayesian inference were ei-
ther too inefficient, or not sufficiently flexible, to accommodate the type of models we
aimed to use to model kinase inhibitor response. We therefore developed a novel, high
performance software package, BCM, which provides multi-threaded and high perfor-
mance implementations of several sampling algorithms, and allows inference with ar-
bitrary models. Chapter 2 introduces BCM, where we show that, in the test cases we
considered, it is more efficient than existing software packages. In this way, BCM made
it feasible to perform the inferences presented in the remaining chapters.

Before studying kinase inhibitor response, we made a detour to cell cycle regulation
in yeast. This is a well-studied area of biology, where various computational models have
already been built, and multiple datasets are available. We used this area to develop the
Bayesian framework with which we can integrate multiple datasets to constrain the un-
known parameters in a model. In Chapter 3, we first illustrate how we iterated over sev-
eral model versions to find a model that can adequately describe the datasets separately.
We then show that by combining multiple datasets, we can reject a specific hypothesis,
which could not be done by using any of the datasets separately. This showed that com-
bining datasets can be useful for understanding a biological system, and may therefore
be a fruitful approach to studying kinase inhibitor response as well.

With the high performance software package and capability to integrate datasets in
hand, we turned to kinase inhibitor response modeling in Chapter 4. In this chapter,
we describe the extensive characterization of a panel of thirty breast cancer cell lines,
and developed a novel integrative analysis method which we call Inference of Signaling
Activity (ISA). With this approach, we constructed a model that can describe a large part
of the variability in drug response, as well as highlight cases where our knowledge is
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insufficient to do so. The model then guided us to identify a novel mechanism involved
in mTOR inhibitor sensitivity, namely that overexpression of 4E-BP1 leads to enhanced
sensitivity to these inhibitors.

One of the main assumptions in ISA was the absence of feedback signaling events.
Although models without explicit feedback were indeed capable of describing a large
part of the variability in response, it is known that feedback signaling can play an impor-
tant role in cellular signaling networks. In Chapter 5, we therefore extended ISA to be
able to include feedback signaling. We also added an integrated capability for batch cor-
rection, which allowed the inclusion of additional datasets from different sources. Using
this extended framework, we explored which data is most useful to infer the activity of
feedback events, and delineated the most likely feedback activities in the MAPK and AKT
pathways, given four different datasets.

The computational cost of Bayesian inference for models with many parameters is
typically large, due to the challenges in characterizing a high-dimensional parameter
space. At the same time, we would like to include as many details of intracellular signal-
ing as possible, which increases the number of parameters. In Chapter 6, we wondered
whether it is possible to improve the efficiency of inference with multiple datasets by
breaking the inference into separate steps, using one dataset at a time. After comparing
several different approximation methods to describe the intermediate posterior distri-
butions, we show that sequential inference can indeed decrease the number of model
evaluations that are needed to do the inference, albeit at a cost in precision.

The thesis is concluded with a discussion of the implications of these results and how
this research could be extended in order to enable precision medicine in the future.
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ABSTRACT

C OMPUTATIONAL models in biology are characterized by a large degree of uncertainty.
This uncertainty can be analyzed with Bayesian statistics, however, the sampling al-

gorithms that are frequently used for calculating Bayesian statistical estimates are com-
putationally demanding, and each algorithm has unique advantages and disadvantages.
It is typically unclear, before starting an analysis, which algorithm will perform well on
a given computational model. Here, we present BCM, a toolkit for the Bayesian analysis
of Computational Models using samplers. It provides efficient, multithreaded imple-
mentations of eleven algorithms for sampling from posterior probability distributions
and for calculating marginal likelihoods. BCM includes tools to simplify the process of
model specification and scripts for visualizing the results. The flexible architecture al-
lows it to be used on diverse types of biological computational models. In an example
inference task using a model of the cell cycle based on ordinary differential equations,
BCM is significantly more efficient than existing software packages, allowing more chal-
lenging inference problems to be solved. BCM represents an efficient one-stop-shop for
computational modelers wishing to use sampler-based Bayesian statistics.

2.1. BACKGROUND
There is an increasing interest in using Bayesian statistics for the analysis of compu-
tational models in biology [1–4]. With Bayesian statistics, the unknown parameters of
a computational model are assigned a probability distribution describing their uncer-
tainty. This distribution can be updated from prior information to give the posterior
probability distribution, using Bayes’ theorem:

P (θ|X ,M ) = P (X |θ,M )P (θ|M )

P (X |M )
(2.1)

where θ represents the parameters, X the measurement data and M the computa-
tional model. Furthermore, the marginal likelihood, or evidence, can be used todiscrim-
inate between different computational models. It can be calculated by marginalizing the
parameters:

P (X |M ) =
∫

P (X |θ,M )P (θ|M )dθ (2.2)

Typically, neither the posterior probability nor the marginal likelihood can be cal-
culated directly, but sampling algorithms can be used to estimate them [5–16]. These
sampling algorithms are computationally demanding, especially when the number of
parameters is large and when the computational model is expensive to simulate. Typical
models in systems biology indeed carry many parameters and are expensive to simu-
late [17] Additionally, the posterior probability distributions arising from such models
are usually complex, containing multiple modes and ridges that are difficult to traverse
[18]. Bayesian analysis of such systems biology models thus requires the use of advanced
sampling algorithms. Since these sampling algorithms each have unique characteristics
and can be more or less suitable for a particular task, it would be beneficial to have vari-
ous algorithm easily available.
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Figure 2.1: Overview of BCM. The inference tool is the main component of BCM, providing three classes of
algorithms for generating samples from posterior probability distributions and calculating estimates of the
marginal likelihood. The parsing tool can optionally be used to generate the prior and likelihood files from a
model description file and data.

BCM, a toolkit for the Bayesian analysis of Computational Models using samplers,
provides efficient, multithreaded implementations of eleven algorithms for calculating
posterior probabilities and marginal likelihoods.

The BCM toolkit focuses on computational models that involve simulations or exten-
sive calculations. Examples of such computational models are systems of ordinary dif-
ferential equations describing biochemical reactions; or steady-state signaling networks,
where the activity levels may be calculated in diverse ways. These computational models
are in contrast to statistical models that can be specified in the BUGS or Stan languages.
For such statistical models, excellent software packages already exist [19, 20]. For the
computational models that are targeted by BCM, several alternative software packages
also exist [16, 21–23]. However, each of these packages implements only a single type
of sampling algorithm and most of them focus on one particular type of computational
model. In contrast, with BCM the user can choose from eleven sampling algorithms and
the plugin architecture allows diverse types of models. Thus, BCM represents a one-
stopshop for Bayesian analysis of systems biology models, where the user has a high
chance of finding a suitable algorithm for the analysis of the user-defined model.

2.2. IMPLEMENTATION
BCM consists of three components: an inference tool, a model parsing tool and an R
script for further analysis and visualization (see Figure 2.1).

The inference tool (mdlinf ) is the main component of BCM. It uses a specified sam-
pling algorithm to generate samples from the posterior probability distribution and to
calculate a marginal likelihood estimate. Error bounds for the marginal likelihood esti-
mate are also provided, which are calculated directly from the samples using a method
suitable for the particular algorithm used to calculate the marginal likelihood. As in-
put, the inference tool requires three parts: a configuration file, an XML file specifying
the prior, and a dynamic library that evaluates the likelihood function. For constructing
the dynamic library that evaluates the likelihood function, BCM provides cross-platform
boilerplate code, such that custom model simulation code can be easily adapted for use
with BCM. Alternatively, the model parsing tool can be used as described further below.

The inference tool implements three classes of sampling algorithms: Markov chain
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Monte Carlo (MCMC) [5, 6], sequential Monte Carlo (SMC) [7] and nested sampling [8].
For each class of sampling algorithms, BCM includes several options for proposal dis-
tributions, as well as extensions that can increase the sampling efficiency when dealing
with complex inference problems, giving a total of eleven different sampling algorithms
(Table 2.1).

Care has been taken to create efficient, multithreaded implementations of each algo-
rithm. Firstly, the inference tool has been written in C++ and performance bottlenecks
have been profiled and optimized. Secondly, each algorithm has been parallelized with
a multithreading strategy suitable for that algorithm: for MCMC, multiple chains are
distributed across threads, for SMC, particles are distributed in batches across threads,
and for nested sampling, a batch of samples is generated at each iteration by all threads
which are then re-used in subsequent nested sampling iterations.

The model parsing tool (mdlparse) is the second component of BCM. It can be used
to generate the prior and likelihood files for the inference tool. The parsing tool reads a
model description file that specifies the model, comprising the prior, likelihood and data
references, and it outputs C++ source code for a dynamic library that evaluates the prior
and likelihood function with the relevant data. This C++ code can then be used as a basis
for further modification; or it can be directly compiled into a dynamic library. The input
model description file uses a custom format with an easy-to-read syntax. An excerpt of a
model description file is shown in Fig. 2.2. The use of the model parsing tool is optional
and it is meant as an aid in model specification rather than as a comprehensive tool
capable of fully specifying all types of models.

Finally, a script is provided to load the output of the inference tool into R for further
analysis and for visualization of the results. This script can be used to display kernel
density estimates of the posterior probability distribution of the sampled variables, as
well as to make plots for visual posterior predictive checking; examples of both of these
are shown in 2.4, 2.5 and 2.6. Basic functionality for convergence diagnostics is included
as well, including autocorrelation functions and trace plots. Functions for conversion of
the results to CODA objects [24] and to ggmcmc objects [25], two R packages for MCMC
convergence diagnostics and output analysis, are also provided.

Sampling algorithm Reference
Markov Chain Monte Carlo [5, 6]

Parallel tempering [9]
Adaptive proposals [10]
Feedback-optimized temperatures [11]
Thermodynamic integration [12]
Automated parameter blocking [13]

Sequential Monte Carlo [7]
MCMC proposals [7]
Kernel density estimate proposals [7]
Automated temperature schedule [14]

Nested sampling [8]
MCMC proposals [8]
Ellipsoid proposals [15]
MultiNest [16]

Table 2.1: Sampling algorithms and extensions implemented in BCM.
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[Data]
some_data = "path/data.tsv"

[Variables]
initial_protein_activity = real[3] => { "lacI", "tetR", "cI" }
protein_activity = real[3] => { "lacI", "tetR", "cI" }
a_kinetic_parameter = real
data_sigma = real

[Priors]
initial_protein_activity = uniform(lower=0.0, upper=1.0)
a_kinetic_parameter = normal(mu=2, sigma=4)
data_sigma = half_cauchy(scale=0.1)

[Likelihood]
protein_activity = Simulate(initial_protein_activity, a_kinetic_parameter)
logp = 0
for i = 0 to 4

logp += studentt(data->some_data[i,"Column name"] |
mu=protein_activity["lacI"], sigma=data_sigma, nu=3)

end for

Figure 2.2: Excerpt of a model description file. The model parsing tool can parse this file, load the relevant
data, and output C++ source code for a dynamic library that evaluates the likelihood function. In this example,
the “Simulate()” function still has to be implemented by the user with a desired simulation method.

2.3. RESULTS

2.3.1. ANALYTICALLY TRACTABLE EXAMPLE
To showcase BCM, and to explore how each class of algorithms deals with increasing
dimensionality and complex distributions, we first analyzed a problem which is analyti-
cally tractable: the Gaussian shells problem described in [16, 26]. While this example is
not directly relevant for systems biology, its likelihood function is multimodal and ridge-
shaped, resembling the likelihoods often encountered in systems biology models. The
likelihood function for this Gaussian shells problem is given by

P (θ) =
2∑

i=1

1p
2πw2

exp(− (|θ−ci|− r )2

2w2 ), (2.3)

where r = 2, w = 0.1, and θ and ci are n-dimensional vectors. θ is the vector of variables
which are to be sampled and ci are two constant vectors describing the centers of the two
peaks and are assigned the values c1,x = 3.5, c2,x = −3.5, and 0 in the other dimensions.
This likelihood function is then composed of two narrow, well-separated, ring-shaped
peaks (Figure 2.3A), which is a challenging sampling problem.

We tested three sampling algorithms on this problem, one from each class of sam-
pling algorithms: feedback-optimized parallel-tempered Markov chain Monte Carlo (FO-
PTMC) [11], sequential Monte Carlo (SMC) [7] with the automated temperature schedule
selection of [14] but without using Approximate Bayesian Computation, and MultiNest
[16].

As shown in Table 2.2, all three algorithms give the correct estimate for the marginal
likelihood within the error bounds. When the number of dimensions is 10 or fewer,
MultiNest is extremely efficient: it requires the fewest likelihood evaluations while achiev-
ing the tightest error bound. When the number of dimensions is increased beyond 10
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Figure 2.3: Gaussian shells example. (A) Likelihood of the Gaussian shells problem in the 2-dimensional case.
(B) Samples generated from the likelihood by three sampling algorithms. In each case, the samples are well-
distributed throughout each mode, and the two modes are sampled in approximately equal proportions.

however, MultiNest becomes very inefficient. At this point the exponential scaling of
the algorithm becomes apparent. In the higher-dimensional setting, the SMC algorithm
deals with this problem most efficiently. FOPTMC is least efficient: it requires the largest
number of likelihood evaluations and has the largest error bound. FOPTMC can still ef-
fectively explore the posterior distribution (as shown in Figure 2.3B), however, the tem-
perature schedule of the parallel chains in FOPTMC is optimized for exploration of the
posterior rather than for estimation of the marginal likelihood and as a result there is an
increasingly large error in the marginal likelihood estimate at higher dimensionality.

Dim. Log marginal likelihood Likelihood evaluations (x1000)
Analytical FOPTMC SMC MultiNest FOPTMC SMC MultiNest

2 -1.75 -1.80 ± 0.68 -1.74 ± 0.39 -1.73 ± 0.29 147 79 18
5 -5.67 -5.98 ± 1.65 -5.66 ± 0.47 -5.73 ± 0.38 287 281 28

10 -14.59 -14.92 ± 3.34 -14.64 ± 0.62 -14.13 ± 0.63 969 521 95
30 -60.13 -61.11 ± 9.10 -59.85 ± 0.97 * 6420 1511 *

100 -255.62 -257.7 ± 24.8 -255.8 ± 1.54 * 96,251 4271 *

Table 2.2: Performance of three sampling algorithms in calculating marginal likelihoods. The following al-
gorithms were used: FOPTMC feedback-optimized parallel-tempered Markov Chain Monte Carlo [11], SMC
automated-temperature sequential Monte Carlo but without ABC approximation [14], and MultiNest [16]. The
column ‘Analytical’ gives the marginal likelihood value calculated analytically. (*) indicates that the computa-
tion time exceeded the maximal time of 1 h; the other calculations required at most 5 min.
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Figure 2.4: ODE-based model of cell cycle regulation. (A) Graphical representation of the cell cycle model
of Tyson [27]. b Posterior distribution of the two observables; phosphorylated Cdc2 and the total amount
of cyclin, and of two unobserved species, phosphorylated and unphosphorylated cyclin. The black crosses
represent the generated data which are used for the inference. The shaded blue area represents the posterior
95% confidence interval of the mean of the observables.

2.3.2. KINETIC ORDINARY DIFFERENTIAL EQUATION MODEL

Having explored the behavior of several sampling algorithms in an analytically tractable
example, we now illustrate the use of BCM for analyzing biological computational mod-
els. As an example of this, we investigated the inference of the parameters of a model
based on a system of ordinary differential equations (ODEs). The 6-variable cell cycle
model of Tyson [27] was used, as downloaded from BioModels [17]. A graphical repre-
sentation of this model is shown in Figure 2.4A.

To recreate a typical setting in biology, data was generated from the model at six time
points for two observables with three replicates (see Additional file 1). Then BCM was
used to infer all 16 parameters of the model (10 kinetic parameters and 6 initial condi-
tions) from these 36 data points. The priors for the kinetic parameters were set to a uni-
form distribution spanning an order of magnitude on either side of the parameter values
that were used to generate the data, and the priors for the initial conditions were set to
a uniform distribution between 0 and 1 (see blue curves in Figure 2.5C). The likelihood
function was set equal to the one that generated the data, that is, a normal distribution
with standard deviation 0.05.

Despite the small size of the model, this inference problem is challenging. Firstly,
the ODE system is stiff, and even with the use of an implicit ODE solver it is costly to
simulate. Secondly, there are multiple distinct ways in which the model can fit the data,
leading to sub-optimal modes in the posterior distribution. Thus, a sampler must be
able to escape these local optima, and it must be able to converge to the correct posterior
distribution with a limited number of likelihood evaluations due to the computational
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cost of the simulations.
Four sampling algorithms were tested on this problem: SMC, MultiNest, FOPTMC

(now extended with automated parameter blocking [13]), and additionally nested sam-
pling with MCMC proposals (Nested-MCMC) was added as an alternative nested sam-
pling strategy. In this inference task, FOPTMC with automated parameter blocking was
most efficient, requiring 14 h to generate 2000 samples from the posterior. SMC required
19 h, while Nested-MCMC required 30 h and MultiNest had to be discontinued as the
acceptance rate quickly dropped to essentially zero. The tests were performed using 16
threads on an Intel Xeon E5-2680 processor.

The Bayesian estimates of the parameters and the trajectories of the species can be
used to study the uncertainty in the model. Figure 2.4B shows the posterior distribution
of the two observables, as well as of two inferred species for which no observable data
was generated, as estimated by FOPTMC. We can see that the data are sufficient to con-
strain the trajectories of the observed species. For the unobserved species phosphory-
lated cyclin, the overall trajectory can also be inferred. Nevertheless, for this unobserved
species, the second peak is more variable – here the data is insufficient to constrain the
precise magnitude of the peak. For the other unobserved species, unphosphorylated cy-
clin, we see that there is greater uncertainty. The posterior distribution indicates only
that the average levels are low, but the precise levels cannot be inferred from these data.

Figure 2.5C shows the marginal posterior probability distributions of the parameters.
It can be seen that for all parameters, the values used to generate the data fall within ar-
eas of non-zero probability of the posterior. In most cases the data-generation values
also have maximum posterior probability, but interestingly this is not true for all param-
eters, such as for the activation and deactivation of Cdc2. Furthermore, some parame-
ters are not identifiable, for example the rates of phosphorylation and desphosphoryla-
tion of Cdc2 cannot be determined from the data. In general, such lack of identifiability
could be for structural reasons, that is, the parameters cannot be inferred in theory given
the observed species, due to a redundant parameterization. Alternatively, the parame-
ters may be identifiable in theory, but the data may provide insufficient information to
constrain the parameters in practice.

Overall, the Bayesian estimates provide useful measures of the uncertainty in param-
eter values, model fit and model predictions.

2.3.3. COMPARISON WITH EXISTING SOFTWARE PACKAGES

There are several software packages which can perform Bayesian inference of the pa-
rameters of ODE-based models: BioBayes [21], ABC-SysBio [22], SYSBIONS [23] and Stan
[20]. BioBayes uses parallel-tempered Markov Chain Monte Carlo, ABC-SysBio uses se-
quential Monte Carlo sampling in combination with Approximate Bayesian Computa-
tion, SYSBIONS uses nested sampling, and Stan uses Hamiltonian Monte Carlo and the
No-U-Turn sampler (NUTS).

To compare BCM with these software packages, a simplified version of the previous
inference problem was used. Instead of inferring all 16 parameters, the initial conditions
and 4 of the 10 kinetic parameters were fixed to the values used to generate the data,
leaving 6 parameters to be inferred. Figure 2.6A shows the marginal posterior proba-
bility distributions of the simplified problem, as estimated by BCM using FOPTMC (see



2.3. RESULTS

2

23

0 2 4 6 8 10

0.
0

0.
1

0.
2

0.
3

0.
4

cyclin_cdc2k_dissociation

0e+00 2e+06 4e+06 6e+06 8e+06 1e+07

0e
+0

0
4e
−0
8

8e
−0
8

cdc2k_phosphorylation
Pr

ob
ab

ilit
y 

de
ns

ity

0 2000 4000 6000 8000 10000

0e
+0

0
4e
−0
5

8e
−0
5

cdc2k_dephosphorylation

Pr
ob

ab
ilit

y 
de

ns
ity

cyclin_cdc2k−p_association

Pr
ob

ab
ilit

y 
de

ns
ity

0 500 1000 1500 2000

0e
+0

0
2e
−0
4

4e
−0
4

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
5

1.
0

1.
5

deactivation_of_cdc2_kinase

0.00 0.05 0.10 0.15

0
50

10
0

15
0

20
0

cyclin_biosynthesis

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

default_degradation_of_cyclin

Pr
ob

ab
ilit

y 
de

ns
ity

0 1 2 3 4 5 6

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

cdc2_kinase_triggered_degration_of_cyclin

Pr
ob

ab
ilit

y 
de

ns
ity

0 500 1000 1500

0e
+0

0
2e
−0
4

4e
−0
4

6e
−0
4

8e
−0
4

activation_of_cdc2_kinase

0.00 0.05 0.10 0.15

0
10

20
30

40
50

60

activation_of_cdc2_kinase_prime

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

initial_value_cdc2k

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

initial_value_cdc2k_p

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0
50

10
0

15
0

20
0

25
0

30
0

initial_value_cyclin_cdk

0.0 0.2 0.4 0.6 0.8 1.0

0
1

2
3

4
5

initial_value_cyclin_cdk_p

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0
1

2
3

4

initial_value_cyclin

Pr
ob

ab
ilit

y 
de

ns
ity

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

initial_value_cyclin_p

Pr
ob

ab
ilit

y 
de

ns
ity

Prior
Posterior
Data generation value

Parameter value Parameter value Parameter value Parameter value

Pr
ob

ab
ilit

y 
de

ns
ity

Pr
ob

ab
ilit

y 
de

ns
ity

Pr
ob

ab
ilit

y 
de

ns
ity

Pr
ob

ab
ilit

y 
de

ns
ity

Figure 2.5: Marginal posterior distributions of the cell cycle model parameters. The blue lines indicate the
prior, the red lines the estimated posterior, and the dashed grey lines indicate the values that were used to
generate the data. The densities are estimated from the posterior samples using kernel density estimation
with Sheather-Jones bandwidth selection.
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Figure 2.6: Marginal posterior distributions of the cell cycle model parameters. Prior and posterior proba-
bility distributions of the 6 parameters of the simplified inference problem.

Additional file 2: Figure S1 for the posteriors estimated by each algorithm/software pack-
age). The other software packages were optimized for this problem as much as possible
to give a fair comparison (see Additional file 1).

Figure 2.7B shows the time required to generate 1000 samples from the posterior with
each software package and algorithm, using eight threads on an Intel Xeon E5-2680 pro-
cessor. It is clear that BCM is significantly faster than the other software packages. In
particular the MultiNest algorithm in BCM is extremely efficient in this low-dimensional
setting, requiring only 75 s. The other algorithms in BCM required between 25 and 50
min, except for ellipsoidal nested sampling which required three hours. From the other
software packages, only SYSBIONS and Stan were able to solve this inference problem in
a reasonable amount of time. SYSBIONS required five hours using Nested-MCMC, which
is approximately six times longer than BCM with the same algorithm. For Stan, using the
NUTS algorithm, the sampling with a chain does not always converge as the NUTS algo-
rithm does not have a means to escape sub-optimal modes. This problem was addressed
by starting eight separate chains in parallel, in which case most of the chains were sam-
pling the correct, optimal mode. In this case, Stan required approximately six hours to
generate the requested samples. BioBayes was able to reach apparent convergence in
4.5 days. For ABC-SysBio, and SYSBIONS using ellipsoidal sampling, the samplers did
not reach convergence in 7 days (see Additional file 1).

2.4. CONCLUSION

The BCM toolkit provides efficient, multithreaded implementations of eleven sampling
algorithms for generating posterior samples and calculating marginal likelihoods. Addi-
tional tools are included which facilitate the process of specifying models and visualiz-
ing the sampling output. This toolkit can be used for analyzing the uncertainty in the
parameters and the predictions of computational models using Bayesian statistics.
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sampling algorithm. The sampling was terminated if it had not converged after 7 days.

The examples show that it depends on the problem which sampling algorithm will
perform well. In the Gaussian shells example, where the focus was on marginal like-
lihood estimation, MultiNest performed best in a low-dimensional setting, and in the
medium- to high dimensional setting sequential Monte Carlo was most efficient. In
the cell cycle example, where the focus was on parameter inference, parallel-tempered
Markov chain Monte Carlo was more efficient than sequential Monte Carlo. There are
various aspects of the posterior probability distribution which affect the performance of
the different algorithms; for example the number of modes, how well the shapes of the
modes are approximated by the proposal distributions, and the location and volume of
the posterior modes with respect to the prior. These features of the posterior probability
distribution will typically not be known for the problem of interest before starting the
analysis, and it is then unclear which algorithm might be most suitable. The availability
of various algorithms in BCM will therefore be useful in the Bayesian analysis of diverse
models.

In the second example, we have shown that BCM can be used to infer the parameters
of an ODE-based model of the cell cycle. BCM is significantly more efficient in this task
than existing software packages. This increase in efficiency was possible due to the par-
allelization of the sampling algorithms in combination with the use of optimized C++ as
programming language. Due to the higher efficiency, BCM allows the analysis of larger
or more challenging computational models than was previously feasible. In previous
cases where Bayesian analysis of complex biological computational models was done,
such as in [3, 4, 28], sampling algorithms were newly implemented for each project. The
availability of BCM as an efficient, reusable software package can help in streamlining
such projects in the future.

AVAILABILITY AND REQUIREMENTS
Project name: BCM – toolkit for Bayesian analysis of Computational Models using
samplers
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Project home page: http://ccb.nki.nl/software/bcm/

Operating systems: Windows, Linux, Mac

Programming language: C++ and R

Dependencies: Boost C++ libraries (tested with version 1.55.0), CMake (version
3.2 or later).

License: Mozilla Public License 2.0
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ABSTRACT

C OMPUTATIONAL models in biology are frequently underdetermined, due to limits in
our capacity to measure biological systems. In particular, mechanistic models often

contain parameters whose values are not constrained by a single type of measurement.
It may be possible to achieve better model determination by combining the informa-
tion contained in different types of measurements. Bayesian statistics provides a conve-
nient framework for this, allowing a quantification of the reduction in uncertainty with
each additional measurement type. We wished to explore whether such integration is
feasible and whether it can allow computational models to be more accurately deter-
mined. To this end, we created an ODE model of cell cycle regulation in budding yeast,
and integrated data from thirteen different studies covering different experimental tech-
niques. We found that for some parameters, a single type of measurement, relative time
course mRNA expression, is sufficient to constrain them. Other parameters, however,
were only constrained when two types of measurements were combined, namely rel-
ative time course and absolute transcript concentration. Comparing the estimates to
measurements from three additional, independent studies, we found that the degrada-
tion and transcription rates indeed matched the model predictions in order of magni-
tude. The predicted translation rate was incorrect however, thus revealing a deficiency in
the model. Since this parameter was not constrained by any of the measurement types
separately, it was only possible to falsify the model when integrating multiple types of
measurements. In conclusion, this study shows that integrating multiple measurement
types can allow models to be more accurately determined.

3.1. INTRODUCTION
Computational models in biology are frequently underdetermined [1], which can limit
their usefulness. This underdetermination is a result of our limited capacity to measure
biological systems. A dynamic model of an intracellular regulatory network, for example,
might contain several proteins of interest that carry out important functions in the sys-
tem. We would then ideally like to know the concentrations of all these proteins in their
various states and complexes, inside the cell, over time. But such direct measurements
are currently not possible. Instead we are limited to indirect measurements such as rel-
ative protein levels compared to a control, reporter-based measurements, or averages
over populations of cells. A compounding difficulty is that the measurements are often
relatively noisy. It is thus challenging to accurately determine the unknown parameters
of computational models of biological systems.

Intuitively, one would expect that multiple types of measurements, obtained using
different experimental techniques, provide more information than a single type of mea-
surement. The combined information would then be more likely to constrain the pa-
rameters in a computational model compared to using only a single measurement type.
However, this need not be the case; perhaps one particular dataset, such as the most
detailed measurements, already contains all relevant information, making additional
datasets irrelevant.

The quantification of how much information a dataset brings to the parameter es-
timates, can be achieved using Bayesian statistics [2, 3]. For all unknown parameters
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Figure 3.1: Outline of the approach of data integration using Bayesian statistics. Several initial datasets
are assimilated into a prior probability distribution for all parameters in the model. Subsequently, multiple
datasets are integrated to update the prior and obtain a posterior probability distribution for all parameters.
Finally, this posterior probability distribution is compared to validation data.

in a model, a probability distribution is specified which quantifies the uncertainty in
the parameters. This probability distribution can then be updated based on each of the
different datasets, using Bayes’ theorem. This provides a convenient framework for the
integration of multiple datasets, as it allows a detailed comparison of the amount of in-
formation that can be extracted from each of the datasets.

Bayesian statistics has been applied to mechanistic computational models in biol-
ogy in various settings and model types, including regulatory network models based on
ordinary differential equations [3–7]. These applications have so far been limited to the
use of a single dataset consisting of one type of measurement. It is thus unclear whether
integration of multiple data types within the Bayesian formalism is feasible in practice
and whether it is beneficial for achieving more accurate parameter estimates. The pur-
pose of this study was to test the feasibility of this type of data integration, and to explore
whether multiple data types can indeed provide more accurate parameter estimates.

We tested this approach using a model of a well-studied system, cell cycle regula-
tion in budding yeast. Figure 3.1 shows the concept of data integration we used: var-
ious measurements are included as prior information, subsequently two types of data
are incorporated during the inference, and finally the obtained parameter estimates are
compared to measurements of these rates from independent studies.

3.2. APPROACH AND RESULTS

3.2.1. CONSTRUCTING AN INITIAL MODEL
We will use cell cycle regulation in budding yeast as test case, as this system is well stud-
ied and there is a host of data available. A central event in cell cycle regulation is the
cyclic expression of the cyclin proteins [8]. We wished to model the cyclic expression
pattern of four cyclins in particular: the G1-phase cyclin CLN3, the G1/Stransition cy-
clin CLN2, the S-phase cyclin CLB5 and the M-phase cyclin CLB2 (Figure 3.2A).

Although many models have been constructed of this system, for example [9, 10], we
wished to obtain a simple, sparse model that is sufficient for explaining the cyclic ex-
pression of the cyclins. To this end we created a simple model that might be able to do
this. The structure of this initial model is shown in Figure 3.2B and the reasoning be-
hind it is as follows. Since the expression of the cyclins oscillate at the transcriptional
level, we need to include the transcription factors that are responsible for regulating the
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transcription of the cyclins in the model. Thus, based on the overview of the cell cycle
provided in [8], and especially Figure 3-34 therein, we included the three transcription
factor complexes SBF, Mcm-Fkh and Swi/Snf. Each of these complexes is represented by
one of their subunits: SBF is represented by the regulatory subunit SWI4; Mcm1-Fkh is
represented by the coactivator NDD1; and Swi/Snf is represented by the subunit SWI5.
We chose these subunits because they are regulatory factors and are transcriptionally
oscillating [11]. As most data is available at the mRNA level, we explicitly included the
mRNA transcripts as well as the proteins as species in the model. The dynamics are mod-
eled by including rates for transcription, translation, and degradation of both mRNA and
protein. To keep the model manageable, we did not explicitly include processes such
as post-translational modifications, complex formation, and intracellular localization.
While these processes are also clearly important for cell cycle regulation, the goal is not
to create a detailed model but rather a simple model that is sufficient for explaining the
cyclic expression of the cyclins. For the same reason, the model contains fewer signal-
ing events than the more comprehensive model of Chen et al [10]. The starting model
described here will likely require improvement, which we consider below. Starting from
a simple model allows us to find a balance between model complexity and data fit. The
resulting model can then be used for testing the integration of multiple datasets.

Another important modelling choice is that we specified the model entirely in phys-
ical units of concentration (micromolars) and time (seconds), rather than using dimen-
sionless parameters and abundances. The physical units allow a comparison of the pa-



3.2. APPROACH AND RESULTS

3

33

Measurement Experimental technique Used as Reference
Protein concentration 2D-gel electrophoresis Prior [12]
mRNA concentration Hybridization kinetics Prior [13]
Cell size Electrical conductivity Conversion [14]
Transcript elongation rate ChIP Prior [15]
RNA polymerase footprint Nuclease digestion Prior [16]
Peptide elongation rate Radioactive labeling Prior [17, 18]
Ribosome footprint Nuclease digestion Prior [19]
mRNA time course (relative) Microarray Inference [20–22]
mRNA concentration SAGE Inference [23]
mRNA concentration Microarray Inference [24]
Protein concentration TAP tag; western blot Inference [25]
Protein concentration GFP tag; flow cytometry Inference [26]
Protein concentration 2D-HPLC; MS/MS Inference [27]
mRNA degradation rate Microarray Validation [28]
Transcription rate GRO; ChIP-chip Validation [29]
Translation rate Polysome profiling Validation [30]

Table 3.1: All datasets used in this study.

rameter estimates to measurements from independent studies. The model is specified in
terms of ordinary differential equations, and the rate equations are based on mass action
kinetics with the addition of a nonlinear term for modeling inhibitory effects. The model
is described in more detail in the Methods section, and SBML versions of all models are
included in Supplementary File 1.

3.2.2. CONSTRUCTING PRIORS FROM SEVERAL DATASETS

The Bayesian analysis required us to specify prior probabilities for the unknown param-
eters in the model. For each of the parameters, we specified priors based either on bio-
chemical limits, or on published datasets providing information for a parameter. The
prior probability distributions and how they were established are described in more de-
tail in the Supplementary Methods. All datasets used throughout this study are listed in
Table 3.1.

3.2.3. FITTING TIME COURSE MRNA MEASUREMENT DATA

As we wished to obtain a model for the cyclic expression of the cyclins, we first turned
to measurements of mRNA gene expression over time [20–22], and tested whether the
model can fit these datasets.

A complication with these datasets is that the measurements were taken under dif-
ferent growth conditions, with different synchronization methods and with slightly dif-
ferent yeast strains, resulting in different doubling times for the cells, ranging from 60 to
100 minutes. To make the datasets compatible, we used the time-normalized data pro-
vided by Cyclebase [11], and scaled the times back to an 80-minute cell cycle, which is a
typical doubling time for yeast cells in rich (YEPD) medium [14].

We fitted the model to these three gene expression datasets simultaneously. The
measurements are all made on synchronized cells relative to unsynchronized controls,
and the likelihood function was specified such that it reflects this. Specifically, the likeli-
hood of the observed values was centered on the log ratio of the modeled transcript con-



3

34 3. BAYESIAN DATA INTEGRATION WITH DIVERSE MEASUREMENTS

centration divided by the average modeled concentration over time (see the Methods
section). We expected that the model would not exactly match the measurement data,
and so a t-distribution was used as error model, such that occasional outlying measure-
ments with respect to the model are not penalized too heavily.

The posterior probabilities were calculated using Markov chain Monte Carlo (MCMC)
sampling. The relatively large number of dimensions, with the prior in each dimension
spanning many orders of magnitude, makes this a challenging inference task. To be able
to run the inference in reasonable time, the Bayesian inference software package BCM
was used [31]. The posterior probability distribution contained sub-optimal modes, we
therefore used parallel tempering [32] to have a means of escaping these. MCMC sam-
pling relies on a proposal distribution; a distribution from which new candidate param-
eter values are drawn. For the efficiency of the sampler it is important that the proposal
distribution reflects the shape and scale of the (unknown) posterior distribution. We
therefore used automated blocking [33] and adaptively scaled the proposal distributions
(see the Methods section). Traces and autocorrelation plots for the convergence analysis
of all models are included in Supplementary File 2.

To test the goodness of fit, we first used graphical posterior predictive checking.
The posterior predictive distribution describes a new, predicted dataset given the fitted
model. Overlaying this posterior predictive distribution on the observed measurements
provides a convenient way of identifying which data can and cannot be explained by the
model. Figure 3.3 (top row) shows the posterior predictive distribution of the mean of
the relative transcript levels in the fitted model overlaid on the observed measurements.
It is immediately clear that the model cannot adequately explain the expression patterns
of the four cyclins. The model can only fit the first peak of CLN3 expression, but not the
subsequent oscillations or the activation of the other cyclins.

To further quantify the goodness of fit, coefficients of determination (R2) were cal-
culated for the four cyclins (Figure 3.3). We compared these values to the R2 of a spline
fit to the data. The spline fit gives a reference R2 for the optimal fit that can be achieved.
The median R2 for the model fits range from 0.07 to 0.19, whereas a spline fit gives R2

values ranging from 0.46 to 0.72, again showing that the initial model is insufficient to
explain the expression patterns of the cyclins.

3.2.4. ITERATIVE MODEL REFINEMENT TO CREATE A WELL-FITTING MODEL

FOR THE TIME COURSE MRNA MEASUREMENT DATA

As the simplest model could not adequately fit the transcription data, it was necessary to
expand the model with additional explanatory factors. We thus searched the literature
to find important mechanisms that were missing from the model. For each addition, we
re-fitted the model to the data, and compared the posterior predictive distributions and
R2 values for expression of the four cyclins. Note that we could not use the marginal
likelihood for model selection here, because when we added additional species to the
model we also included the expression data for those new species in the likelihood func-
tion. This affects the marginal likelihood; the marginal likelihood of two differing sets of
data cannot be compared to each other.

The first addition to the model which we considered was the transcription factor
HCM1. There is a significant delay between the transcriptional peak of SWI4 and NDD1,
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Figure 3.3: Creating a model that can fit the time course mRNA data. On the left the model structure is
indicated in Systems Biology Graphical Notation, with the simplest model at the top. The changes with respect
to the previous model are highlighted in red. On the right the mRNA time course measurement data of the
cyclins is shown, overlaid with the posterior predictive of the mean of the data. The thick red line indicates
the median and the shaded red area indicates the 90% confidence interval. Above each graph the median R2
is shown and the 90% confidence interval is given in brackets.

especially compared to the peaks of CLN2 and CLB5 which occur more rapidly after the
expression of SWI4 (see Supplementary File 2 for the trajectories of all species). The tran-
scription factor HCM1 has been found to be an important part of the transcriptional cell
cycle regulation system [21], and the inclusion of this factor could introduce the nec-
essary delay in the model. As shown in Figure 3.3 (second row), the addition of HCM1
indeed improved the fit of the model, particularly for the induction of the expression of
CLN2 and CLB5 after SWI4 expression. However, the model was still not able to explain
the oscillatory aspect of the expression of the four cyclins.

The lack of oscillatory behavior of the model suggested that a feedback loop might
be required. We therefore considered the addition of the inhibitory transcription factor
YOX1 [34]. This transcription factor provides a negative feedback loop from SWI4 back
to both SWI4 and CLN3. As shown in Figure 3.3 (third row), with this addition the model
could indeed recapitulate the oscillatory aspect of the expression pattern of the four cy-
clins.

As the magnitude of the oscillations in CLB2 was still greater in the data than could
be explained by the model, we considered the addition of another regulatory mecha-
nism, namely the degradation of NDD1 by the anaphase promoting complex [35]. This
complex is normally active, unless it is inactivated by CLN2 [8]. Thus, NDD1 would be
actively degraded until CLN2 signals the start of S-phase. As shown in Figure 3.3 (bot-
tom row), with the addition of this mechanism the model can indeed better explain the
expression pattern of the NDD1-target CLB2.
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With these additions to the model, the expression patterns of the four cyclins are ad-
equately explained (R2 > 0.3 for all cyclins, and at least 65% of the R2 achieved with a
spline fit). Although further additions can be considered, we wished to keep the model
as small as possible while achieving a reasonable fit. This was mainly done to keep the
computational requirements manageable – to generate 1,000 posterior samples for the
fourth, extended model required approximately 60 hours. The structure of the result-
ing model is similar to the Boolean network model of Orlando et al [36] in terms of the
transcriptional regulatory network.

3.2.5. SIMULTANEOUS FITTING OF TIME COURSE AND STEADY STATE MEA-
SUREMENT DATA

Now that the model is able to explain the relative time course measurements adequately,
we can start including additional datasets to test whether the parameters of the model
can be more tightly constrained with the integration of additional data. We turned to
absolute measurements of the mRNA [23, 24] and protein [25–27] concentrations of the
species in the model. These measurements were done at steady-state growth conditions
in non-synchronized cells. We incorporated this in the likelihood by taking the time
average of the modeled trajectories, and setting this time average as the modeled value
of the steady state data, where the time average was taken over two cell cycles.

The addition of absolute concentration data to relative time series data may seem
trivial, and it could potentially also be achieved by transforming the kinetic parameters
and concentrations accordingly. However, keeping the model specified in physical di-
mensions (micromolars and seconds) is natural, and more importantly, it allows for a
direct comparison of the kinetic rates with measurements of these rates later on.

Figure 3.4 shows the posterior trajectories of the transcripts of one of the cyclins,
CLN3, after fitting the relative time course data alone, the absolute steady state data
alone, or all data together (trajectories for all other species in the model are included
in Supplementary File 2). Several observations can be made. First, it is apparent that the
absolute concentrations can be quite high when only time course data is used. When the
steady state data is included however, the concentrations are constrained to be much
lower. Second, when only steady state data is used, the model displays various behav-
iors including stable expression, decay and oscillations (see the individual trajectories
depicted in grey) – each of these behaviors would be consistent with the given average
data over a period of two cell cycles. With all measurements types included, the model
displays the correct oscillations at concentrations consistent with the steady state data.
Finally, the fit to the relative time course data is not compromised by the inclusion of
the absolute steady state data, and vice versa. The model is thus able to fit both types of
data at the same time, and no modifications need to be made to the model structure to
accommodate the steady state data.

Figure 3.5A shows the 90% posterior confidence intervals for several parameters in
the model, for the relative time course data alone, the absolute steady state data alone, or
all data together (confidence intervals and density plots for all parameters are included
in Supplementary Figure 1 and 2). For several parameters, each data type separately
provides some information, but the inclusion of the two types of data together provides
significantly tighter confidence intervals, for example for the translation rate. There are
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interval. Grey lines indicate individual trajectories for 100 posterior parameter samples.

also parameters that can already be inferred from the time course data alone; that is, for
these parameters the addition of the steady state data does not reduce the confidence
intervals, such as the degradation rate of CLN3. In many cases, the steady state data by
itself provides little information for constraining the parameters, which is not surprising
for a dynamic model. However, the addition of the steady state data to the time course
data does reduce the uncertainty compared to the time course data alone. Examples of
this are the degradation rate of SWI4 or the transcription rate of CLN2.

In general across all parameters, combining multiple types of measurements reduces
the uncertainty in parameter estimates (Figure 3.5B). With all data types included, 45
out of 54 parameters have 90% confidence intervals of less than half of the prior range,
whereas the steady state data by itself constrains only 1 parameter to this extent and
the time course data 14 parameters. Comparing the added value of the absolute protein
and transcript concentrations, we note that it is mainly the transcript concentrations
which reduces the uncertainty (column 4 and 5 in Figure 3.5B). Nevertheless, adding
the protein concentration data to the time course and transcript concentration data still
further reduces the uncertainty for several parameters.

3.2.6. COMPARISON OF PARAMETER ESTIMATES WITH RATE MEASUREMENT

DATA

To test whether the obtained parameter estimates are accurate, we compared them to
measurements from three additional, independent datasets. In particular, the mRNA
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degradation rate [28]; transcription rates [29] and translation rates [30] have been mea-
sured for budding yeast. Figure 3.6A shows the measured values of the parameters com-
pared to the posterior probability distributions of the parameter estimates.

For the mRNA degradation rate, the measurements are in close agreement with the
predicted rates (Figure 3.6A, left panel). We assumed a common rate parameter for all
species, while the measurements were done for each gene separately, and there is in-
deed some variability between the measurements for the genes that were included in the
model. Nevertheless, the measured degradation rates of all genes are within the same or-
der of magnitude as the estimated average degradation rate (the difference between the
measurements and the maximum a posteriori estimate on log10 scale is less than 0.5), so
the scale of the average mRNA degradation rate was predicted accurately.

For the transcription rates, these rates in the model are split into two parts: basal
transcription and transcription factor induced transcription. The rate measurements
are population averages, and as each cell would be in a different stage of the cell cycle,
they will be expressing different levels of the transcription factors. To be able to compare
the measurements of the transcription rates to the model’s estimated rates, it is neces-
sary to calculate the total, average transcription rate. This was obtained by averaging the
transcription rate of each gene over time. This rate thus includes the effect of the time-
varying expression of the transcription factors. When only time course data was used,
the transcription rates were not constrained, but they do have non-zero probability at
the measured values. However, when all data is included, the estimated transcription
rates closely match the measured values for most genes (Figure 3.6A, middle panels; 7 of
the 8 measured values lies within the 90% confidence interval, and the remaining gene
is at least within the same order of magnitude). Thus, for the transcription rates, the
addition of the absolute concentrations to the relative dynamic data constrained the pa-
rameter estimates to values close to or matching the measurements of these rates.
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The measured translation rates have been estimated from ribosome densities using
polysome profiling, whereby a processing speed of 10 amino acids/s was assumed [30].
Note that the authors mention that their estimates should be used with caution. Nev-
ertheless, assuming they are accurate, then the model estimate using all inference data
are two orders of magnitude too high (Figure 3.6A, right panel). The model estimate is
indeed quite high at around 1 protein/transcript/s. While this is feasible given the prior
information, it would require that the transcripts are always essentially fully packed with
ribosomes.

To find the reason for this high translation rate estimate, we investigated the trajecto-
ries of the transcription factors and their target genes. If we compare the mRNA expres-
sion trajectories for the transcription factor SWI4 and its targets CLN2, HCM1 and YOX1
(see Figure 3.6B), it makes sense that the model requires a high translation rate. The
peaks in transcription of the target genes follow very closely after the peak in transcrip-
tion of the transcription factor, especially in the first cell cycle. Given that this process
of rapid induction of transcription in the model has to occur through the translation of
the transcription factor, then there are two ways in which the model might fit the data:
either the translation rate must be high, or the concentration of the transcript of the
transcription factor must be high. When using only the relative data, it is not possible
to distinguish between these scenarios; indeed in this case the translation rate is not
constrained: the 90% confidence interval of the translation rate spans almost 3 orders of
magnitude (Figure 3.5). However, when including both relative and absolute data, the
inference can make use of the information that the concentration of the transcription
factor is low. It can thus be inferred that the translation rate must be high, given this
model.

It is known that other mechanisms are at play here as well, such as the regulation
of SWI4 and the SBF transcription factor complex through phosphorylation by different
cyclin/CDKs [37]. Indeed it has been shown that induction of G1-phase transcripts can
occur in the absence of protein translation [38]. It is likely that a model with additional
layers of SWI4 regulation would be able to fit all data with lower translation rates. Un-
fortunately we were not able to expand the model with such additional effects, as the
parameter inference for these expanded models would involve a prohibitive amount of
computation time. Regardless, these results show that the model can be identified as be-
ing incomplete by using the inference of parameters from multiple datasets. This model
deficiency could not be deduced from any of the datasets alone.

3.3. METHODS

3.3.1. MODEL EQUATIONS

The computational model consists of two types of species: the proteins, and the mRNA
transcripts. The rate equations for these species are based on mass action kinetics, with
the addition of a nonlinear term for modeling inhibitory effects. For transcripts, the rate
equation contains three terms: one for transcription, one for inhibition of transcription
and one for degradation. The transcription rate is proportional to the concentration of
the activating transcription factor for that gene. This transcription can be inhibited by an
inhibitory transcription factor. Each transcript has exactly one activating transcription
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factor and at most one inhibitory transcription factor. For proteins, the rate equation
also contains three terms: one for translation, one for degradation, and one for inhi-
bition of degradation. The translation rate is proportional to the concentration of the
transcript for that protein, and the degradation rate is proportional to the concentration
of the protein itself. See the Supplementary Methods for a more detailed description and
the equations.

3.3.2. PRIOR DISTRIBUTIONS
For all parameters, we used uniform priors on a log10 scale. A log scale was chosen as we
were interested in the orders of magnitude of the parameters rather than their precise
values. The limits of the uniform distributions were chosen based on various data points
and biochemical limits as described the Supplementary Methods.

3.3.3. LIKELIHOOD
Firstly, the time average of the concentration of a transcript was calculated by averaging
over two full cell cycles. Then, for relative time course data measured using synchro-
nized cells relative to unsynchronized cells, we modeled the relative value by dividing
the modeled concentration by the time average and taking the log. As error model we
used a t-distribution with three degrees of freedom, as a means of robust inference [39].
This distribution was centered on the log ratio of the relative expression. For the ab-
solute concentration data, the time average value is log10 transformed, and again a t-
distribution is used as error model. As for the prior, the likelihood is specified on a log
scale as it is sufficient if the model captures the right order of magnitude. See the Sup-
plementary Methods for the equations.

3.3.4. MODEL INFERENCE
The posterior probability distributions were calculated using parallel-tempered Markov
chain Monte Carlo [32], using the Bayesian inference software package BCM [31]. For the
initial model, we used 32 parallel chains with the temperatures of the chains distributed
quadratically. The burn-in period was set to 1.25 million samples followed by a sampling
period of 5 million posterior samples, which were subsampled at 1 in 2,500. At each step,
a random choice was made between updating each chain with 5 Metropolis-Hastings
steps, and swapping a random adjacent pair of chains. The probability of selecting a
swap step was set to 0.99. For the proposal distribution in the Metropolis-Hastings steps,
the parameters were blocked automatically [33] and we used a multivariate normal dis-
tribution for each block of parameters. The proposal covariance matrix for each block
was set to the empirical covariance of the preceding samples and adaptively scaled to ob-
tain an acceptance rate of 0.23 within each block. These settings produced sufficiently
uncorrelated posterior samples (see Supplementary File 2 for traces and autocorrelation
plots), and were sufficient to achieve at least 100 round trips from prior to posterior. The
sampling period and subsampling was doubled for model 3 and quadrupled for model 4,
such that the resulting posterior samples were still sufficiently uncorrelated and at least
100 round trips from prior to posterior were achieved.

All files required for running the inference in BCM, including the prior and likelihood
specification, the models in SBML/CellDesigner format, as well as a NetCDF archive
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containing the pre-processed data, are included in Supplementary File 1.

3.3.5. MODEL CHECKING

The model fit was investigated using the posterior predictive distribution and coeffi-
cients of determination. The posterior predictive distribution is the probability distri-
bution of a new set of data, given the model and the observed data. This distribution
was approximated using the posterior Monte Carlo samples. The coefficients of deter-
mination for the time course data were calculated relative to a null model which has
a separate mean for each experiment. A reference R2 was calculated by fitting a cubic
spline to the data with the smoothing parameter selected through cross-validation. See
the Supplementary Methods for details and equations.

3.4. DISCUSSION

Model determination is an important aspect of computational modeling. Models in sys-
tems biology are frequently underdetermined, and as a result it is often not possible to
confirm or falsify a particular model. There is thus a need for methods to determine
models more accurately. With the increasing amount of data available for many bio-
logical systems, the use of multiple datasets to constrain the parameters from different
angles is a promising avenue. Bayesian statistics provides a coherent and convenient
framework to accomplish this. Here, we have shown that it is feasible to integrate di-
verse datasets during the Bayesian inference of parameters of an ODE-based model. The
process as described here may be useful as a general recipe for integrating diverse mea-
surement types also in other settings. More importantly, we have shown that this inte-
gration of diverse data types can provide tighter posterior estimates, at least in obtaining
the right order of magnitude, thus achieving more accurate model determination. We
noticed that even when a single dataset, taken by itself, provides little information, it
can still significantly improve parameter estimates when used in conjunction with other
datasets.

There are several challenges when using this type of data integration based on model
simulation and Bayesian statistics. The biggest challenge is the scaling of the computa-
tional demands with respect to the size of the model. This is due to two reasons. First,
the simulation of a computational model typically does not scale well with model size
(cubically in the case of direct, implicit ODE solvers). Second, the parameter inference
is increasingly challenging when the number of parameters increases. Although in the-
ory Monte Carlo methods scale independently of the dimensionality, this requires that
the samples are concentrated in regions of high posterior probability. The efficiency of
generating a good set of samples critically depends on the proposal distribution that is
used. Given the complex shape of the posterior probability distributions of biological
computational models, in particular the presence of multiple modes and ridges [7, 40],
proposal distributions typically become much less efficient with higher dimensional-
ity. Both of these computational challenges apply more generally to any approach using
model simulation and global parameter inference. Increases in computational capabili-
ties, more efficient simulation methods, and sampling or optimization methods tailored
for the inference of biological computational models, may allow larger models in the
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future.
For budding yeast, and their cell cycle regulation in particular, many more mea-

surements have been performed, such as mRNA quantification by qPCR [41] and RNA
sequencing [42], protein-level time course data by mass spectrometry [43] and GFP-
tagged time lapse microscopy [44]. In principle, these data can be integrated with the
same approach as was done for the data in the present study, and it would be interest-
ing to explore the contributions and concordance of these measurements. A challenge
for further integration of time-course data is the synchronization of the timing, which
is not straightforward when using different experimental setups. This synchronization
can also directly affect kinetic rates, for example the alignment of transcript and protein
time course data can directly influence the estimated translation rate.

To be able to compare the contribution of the different datatypes, it is necessary
to quantify the uncertainty in the parameter estimates, which was achieved here us-
ing Bayesian statistics. The quantification of uncertainty has previously been achieved
with different approaches as well (reviewed in [45]), including using the profile likeli-
hood [46] and through bootstrapping [47]. The incorporation of multiple datasets in the
likelihood function can in principle be translated to these formalisms as well. A unique
advantage of the Bayesian approach is the ability to explicitly include data as prior infor-
mation, which we have utilized to incorporate various datasets. Profile likelihoods may
be computationally more efficient to calculate than posterior probabilities, although the
calculations still involve the most challenging aspect, namely global optimization. The
profile likelihood is limited in that it provides uncertainty estimates for each parameter
separately rather than for all parameters jointly.

In conclusion, we have shown that diverse types of measurements can be success-
fully integrated during the inference of parameters of ODE systems using Bayesian statis-
tics. This integration provided more tightly constrained parameter estimates, thereby
achieving a more accurate model determination.
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SUPPLEMENTARY MATERIAL

3.4.1. MODEL EQUATIONS

The computational model consists of two types of species: the proteins pi , and the
mRNA transcripts mi . The rate equations for these species are based on mass action
kinetics, with the addition of a nonlinear term for modeling inhibitory effects.

For transcripts, the rate equation contains three terms: one for transcription, one for
inhibition of transcription and one for degradation. The three terms are marked in the
equation below, and they correspond to the following:

transcription The transcription rate is a sum of a constant rate and a rate that is pro-
portional to the concentration of the activating transcription factor for that gene.
Each transcript has exactly one activating transcription factor.

transcription inhibition The transcription can be inhibited by an inhibitory transcrip-
tion factor, which is modeled with a two-parameter logistic function (including a
50% inhibitory concentration and a steepness parameter). Each transcript has at
most one inhibitory transcription factor.

degradation Degradation is modeled as exponential decay.
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The rate equation for transcripts is then defined as:

dmi

d t
= (rbase + rinduced,i , j p j )︸ ︷︷ ︸

transcription

1

1+e sk,i (log pk−logck,i )︸ ︷︷ ︸
transcription inhibition

−dmRNAmi︸ ︷︷ ︸
degradation

, (3.1)

where mi is the concentration of mRNA transcript i in µM, rbase is the base transcription
rate in µM/s, rinduced,i , j is the transcription rate of transcript i induced by transcription
factor j in µM/µM/s, p j is the concentration of the transcription factor j in µM, and
dmRNA is the degradation rate of all mRNA transcripts in 1/s. If an inhibitory transcrip-
tion factor for gene i is included in the model, then this inhibitory transcription factor is
indicated by index k, and sk,i is the steepness of the inhibition curve and ck,i is the 50%-
inhibitory concentration in µM. If no inhibitory transcription factor is present for gene i ,
the transcription inhibition term is set to 1, such that the transcription is not inhibited.

For proteins, the rate equation also contains three terms: one for translation, one for
degradation, and one for inhibition of degradation.

translation The translation rate is proportional to the concentration of the transcript
(mi ) for that protein.

degradation The degradation is modeled as exponential decay, but it is split into two
parts: a first part (di ) which is constant and represents general decay/degradation
of the protein, and a second part (dinduced,k,i ) which represents active, specific
degradation, which can be inhibited by another protein. Both parts of the degra-
dation rate are proportional to the concentration of the protein itself.

inhibited degradation The inhibition of degradation is modeled with a two-parameter
logistic function (including a 50% inhibitory concentration and a steepness pa-
rameter). Each protein has at most one protein that can inhibit its degradation.

The rate equation for proteins is then defined as:

d pi

d t
= umi︸︷︷︸

translation

− di pi︸︷︷︸
degradation

− dinduced,k,i

1+e sk, j (log pk−logck,i )
pi︸ ︷︷ ︸

inhibited degradation

, (3.2)

where pi is the concentration of protein i in µM, u is the translation rate in µM/µM/s,
mi is the concentration of mRNA transcript i in µM, and di is the degradation rate of
protein i in 1/s. If a degradation-inhibiting protein is included in the model, then this
protein is indicated by index k, and dinduced,k,i is the degradation rate of protein i that
can be inhibited by protein k, sk,i is the steepness of the inhibition curve and ck,i is the
50%-inhibitory concentration in µM. If no degradation-inhibiting protein is present for
protein i , the inhibited degradation term is set to 0.

3.4.2. PRIOR DISTRIBUTIONS

CELL SIZE

For various calculations and conversions, we need the cell size. Although the cell size
varies between conditions and during the cell cycle, we assumed that the cell size is 37
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µm3 and constant. This is an average size for yeast cells growing in rich (YEPD) medium
[14]. Combined with Avogadro’s constant, this means that 1 molecule per cell corre-
sponds to approximately 4.5 · 10−5 µM.

CONCENTRATIONS AND INITIAL CONDITIONS

For setting a prior on the initial conditions of proteins, we used the dataset of Futcher
et al. [12]. They sampled the yeast proteome and established protein copy number per
cell for these proteins. Since the sampling across the proteome in this study was not
uniform, but instead focused on the most abundant proteins, we used this dataset only
to provide a reasonable upper limit. The most highly expressed proteins were present in
the range of 1 million copies per cell, or approximately 45 µM. To provide some margin
of error, we set the upper limit of protein concentrations at 100 µM. We assumed 0.1 nM
as lower limit (approximately 2.2 molecules per cell).

For setting a prior on the initial conditions of transcripts, we used the measurements
of Hereford and Rosbash [13]. They estimated the transcript copy number per cell to
vary between 1 and 200 copies per cell. To provide some margin of error, we set the
upper limit of transcript concentration at 0.1 µM (approximately 2,200 transcripts per
cell). We assumed 10−8 µM as lower limit, to allow transcripts to be practically absent as
well (¿1 transcript per cell).

TRANSCRIPTION RATES

The model contains two classes of transcription rate parameters: basal transcription and
transcription factor-induced transcription. To allow either of the two types of transcrip-
tion to be practically absent, we set the lower limit to 10−10 µM/s and 10−10 µM/µM/s re-
spectively. For the upper limit, we consider the case where transcription initiation is not
rate limiting; the transcription rate is then bound by the transcript elongation rate and
the number of polymerases transcribing the gene. We assume that the elongation rate is
constant; this rate has been estimated at 2 kb/min [15]. The footprint of RNA polymerase
has been estimated at 40 nucleotides [16]. If a gene is fully packed with polymerases, this
gives a transcription rate of approximately 0.8 transcripts/s. To allow for some margin of
error, we take the upper limit as 10−4 µM/s (approximately 2.2 transcripts/s).

Recall that a priori we expect that proteins are in the concentration range of 0.1 nM
to 100 µM. To allow for transcription factors at the lower concentration limit, 0.1 nM, to
already fully induce transcription of their target genes, the upper limit for transcription
factor induced transcription rates was set at 10−4/10−4=1 µM/ µM/s.

TRANSLATION RATES

For translation rates we use a similar logic as for the transcription rate: as upper limit
we take the case where translation initiation is not limiting and the translation speed
is bound by the ribosome progression and how much space the ribosome occupies on
the transcript. We assume that the peptide elongation rate is constant, and it has been
estimated at 10 amino acids/s [17] and 10.5 amino acids/s [18]. It has been reported that
ribosomes can stack together along a transcript as closely as 27 nucleotides apart [19].
Together, this gives a translation rate of 1.2 proteins/transcript/s when initiation is not
limiting and all ribosomes progress unimpeded over the transcript. To allow for some
margin of error, such as faster elongation of the specific proteins studied here, we set
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the maximal translation rate to 10 proteins/transcript/s. The lower limit is set at 10−4

proteins/transcript/s.

DEGRADATION RATES

For degradation rates, we withheld the available studies for validation purposes and so
these could not be used for setting a prior distribution. We set the prior distribution
for degradation rates to a wide range: between 10−5 and 1 s−1 for both proteins and
transcripts, corresponding to a half-life between 19 hours and 0.7 seconds.

INHIBITION RATES

Inhibition was modeled by a non-linear function containing two parameters: the steep-
ness and the 50%-inhibition concentration. The steepness is allowed to vary between
0.1 and 100. For the 50%-inhibition concentration, we used the same prior as for protein
concentrations: between 0.1 nM and 100 µM.

MEASUREMENT VARIANCES

The prior for the measurement variance was set to an exponential distribution with rate
λ= 0.5 for time course data and λ= 1.0 for steady state data.

3.4.3. LIKELIHOOD
The time average of the concentration of a transcript was calculated as

m̄i = 1

2tcell-cycle

∫ 2tcell-cycle

0
mi (t )d t , (3.3)

where tcell-cycle is the duration of the cell cycle (4800 seconds). Two full cell cycles were
used, as the start of the first cell cycle can be affected by the method used to synchronize
the cells and this effect can be alleviated by including a second cell cycle. Beyond the
second cell cycle the cells typically start to diverge and are no longer synchronized. The
average concentration of proteins is calculated in the same way with pi instead of mi .

For relative time course data measured using synchronized cells relative to unsyn-
chronized cells, we modeled the relative value by dividing the modeled concentration at
time tn by the time average and taking the log:

xi (tn) = log2(
mi (tn)

m̄i
). (3.4)

The likelihood function for the relative time course data is then defined as

P (yi ,tn |xi (tn)) = t (yi ,tn |µ= xi (tn),σ=σi ,ν= 3), (3.5)

where yi ,tn is the measurement of gene i at time tn and σi is the measurement variance
for gene i . A t-distribution with three degrees of freedom is used as error model as a
means of robust inference. The model cannot precisely represent the trajectories and
the t-distribution can better accommodate the outlying measurements with respect to
the model trajectories than the normal distribution.



3

50 REFERENCES

For the absolute concentration data, the likelihood function is defined as

P (yi |m̄i ) = t (yi |µ= log10(m̄i ),σ=σ j ,ν= 3) (3.6)

for transcripts, where yi is the log10-transformed measurement of the concentration of
transcript i and σ j is the measurement variance for all transcripts in dataset j . For pro-
teins the equation is identical but with mi replaced by pi . The likelihood is specified
on a log scale as it is sufficient if the model captures the right order of magnitude of the
measurement, rather than the precise concentration.

3.4.4. MODEL CHECKING
The model fit was investigated using the posterior predictive distribution and coeffi-
cients of determination.

The posterior predictive distribution is the probability distribution of a new set of
data, given the model and the observed data. This distribution was approximated with
the posterior Monte Carlo samples:

P (ypred|y,M ) =
∫

P (ypred|θ,M )P (θ|y,M )dθ

= 1

N

N∑
i=1

P (ypred|θi ,M )
(3.7)

where θ1..N are the Monte Carlo samples from the posterior distribution with each θ

being a vector containing all model parameters, and M indicates the model.
The coefficients of determination for the time course data were calculated as

R2 = 1−
∑M

j=1

∑Ni
i=1(y j ,i −x(ti ))2∑M

j=1

∑Ni
i=1(y j ,i − ȳ j )2

, (3.8)

where j indexes the time course gene expression datasets, i indexes the time points
within that dataset, x is the modeled value at time ti , yi , j is the data value and ȳ j the
mean of the data in that experiment. This equation corresponds to a null model which
has a separate mean for each experiment.

The reference R2 was calculated by fitting a cubic spline to the data with the smooth-
ing parameter selected through cross-validation, and then setting x(ti ) equal to the re-
sulting spline value at ti . The smoothing spline was fitted using the R function smooth.spline
with default settings.
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Figure 3.7: Supplementary Figure 1: Posterior 90% confidence intervals for all model parameters, as inferred
using the absolute steady state data, relative time course data or both.
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Figure 3.8: Supplementary Figure 2: Marginal probability distribution density estimates for the parameters es-
timated from the different datasets. Bandwidths for the kernel density estimates were selected using Sheather-
Jones bandwidth selection.
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ABSTRACT

C ANCER cell lines differ greatly in their sensitivity to anticancer drugs. This variability
arises due to different oncogenic drivers and drug resistance mechanisms operating

in each cell line. Although many of these mechanisms have been discovered, it remains
a challenge to understand how they interact to render an individual cell line sensitive
or resistant to a particular drug. To better understand this variability, we first profiled
a panel of thirty breast cancer cell lines, in the absence of drugs, for their mutations,
copy number aberrations, mRNA and protein expression, protein phosphorylation, and
response to seven different kinase inhibitors. We then constructed a knowledge-based,
Bayesian computational model that integrates these data types and estimates the rela-
tive contribution of the various drug sensitivity mechanisms. The resulting model of reg-
ulatory signaling can explain the majority of the variability observed in drug response.
The model also identifies cell lines with an unexplained response, and for these we then
searched for novel explanatory factors. Among others, we found that the 4E-BP1 protein
expression level – and not just the extent of phosphorylation – is a determinant of mTOR
inhibitor sensitivity. We further investigated and validated this finding experimentally.
We found that overexpression of 4E-BP1 in cell lines that normally possess low levels
of this protein, is sufficient to increase mTOR inhibitor sensitivity. Taken together, our
work demonstrates that combining experimental characterization with integrative mod-
eling can be used to systematically test and extend our understanding of the variability
in anticancer drug response.

4.1. INTRODUCTION

Breast cancer is the most commonly diagnosed cancer in women and the second leading
cause of cancer-related death [1]. Decades of research have increased our knowledge of
the molecular basis of this disease while recent large scale genomics studies have pro-
vided detailed information on mutations, copy number aberrations and gene expression
across different tumor samples, including breast cancer [2, 3]. However, despite this in-
creasing amount of knowledge, response rates for cancer treatment remain very low for
many cancer subtypes, including breast cancer.

One of the challenges of cancer treatment is the genetic complexity of the disease,
involving different oncogenic drivers or combinations thereof that allow the tumor to
grow and proliferate. In some subtypes of breast cancer, the major oncogenic drivers
are known, as is the case in HER2-amplified breast cancer, associated with the overex-
pression and aberrant activation of HER2-receptor signaling. Targeted treatment against
HER2 indeed provides clinical benefit [4, 5]. However, intrinsic resistance is frequently
encountered, and acquired resistance often develops in tumors which are initially sensi-
tive [6]. A variety of drug resistance mechanisms to HER2-targeted therapies have been
discovered in cell lines. For example, activation of the PI3K pathway resulting from mu-
tations in PI3K [7], the loss of PTEN [8] or autocrine HGF signaling [9] have all been
reported as mechanisms of drug resistance. However, due to the multitude of resistance
mechanisms, which is further complicated by the cross-talk in downstream signaling,
it is unclear to what extent each of these mechanisms is important for determining the
sensitivity of a particular cell line or tumor. In other types of breast cancer, in particular
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triple-negative breast cancer, the regulatory signaling which drives the growth of the tu-
mor is even less clear, although PI3K/AKT pathway deregulation has been identified as a
recurrent event [2].

Similar to patients, cell lines show a large degree of variability in drug response [10–
12]. Understanding the heterogeneous response in cell lines is an important starting
point for understanding patient response. But despite many efforts, fully explaining
drug response in vitro remains a challenge. Computational modelling can be used as
a tool capable of untangling the complexity of drug sensitivity and resistance across
different cell lines. There have been various approaches to computational modelling
of drug sensitivity. These approaches can be broadly divided into two categories: ap-
proaches using linear or black box statistical models [11, 13, 14], and approaches using
more detailed mechanistic computational models [15, 16]. While both approaches have
recovered known drug sensitivity mechanisms and identified several novel associations,
they have several limitations. For the black box statistical models, such as elastic net
regression [10, 11], random forests [13], support vector machines [13] or a clustering-
based method named ACME [14], the models are not sufficiently detailed to capture
how molecular characteristics affect drug sensitivity. For example, the interactions be-
tween molecular aberrations are not explicitly modelled. This precludes finding all but
the strongest associations, despite the very large number of cell lines that were profiled.
In addition, available knowledge of signaling pathways is not employed, which could in-
crease the statistical power to find molecular mechanism that associate with drug sensi-
tivity. In the more detailed, mechanistic computational models [15, 16] such background
knowledge is used, however, in these cases the number of cell lines studied has been lim-
ited, and it is thus unclear to what extent the particular mechanisms are important for
explaining the variability across a larger set of cell lines. In addition, these mechanistic
modelling studies used only a single data type, for example (phospho)protein expres-
sion, limiting the insight into the impact of other molecular aberrations present in the
cell lines examined.

To address these limitations, we set out to combine detailed computational mod-
elling of drug sensitivity mechanisms with extensive measurements of multiple data
types derived from a breast cancer cell line panel. We developed a combined exper-
imental/computational modelling approach which can utilize background knowledge
from the literature and integrate diverse types of data, including DNA sequencing, RNA
sequencing, protein expression and protein phosphorylation, with drug response data.
We subsequently employed the computational model to analyze how the regulatory sig-
naling in each cell line influences response to each drug. The computational model can
also be used to identify cases where drug response cannot be explained fully by the exist-
ing knowledge. In one case, this lead us to identify and confirm the level of expression of
eukaryotic translation initiation factor 4E-binding protein 1 (4E-BP1) as a determinant
of response to mTOR inhibitors in breast cancer cell lines.

Together, we show the utility of employing integrative computational modelling to
combine prior knowledge with measurements of multiple molecular data types to sys-
tematically test and extend our understanding of drug response to kinase inhibitors.
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Construct model

Calculate posterior probabilities
and marginal likelihood

Assess model fit
with posterior predictive

Fitted model

Quantify contribution of the
driver and resistance mechanisms

Identify cell line behavior which
cannot be explainedModify model

Known & postulated
mechanisms

Measured data types:
- Drug response
- RPPA
- RNA sequencing
- DNA sequencing
- Doubling times

Figure 4.1: Procedure used to construct the computational models. We used the literature to construct and
iteratively update the model until a good fit for the data was obtained.

4.2. QUICK GUIDE TO EQUATIONS AND ASSUMPTIONS

To integrate the different data types with knowledge of the regulatory signaling path-
ways, we created an integrative computational model using a modeling framework we
call Inference of Signaling Activity (ISA). A challenge in constructing such a model is de-
ciding which aspects of cell biology should be included and which can be omitted. To
tackle this challenge, we developed the model iteratively using the procedure shown in
Figure 4.1. We started out with a small, simple network including only the signaling
nodes EGFR, ERK, AKT and a node depicting proliferation. We then surveyed the lit-
erature for signaling events, molecular mechanisms and recurrent mutations and copy
number aberrations associated with breast cancer and known to be involved in deter-
mining drug sensitivity. We iteratively added more of these relevant mechanisms to the
model. Specifically, for every mechanism we created a new model with additional nodes
to represent the mutation, amplification or signaling molecule. At each iteration we
tested the goodness of fit with the posterior predictive distribution (see section on test-
ing the goodness of fit) and used the marginal likelihood to decide whether the newly
added mechanisms should be retained. Finally, we stopped the process of model re-
finement when further additions no longer increased the marginal likelihood or when
computation time grew impractically long.

The resulting model is shown in Figure 4.2, and includes growth factors, surface re-
ceptors, the MAPK and PI3K pathways, mutations and copy number aberrations which
occur regularly in breast cancer, the kinase inhibitors and their targets and finally the
proliferation of the cells. The signaling molecules in the model (the nodes) are linked
using activation functions (the arrows), which describe how the signal is propagated be-
tween molecules.
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Figure 4.2: Simplified overview of the computational model. The graph shows the signaling nodes in brown,
the mutations and gene losses and gains in red and the kinase inhibitors in green

The activity of a signaling molecule i in cell line j , Ai , j , is calculated as follows:

A∗
i , j = Ei , j (bi +

∑
k∈parentsA (i )

sk,i Ak, j +
∑

k∈parentsM (i )
smut,k,i Mk, j (4.1)

Ai , j = max(min(A∗
i , j ,1),0). (4.2)

The activity A∗
i , j is a linear combination of a base activity bi , the upstream signaling

molecules (Ak∈parents(i ), j )) with signaling strength sk,i from molecule k to molecule i , and
the upstream mutations (Mk∈parents(i ), j )) with signaling strength smut,k,i , which is then
multiplied by the expression of the signaling molecule itself (Ei , j ). The resulting value is
clamped between 0 and 1 to give interpretable values that are comparable throughout
the network. For a full description, see the Supplementary Materials and Methods.

When an inhibitor is applied, the activities of the targets of the inhibitor are mul-
tiplied by the drug effect, a value between 0 and 1 which is calculated with a three-
parameter logistic function (see Supplementary Material).

Figure 4.3 shows the structure of the model in template notation for a small part of
the network. To illustrate signal propagation between molecules, consider, for example,
S6K. The activity of S6K, represented in the figure by the variable S6K signal, is a function
of the activity of the upstream kinase mTORC1 (mTORC1 signal), as well as of the total
amount of S6K in the cell (S6K expression). The activation function for calculating S6K
signal has several parameters, namely the basal activity (S6K base signal), the strength
of the link between mTORC1 and S6K (mTORC1->S6K strength). Importantly, the pa-
rameters, represented by dashed circles, are shared by all cell lines. That is, the values
of the parameters are the same for all cell lines. So, while each cell line can have a dif-
ferent amount of mTORC1 activity, a given amount of mTORC1 signal always gives rise
to the same amount of input signal to S6K. Note that the model is not intended to be a
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Figure 4.3: Part of the computational model in template notation.

precise description of all chemical reactions within the network, but rather an abstract
representation of relevant regulatory signaling.

We do not explicitly include feedback signaling events in the model. Although feed-
back signaling is an important aspect of cellular regulatory networks, we find that even
without feedback signals the relative viability after drug treatment can still be described
well. This is most likely due to the fact that the activity of feedback loops may still be
indirectly reflected in the steady state signal strengths.

The model provides a framework that allows the integration of all data types to in-
fer the parameter values and signaling activities. Some variables are observed directly,
for example the presence of a mutation, and in this case the value of the node is set to
the observed value directly. Other variables, namely the protein activity, the untreated
growth rate and the viability after drug treatment, are only observed indirectly. For ex-
ample, the amount of S6K phosphorylation only indirectly reflects S6K activity. In these
cases, we add a random variable, xi , j , which models the measurement value and which
is dependent on the hidden model variables. We then use a likelihood function for this
random variable xi , j to infer the parameters. We use a Student’s t-distribution and cen-
ter the distribution on xi , j . The likelihood can be expressed as

P (yi , j ,k |θ) = t (yi , j ,k |µ= xi , j (θ),σ=σi ,ν= 3) (4.3)

xi , j (θ)


gi + (1− gi )Ai , j (θ) for RPPA data

r j (θ) for growth data

D j (θ) for drug response data,

(4.4)

where xi , j models the data as described above, yi , j ,k is the measurement data, k in-
dexes the biological replicate measurements, Ai , j is the signaling activity defined above
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in Equation 1.1, r is the untreated growth rate, and D is the relative viability (the vari-
ables r and D are defined in the Supplementary Material and Methods). θ represents a
vector of all model parameters in Equation 1.1.

To infer the parameter values and signaling activities, we used Bayesian statistics. For
all parameters, prior probability distributions were specified to describe what values the
parameters might assume a priori. Subsequently, two variants of Monte Carlo sampling
were used to calculate the posterior probability distribution of all parameters.

The major assumptions are thus as follows. First, we assume that the signaling ac-
tivity is a linear combination of its upstream inputs. Similarly, proliferation is a linear
combination of the activity of several effector signaling molecules. Second, we do not
explicitly model feedback events, but assume that their effect is indirectly reflected in
the steady state signal strengths. Third, we assume that a signaling molecule with a
certain amount of activity always gives rise to the same amount of input activity to its
downstream nodes in every cell line, as the signaling strength sk,i is constant across cell
lines. However, note that cell lines can still have widely different signaling activity due to
variation in which mutations are present and having different gene expression levels.

4.3. MATERIALS AND METHODS
Detailed materials and methods are provided in the Supplementary Materials and Meth-
ods.

4.3.1. CELL LINE PANEL

A panel of 30 breast cancer cell lines was assembled from various sources, the details
and growth conditions of which are listed in Supplementary Table 1. Cell lines were
authenticated by suppliers using Short Tandem Repeat profiling. The SK-BR-7 cell line
was obtained from an internal NKI cell bank and authenticated by STR profiling. We
further confirmed the identity of the lines by comparing their mutation profiles (found
by DNA sequencing) with those reported in COSMIC [17]. Upon receipt, all lines were
first expanded and early passage stocks frozen in liquid nitrogen. Lines were kept in
culture for no more than 3 months, after which a new cell aliquot was obtained from
frozen stock if needed. All cell lines were tested in-house and found to be negative for
mycoplasma. Doubling times for each cell line were estimated by fitting exponential
curves to confluence measurements obtained using an IncuCyte FLR/ZOOM instrument
(Essen Bioscience).

4.3.2. DRUG RESPONSE ASSAYS

Prior to carrying out drug response assays, cell line seeding densities were optimized.
Cells seeded as for the cell doubling time experiments were assessed at the 96 h end-
point for percentage confluence, and incubated with CellTiter-Blue (CTB; Promega) for
a measure of metabolic activity. This was to ensure that cell lines did not exceed 90%
confluence at assay endpoint and that the CTB signal at this density was not saturated.
Seeding densities used for each cell line are listed in Supplementary Table 1.

For drug response assays, cells were seeded at the optimized density and 24 h later
treated with a 10-point 1:3 dilution series of a number of inhibitors using a Microlab
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STAR workstation fitted with 8 x 1000µl channels and 96-probe head (Hamilton): AZD8055,
top dose 3 x 10−5 M; BEZ235, 1 x 10−5 M; GDC0941, 3 x 10−5 M; MK2206, 3 x 10−5

M; PD0325901, 3 x 10−5 M; Lapatinib, 3 x 10−5 M; Foretinib, 3 x 10−5 M (all from Sel-
leckchem). Each condition, including an untreated negative control and a phenyl ar-
sine oxide (1 x 10−6 M) treated positive control, were set up in technical quadruplicate.
Following 72 h incubation, cells were stained with CTB (1:30 dilution) for 4 h and the
signal measured using an Envision spectrophotometer (Perkin Elmer). In the case of
the validation experiments with HCC1806 and HCC1937 cell lines expressing 4E-BP1 or
GFP constructs, cells were treated in a 9-point 1:3 dilution series of AZD8055, BEZ235 or
GDC0941 using a HP D300 Digital Dispenser (Hewlett-Packard), while all other experi-
mental conditions remained the same. Each assay was carried out in biological tripli-
cate. Each replicate of a dose response experiment was further analyzed by normaliza-
tion to the negative and positive control (the normalized data are provided in Supple-
mentary Table 6) and fitting to a four-parameter sigmoid function that allowed for the
calculation of the 50% inhibitory concentration (IC50, dose at which viability is 50% of
the untreated control). The IC50 estimates are provided in Supplementary Table 7. For
model inference, full dose response curve data were used.

4.3.3. LONG-TERM DRUG RESPONSE ASSAYS
HCC1806 parental, GFP- and 4E-BP1-expressing cells were seeded at 600 cells/well, while
the HCC1937 panel was seeded at 1200 cells/well, in 96 well plates. Cells were treated,
24 h after seeding, with a 9-point 1:3 dilution series of AZD8055 (top dose 3.3 x 10−6 M)
or BEZ235 (1.1 x 10−6 M) using a HP D300 Digital Dispenser (Hewlett-Packard). Each
condition, including an untreated negative control and a phenyl arsine oxide (1 x 10−6

M) treated positive control, were set up in technical duplicate. Media and drugs were
changed every 3-4 days over a period of 10-11 days of treatment. Cells were then washed
with PBS, fixed with 3.7% formaldehyde/PBS and stained in 0.1% crystal violet solution.
Images of dried, stained cells were digitized on a Perfection V750 PRO scanner (Epson).

4.3.4. MOLECULAR CHARACTERIZATION
Steady state RNA and protein expression was determined from cells seeded in 60 mm
dishes and grown for 48 h (seeding densities are listed in Supplementary Table 1). RNA
expression was determined using RNA sequencing by the NKI Genomics Facility and
protein expression was determined in biological triplicate using RPPA analysis by the
MD Anderson Cancer Center RPPA Facility. Genomic DNA samples were obtained from
pellets of 0.5 x 106 cells. RNA sequencing data is available at ArrayExpress, reference
E-MTAB-4801, and the normalized read counts are provided in Supplementary Table
8. DNA sequencing data is available at the European Nucleotide Archive, reference PR-
JEB14120. The RPPA data is included as Supplementary Table 9.

4.3.5. CAP-BINDING PULL DOWN ASSAYS

Cells were seeded in 100 mm dishes (BT549 and CAL-120 at 2.5 x 105; Hs 578T at 3 x
105; HCC1806 at 4 x 105; HCC1937 at 6.25 x 105) and cultured for 48 h, then treated
with AZD8055 (1.11 x 10−7 M), BEZ235 (3.7 x 10−8 M) or vehicle (DMSO) for a further
24 h. Cells were washed once with ice-cold PBS and lysed in lysis buffer (25 mM Tris-
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HCl, pH 7.6, 1% Triton X-100, 1 mM DTT) supplemented with cOmplete protease and
phosSTOP phosphatase inhibitor cocktails (Roche). Lysates were cleared and assayed for
protein concentration, then total protein samples were prepared using 20 µg of protein
lysate. Cap pull-down samples were prepared by combining 50 µg of total lysate with 20
µl pre-washed m7GTP-agarose (Jena Bioscience), made up to a total volume of 500 µl
with lysis buffer and tumbled at 4°C overnight. The following day, cap pull-downs were
washed 3 x in ice-cold lysis buffer, then heated at 70°C for 10 min in 20 µl 1x Novex® LDS
Sample Buffer and Sample Reducing Agent. The eluate from the cap pull-downs as well
as the total protein control samples were then immediately separated on Novex® 4-12%
gradient gels and immunoblotted using primary antibodies to 4E-BP1, eIF4G and HSP90
(for total lysates samples only), then reprobed to detect eIF4E protein.

4.3.6. GENERATION OF 4E-BP1 OVEREXPRESSING CELL LINES
pLX304-4E-BP1 was obtained from the CCSB-Broad Lentiviral Expression Collection,
while the pLX304-GFP control construct was generated as outlined previously [18]. To
produce lentiviral particles, HEK293T cells were co-transfected with the pLX304-4E-
BP1 or -GFP bearing construct and a lentiviral packaging mix (pRSV-Rev, pMDLg/pRRE,
pCMV-VSV-G; Addgene) using Polyethylenimine (PEI, Linear MW 25,000; Polysciences
Inc.). Media was changed 24 h after transfection. After a further 24 h, viral supernatant
was collected and 0.45 µm-filtered. HCC1806 and HCC1937 cells were transduced in the
presence of hexadimethrine bromide (Sigma-Aldrich) and following 48 h selected using
blasticidin.

4.3.7. PROLIFERATION OF 4E-BP1 OVEREXPRESSING CELL LINES
HCC1806 parental, GFP- and 4E-BP1-expressing cells were seeded at 800 cells/well, while
the HCC1937 panel was seeded at 1000 cells/well, in 384 well plates with 4-6 replicates
per condition. Proliferation was monitored using the IncuCyte ZOOM instrument (Essen
Biosciences).

4.3.8. MODEL, DATA INTEGRATION AND INFERENCE
An overview of the computational model is given in the Quick Guide to Equations and
Assumptions. The model inference was done using BCM [19]. A detailed description of
all equations, data preprocessing and inference algorithms is given in the Supplemen-
tary Materials and Methods.

4.4. RESULTS

4.4.1. ESTABLISHING AND CHARACTERIZING A BREAST CANCER CELL LINE

PANEL
We set out to establish an integrative computational model capable of explaining ob-
served therapeutic responses based on molecular measurements. To this end, we sourced
and comprehensively characterized thirty breast cancer cell lines (Figure 4.4 and Supple-
mentary Table 1). Given the need for targeted treatment options for the triple negative
breast cancer subtype, the panel was enriched for triple negative cell lines (eighteen),
with four ER+, four HER2+ and four ER+/HER2+ cell lines included to represent the other



4

62 4. INTEGRATIVE MODELING OF INHIBITOR SENSITIVITY

Drug response measurement Molecular characterization

DNA sequencing RNA sequencing
(genome wide)

Reverse-phase protein arrays
(152 epitopes)

Proliferation measurements

Mutations
(642 genes)

Cell line panel

CAMA1
HCC1500

MCF7
T47D

BT474
HCC1419
MM361
ZR7530

HCC1569
HCC1954
MM453
SKBR3

BT20
BT549

CAL120
CAL148
CAL51

HCC1187

HCC1395
HCC1806
HCC1937
HCC38
HCC70
HS578T

MFM223
MM157
MM231
MM436
MM468
SKBR7

Copy number variation
(genome-wide)

Triple negative
ER+, HER2−normal
ER−, HER2−ampl
ER+, HER2−ampl

AZD8055
(mTOR)

BEZ235
(mTOR+PI3K)

GDC0941
(PI3K)

MK2206
(AKT)

Foretinib
(MET+VEGFR)

PD0325901
(MEK)

Lapatinib
(EGFR+ERBB2)

D
ou

bl
in

g 
tim

e
(h

ou
rs

)

TP
53

PI
K3

R
1

PI
K3

C
A 

(h
el

)
PI

K3
C

A 
(k

in
)

KR
AS

BR
AF

FG
FR

4
PT

EN R
B1

C
D

KN
2A

Cell lines Cell lines Cell lines

Cell lines

Cell lines

Cell lines Cell lines

IC
50

 (µ
M

)
IC

50
 (µ

M
)

IC
50

 (µ
M

)

Cell lines

C
el

l l
in

es

C
el

l l
in

es

Genes (most varying)

C
el

l l
in

es

Genomic location

Epitopes (most varying)

C
el

l l
in

es

Genes (subset)

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
5
10
15
20
25
30

0
20
40
60
80
100
120
140

ER+/HER2-normal ER+/HER2-ampl ER-/HER2-amplTriple negative

(with drug) (without drug)

Figure 4.4: Schematic of the composition and characterization of the panel of breast cancer cell lines. Thirty
breast cancer cell lines were sourced and expanded, representing four major classes of breast cancer subtypes
- eighteen triple negative, four ER+, four HER2+ and four HER2+/ER+ cell lines. These cell lines were then as-
sayed for their response to seven kinase inhibitors (bottom left panel - summary of response data with respect
to the IC50 metrics per inhibitor and cell line) as well as characterized on a molecular level using DNA capture
and mutation sequencing, RNA sequencing, proteomics (RPPA analysis) and growth rate assays. In the fig-
ures and all supplementary data, abbreviated cell line names are used; in particular MM stands for MDA-MB.
Expanded views of the data plots are included in Supplementary Figures 1-6.

major subtypes.

The panel was characterized for response to seven kinase inhibitors, including AZD8055
(mTOR inhibitor), BEZ235 (dual mTOR/PI3K inhibitor), GDC0941 (PI3K inhibitor), MK2206
(AKT inhibitor), PD0325901 (MEK inhibitor), lapatinib (dual EGFR/HER2 inhibitor) and
foretinib (cMET/VEGFR2 inhibitor). The sensitivity of each cell line to these inhibitors
was determined in 10-point, 72 h dose response assays, in biological triplicate and tech-
nical quadruplicate (summarized by IC50 values in Figure 4.4 and Supplementary Fig-
ure 4.4). The drug sensitivity measurements largely agree with those obtained in the
Genomics of Drug Sensitivity in Cancer screen [10, 17, 20] (Supplementary Figure 15).
However, our use of a more focused panel of thirty cell lines and seven drugs allowed us
to obtain more precise measurements (Supplementary Figure 16).

In addition to response data, we profiled the panel for mutation and copy number
by DNA-seq, RNA expression by RNA-seq, protein expression and phosphorylation by
reverse-phase protein array (RPPA) as well as proliferation rate under untreated, steady-
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state growth conditions (Figure 4.4, bottom right panel; see Supplementary Figures 2
- 6 for enlarged versions of the graphs). This molecular characterization is done in the
absence of drug treatment. The cell lines harbor a range of genetic events which occur in
breast tumors and are present at comparable frequencies (see Supplementary Table 13
for a comparison of mutation frequencies with tumors from The Cancer Genome Atlas
[2]). This cell line panel thus represents a relevant model system for the genetic diversity
in breast tumors.

4.4.2. FITTED MODEL PROVIDES ESTIMATES OF REGULATORY SIGNALING

BASED ON ALL AVAILABLE DATA TYPES

To first understand which signaling is relevant for each drug, we developed a modeling
framework, Inference of Signaling Activity (ISA), to infer the signal strengths and signal-
ing activities from all available data, as described in the Quick Guide to Equations and
Assumptions and further detailed in the Supplementary Materials & Methods. We con-
structed a literature-based model and first fitted this to the response data for each drug
separately, in conjunction with the molecular data measured in untreated cells. In other
words, we first searched for values of the signaling strengths (as well as the other pa-
rameters) that can explain the variability of response across all cell lines, but for each
drug separately. Although all of the interactions included in the model are well docu-
mented (see Supplementary Table 4 and 5), their relative contribution or significance is
not known. For example, activating mutations in PIK3CA, the loss of PTEN or the ex-
pression of growth factors can all lead to activation of the PI3K pathway. However, it
is unclear whether their effects are equally important, and if not, which of them has a
stronger effect in a particular context.

Figure 4.5A illustrates the model estimates of signaling strengths (the links between
signaling molecules) for lapatinib treatment. Values of the strength parameters indicate
which signaling connections are important for propagating an oncogenic signal down to
the proliferation node. For example, the link between ERBB2 amplification and ERBB2
activation has a strong peak at non-zero values (the density plot of ERBB2amp->ERBB2),
thus indicating that the ERBB2 amplification gives rise to a proliferative signal. It is well
known that amplification of ERBB2 and the resulting overexpression and auto-activation
of this receptor provides a strong proliferation signal [21], and that this signal can be in-
hibited by lapatinib [22]. The model provides estimates for the downstream signaling
(e.g. indicating that ERBB2 signals more to PI3K than to CRAF) and for the contribu-
tion of each of the resistance mechanisms. PIK3CA mutations indeed contribute to the
proliferative signal (PIK3CAhelical->PI3K ), and the model predicts that PIK3R1 muta-
tions may have a similar effect, as we see that the parameter describing how much a
PIK3R1 mutation activates PI3K tends towards higher values, and is most likely non-
zero (PIK3R1->PI3K ). However, the uncertainty in this parameter is large, because there
is only one cell line that carries such a mutation, and consequently this parameter is
only weakly constrained. As a last example, the contribution of HGF autocrine signal-
ing(9) is represented by the parameter controlling how strongly expression of HGF leads
to activation of the MET receptor (HGF->MET). The posterior probability distribution
of this parameter closely follows the prior, indicating that this parameter, and thus the
importance of this potential resistance mechanism, cannot be determined from the cur-
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rent data. Together, this shows that the ISA modelling approach can be used to infer the
contribution of different components driving sensitivity and resistance from all available
data, while taking into account whether the parameters are identifiable.

We can use the estimates of the signaling activities (values of the nodes) to further ex-
plore the difference in signaling flow and drug response between cell lines. Figure 4.5B
shows the estimates for ERBB2 activity and PIP3 activity in the lapatinib-treated condi-
tion scattered against the untreated condition. From the left panel, it can be seen that
only the eight ERBB2-amplified cell lines show ERBB2 signaling activity, and that this
activity is reduced upon lapatinib treatment in all these cell lines. In the right panel,
we can see that in the lapatinib-sensitive cell lines, especially the most sensitive ones
BT-474, SK-BR-3 and ZR-75-30, the reduction in ERBB2 activity also leads to a strong re-
duction in the PIP3 signal, whereas in the other cell lines, PIP3 signal persists, especially
for the lapatinib-resistant cell line HCC1569 (see Supplementary Figure 1 for the drug
sensitivity estimates). Two non-ERBB2-amplified cell lines also have a reduced PIP3 sig-
nal upon lapatinib treatment, including T-47-D and HCC1806, which stems from their
inferred EGFR activity. This illustrates the utility of the model, given that there were no
molecular measurements collected in the treated conditions, and these signaling esti-
mates are inferred from the untreated molecular data combined with the relative via-
bility data in the treated condition. A comparison of the inferred model estimates with
molecular measurements in treated condition is described later, after all model adapta-
tions have been considered.

As a second example, for the mTOR inhibitor AZD8055, we find several factors that
are associated with response. As expected, PIK3CA mutations are strongly activating in
this context and cell lines are apparently dependent on this activation (see Figure 4.5C,
PIK3CAkinase/helical->PI3K and mTORC1->proliferation), which has previously been
shown [23]. Additionally, we find that MYC activation, as a result of gene amplification,
can provide a resistance mechanism to this mTOR inhibitor (MYCamp->proliferation),
providing another validation of our approach [24].

To facilitate the further exploration of all the signaling estimates, we generated an
interface which is available at http://ccb.nki.nl/software/BCCL_KI_response_model/.
This website displays the signaling strengths in each cell line upon exposure to drugs.
Figure 4.5D shows an example of BT-474 treated with lapatinib. In this case the model
indicates that, for example, the MAPK pathway is barely involved, that there is no drug
resistance provided by this cell line’s RPS6KB1 amplification, and that instead, lapatinib
mainly inhibits the PI3K pathway.

4.4.3. USING THE POSTERIOR PREDICTIVE DISTRIBUTION TO TEST THE GOOD-
NESS OF FIT

While the signaling estimates appear to be reasonable, it is useful to have a systematic
test of how well the fitted model describes the data. For this we used the posterior pre-
dictive distribution, which describes a new, predicted dataset based on the fitted model.
We can overlay this predicted dataset on the observed measurements to have a con-
venient way of identifying which measurements can and cannot be explained by the
model. Note that the posterior predictive distribution is not used as a measure of out-
of-sample prediction, that is, it does not test how well the model predicts the behavior
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of unseen cell lines. Instead it is used as a measure of goodness of fit, allowing an explo-
ration of whether the model can describe the behavior of the cell lines at hand.

Figure 4.6A shows the posterior predictive distribution overlaid on the measurement
data for lapatinib. It is clear that the present model can accurately describe the rela-
tive proliferation of the cell lines as a function of drug concentration for almost all cell
lines. For example, the sensitivity of the ERBB2-amplified line BT-474 and the resistance
of the PIK3CA-mutated and ERBB2-amplified line MDA-MB-361 (MM361) can both be
recapitulated by the model. Overviews of all posterior predictive checking for the drug
response and phosphorylation data is supplied in Supplementary Data 1.

4.4.4. SEARCHING FOR ADDITIONAL EXPLANATORY FACTORS OF DRUG SEN-
SITIVITY REVEALS NOVEL ASSOCIATIONS

While the model explained most of the drug response variability for lapatinib, we no-
ticed that for some drug-cell line combinations, the fit was not as precise. For example,
for foretinib, an inhibitor of c-Met and VEGFR2, we noticed that one cell line in particu-
lar, MFM-223, was much more sensitive than the model could describe (Figure 4.6B). We
therefore investigated the experimental data to find a possible reason for this discrep-
ancy. A discrepancy in a single cell line is not sufficient to apply statistical tests, but we
did note that this cell line has a strong FGFR2 amplification. We therefore searched the
literature to see whether there is a connection and found that foretinib has in fact been
reported to inhibit FGFR2 in addition to its original design targets [25]. When this addi-
tional target of foretinib is added to the model, we indeed obtain a significantly improved
fit (Figure 4.6B). The sensitivity of other cell lines like CAL-51 and HCC-1187 to foretinib
is still not explained exactly, but we have not found other potential explanations for this
in the data or literature, and therefore further studies would be needed to address this.

We also noticed that the model was not able to explain the response of some cell lines
to mTOR inhibitors (see Figure 4.6C), but were unable to find additional mechanisms in
the literature which could explain these discrepancies. Several cell lines are sensitive to
these inhibitors even though they do not possess any of the factors known to cause sensi-
tivity, and conversely some cell lines are resistant despite having such sensitizing factors.
For example, while BT-549, HCC1395 and HCC1937 have all lost PTEN expression, only
BT-549 is sensitive to BEZ235 treatment.

We therefore further interrogated the dataset to find additional drug sensitivity mech-
anisms with which we could extend the model to better explain the experimental obser-
vations. With multiple sensitive cell lines we can use statistical tests. We divided the cell
line panel in groups of sensitive and resistant lines using Gaussian mixture modelling,
and tested whether any genes were differentially expressed between these groups at ei-
ther the RNA or protein level. The full lists of differentially expressed genes for all drugs
are given in Supplementary Table 14. To further filter the differentially expressed genes,
we also calculated their distance to the signaling molecules included in the model using
protein-protein interaction networks [26]. This provided potential candidate regulators
that are not only differentially expressed, but are also functionally closely related to the
signaling molecules in the model (listed in Supplementary Table 14). For both mTOR in-
hibitors (AZD8055 and BEZ235) the protein expression level of 4E-BP1, in addition to 4E-
BP1 phosphorylation level, showed the strongest differential expression (Figure 4.6D). At
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the RNA level, differential expression of EIF4EBP1 was also associated with BEZ235 re-
sponse. Together, these data indicated that cell lines with high expression of this protein
are more sensitive to mTOR inhibitors (see Supplementary Figure 12).

To test whether the inclusion of this factor provides a better explanation for the sen-
sitivity of some of the lines to mTOR inhibitors, we expanded the model to include the
protein expression levels of 4E-BP1. Although 4E-BP1 as a node was already included as
a downstream target of mTORC1 in our previous models, only its phosphorylation state,
not its protein expression level, was taken into account. Specifically, in Equation 1.1, the
variable Ei , j was previously based only on the binarized RNAseq expression data, and we
modified this to include the RPPA protein expression levels (see Supplementary Materi-
als and Methods for details). Figure 4.6E shows the model with the protein expression
levels of 4E-BP1 included, while Figure 4.6C shows the results without 4E-BP1 included.
The posterior predictive checking (bottom panel) clearly shows that the expanded model
provides an improved fit to the data for multiple cell lines (especially for CAL-120, BT-
549, CAMA-1 and ZR-75-30), while not compromising the fit of other cell lines. The log
Bayes factor between the two models (the difference in log evidence) is 226 in favor of
the expanded model, where a log Bayes factor greater than 5 indicates very strong evi-
dence [27]. This indicates that the difference is highly significant and that the improve-
ment in fit is not merely the result of adding more free parameters. Figure 4.6F shows
the posterior probability of two parameters of 4E-BP1 signaling in the expanded model.
The 4E-BP1 expression coefficient, shown in the top panel, describes how strongly the
protein expression level of 4E-BP1 affects the amount of signal transmitted. Since the
value of this parameter is very high, it indicates that the total protein expression level is
a strong limiting factor for 4E-BP1 signaling in response to mTOR inhibitors. The bottom
panel shows the parameter controlling the strength of 4E-BP1 signaling to proliferation,
and as this is also found to be non-zero with high certainty, it implies that the 4E-BP1
signal is important for determining proliferation rate under mTOR inhibitor treatment.

The computational analysis therefore predicts that the protein expression level of
4E-BP1 is an important factor in explaining mTOR inhibitor sensitivity, in addition to
the already known factors determining sensitivity and resistance.

4.4.5. EXTERNAL VALIDATION AND JOINT-DRUG MODEL

The model uses pre-treatment molecular data and measurements of relative viability
after drug treatment to infer signaling activities after drug treatment. To gain more con-
fidence in the signaling estimates, we compared the estimates with measurements of
protein phosphorylation of cells while on treatment [28], and found that they generally
agreed (see Supplementary Note 1 in section 4.5.22). We also constructed a reduced
model, which could be fitted to the response data of all seven inhibitors at the same time
(see Supplementary Note 2 in section 4.5.23). Finally, using an extended version of the
modeling formalism [29], we confirmed that even though feedback signaling is likely to
be active, the inclusion of such feedback loops does not affect how well the variability in
drug response can be described (see Supplementary Note 3 in section 4.5.24).
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4.4.6. THE PROTEIN EXPRESSION LEVEL OF 4E-BP1 IS A DETERMINANT OF

MTOR INHIBITOR SENSITIVITY

Intrigued by the model prediction that 4E-BP1 protein expression is associated with
mTOR inhibitor response, we investigated the biological effect of 4E-BP1 expression
directly. For this, we turned to a subset of our panel of breast cancer cell lines that
showed differences in response to AZD8055 and BEZ235 (Figure 4.7A). These included
three of the most mTOR inhibitor sensitive cell lines (BT-549, CAL-120 and Hs 578T) all
bearing a gain in the EIF4EBP1 gene-containing genomic region (Supplementary Fig-
ure 7) which also express high levels of 4E-BP1 protein (Figure 4.7B and Supplemen-
tary Figure 8), and two insensitive cell lines (HCC1806 and HCC1937) that do not har-
bor a gain of the EIF4EBP1 locus and express low levels of 4E-BP1 protein. Given that
high 4E-BP1 expression may drive cells to recalibrate signaling in the pathway by in-
creasing the expression and/or activity of mTOR, we investigated this possibility further.
We first checked whether expression of 4E-BP1 and mTOR were correlated (Supplemen-
tary figure 19A). While three of the most highly 4E-BP1 expressing cell lines do show
an increase in mTOR expression at the protein level, in the lines chosen for our func-
tional studies, only CAL-120 shows elevated mTOR expression. The remaining four lines
(BT549, HS578T, HCC1806, HCC1937) show comparable expression of mTOR, despite
vast differences in both 4E-BP1 expression and response to mTOR inhibitors. At the
RNA level (Supplementary Figure 19B), these associations were lost, suggesting that a
concurrent post-transcriptional upregulation of mTOR is not a general mechanism of
mTOR inhibitor sensitivity in 4E-BP1 overexpressing cells. We then investigated mTOR
signaling in more detail by analyzing the phosphorylation and protein expression levels
of several members of the PI3K, mTOR and MAPK pathways following 24 h treatment
with two mTOR inhibitors AZD8055 and BEZ235 in these five cell lines. This showed that
both compounds had effective on-target activity, leading to reduced phosphorylation of
AKT (S473), S6 (S235/236) and 4E-BP1 (S65) across all five lines, at similar compound
concentrations (Figure 4.7B). A minor compensatory increase in ERK phosphorylation
was detected following inhibitor treatment. These data suggest that the difference in
mTOR inhibitor sensitivity between these five cell lines is not caused by a difference in
the compounds’ ability to inhibit mTOR signaling in these lines.

To uncover the mechanism via which 4E-BP1 protein expression levels could affect
response to mTOR inhibitors, we investigated the effect of inhibitor treatment on the
formation of the eIF4F translation initiation complex (extensively reviewed in [30, 31]).
As illustrated in the schematic in Supplementary Figure 14A, the eIF4F translation com-
plex is composed of the eIF4E and eIF4G proteins, among others. 4E-BP1 is known to
negatively regulate this complex by binding and sequestering the eIF4E subunit. This
displaces eIF4G from binding to eIF4E and as a result the eIF4F complex cannot initiate
cap-dependent translation. The sequestering of eIF4E by 4E-BP1 is, however, inhibited
when 4E-BP1 is phosphorylated by mTORC1 on several sites, which is the case when nu-
trients and growth factors are not limiting. Under nutrient or growth factor depletion, or
alternatively following treatment with mTOR inhibitors, 4E-BP1 becomes dephosphory-
lated, binds to eIF4E and thus eIF4F complex activity is repressed (Supplementary Figure
14B). This leads to the inhibition of translation, most acutely for mRNAs with complex
5’ untranslated regions (UTRs) that include proliferation, survival and tumor promoting
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genes.
We investigated the dynamics of these interactions in the three mTOR inhibitor sen-

sitive and two insensitive cell lines using the m7G-cap pull down assay, which allows the
visualization of the changes in eIF4G or 4E-BP1 binding to eIF4E following treatment, as
compared to their expression in the total protein lysate (Figure 4.7C). Our results show
that mTOR inhibitor treatment leads to an increase in the binding of 4E-BP1 to eIF4E
in all five cell lines, irrespective of their mTOR inhibitor response profile. In the sen-
sitive cell lines, this increase in 4E-BP1 binding was sufficient to decrease eIF4G bind-
ing to eIF4E, as expected. In the insensitive cell lines though, the binding of 4E-BP1 to
eIF4E was unable to displace eIF4G from eIF4E. This suggests that 4E-BP1 protein ex-
pression in the insensitive cell lines is below a critical threshold needed to effectively
inhibit eIF4F complex formation following mTOR inhibitor treatment (see Supplemen-
tary Figure 14C), and likely explains the difference in mTOR sensitivity between these
two sets of cell lines.

To further investigate whether an increase in 4E-BP1 protein expression is sufficient
to increase mTOR inhibitor response, we used a lentiviral vector to overexpress 4E-BP1
in the two insensitive cell lines, HCC1806 and HCC1937 (Figure 4.8A). The 4E-BP1 pro-
tein, as well as a GFP control, was effectively overexpressed in both lines and the former
was detectably phosphorylated. The expression of either protein did not affect the prolif-
eration of these cell lines, suggesting that the activity of overexpressed 4E-BP1 was effi-
ciently inhibited by mTORC1-mediated phosphorylation (Figure 4.8B). We next tested
the impact of increased 4E-BP1 protein expression on the sensitivity of the cell lines
to the mTOR inhibitor AZD8055, the dual mTOR/PI3K inhibitor BEZ235, as well as the
PI3K inhibitor GDC0941. As shown in Figure 4.8C, in short-term 72 h drug treatment
assays, the 4E-BP1-overexpressing cell lines were markedly more sensitive to mTOR in-
hibitors, responding at lower drug concentrations and with a decreased overall survival
at higher drug concentrations. In contrast to the mTOR inhibitors, sensitivity of the 4E-
BP1-overexpressing cell lines to the PI3K inhibitor GDC0941 was not increased, imply-
ing that it is specifically the inhibition of mTOR activity that is beneficial in improving
response of highly expressing 4E-BP1 cell lines. We were also able to validate that 4E-BP1
overexpression increased sensitivity to mTOR inhibitors over a longer treatment period,
namely 10 days, as shown in Figure 4.8D.

Together, the above results show that the level of 4E-BP1 protein expression is a de-
terminant of sensitivity to mTOR inhibitors in breast cancer cell lines, and illustrates the
utility of our computational model in identifying novel determinants of drug response
in cell lines.

4.5. DISCUSSION
Cell line panels have the potential to provide us with a better understanding of the vari-
ability in drug response between patients. Previous efforts of linking molecular char-
acteristics to drug sensitivity in cell line panels have identified several known and novel
associations [10, 11, 13–16]. Here we showed that by combining extensive measurements
with mathematical modeling, a more detailed understanding of variability in drug sen-
sitivity can be achieved. The use of Bayesian statistics allowed for the simultaneous in-
tegration of diverse data types with prior knowledge from the literature.
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Figure 4.8: Overexpression of 4E-BP1 in HCC1806 and HCC1937 cell lines is sufficient to increase their sen-
sitivity to mTOR inhibitors. (A) Western blotting of lysates from HCC1806 and HCC1937 cell lines stably
overexpressing a 4E-BP1 construct from the CCSB-Broad Lentiviral Expression Collection as compared to the
parental cell lines and a GFP-overexpressing controls. (B) Proliferation assay of the 4E-BP1 overexpressing lines
as compared to the parental and GFP-expressing controls. (C) Dose response assays (72 hr) to AZD8055 (mTOR
inhibitor), BEZ235 (dual mTOR/PI3K inhibitor) and GDC0941 (PI3K inhibitor) in the parental, GFP-expressing
and 4E-BP1-expressing HCC1806 and HCC1937 cell lines. Data represents three independent replicates +/-
SEM. (D) Long term (10 day) dose response assay to AZD8055 and BEZ235 in the parental, GFP-expressing
and 4E-BP1-expressing HCC1806 and HCC1937 cell lines. Representative of three independent experiments is
shown.
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Models are by definition a simplified representation of the system. Two major simpli-
fications that were used here are the assumption of quasi-steady state and the absence of
feedback signaling. The benefit of using these simplifications is that significantly more
components of cellular signaling can be included in the model. It is reassuring that a
model with these simplifications can describe a large part of the variability in short-
term drug response. Studying longer-term drug response and, for example, adaptive
resistance will likely require the incorporation of dynamics and feedback mechanisms.
Using dynamical models or the inclusion of feedback mechanisms does not pose any
theoretical problems for the modelling approach we used. However, the computational
cost is significantly higher, and additional intervention or time-course data would be
needed to constrain the parameters.

Recently, Fey et al. described a computational model of JNK signaling, containing
5 signaling proteins that provided prognostic information in neuroblastoma patients
[32], showing that such computational models may be useful also in a clinical setting.
Their model was informative in a specific subset of patients, namely those with MYCN-
amplified tumors, whereas in the general population individual biomarkers were still
more informative. This indicates that it is necessary for models to incorporate various
different oncogenic drivers, residing in multiple signaling pathways, in order to capture
the variability across a wide range of patients.

A method that integrates multiple data types to obtain pathway activation status is
PARADIGM [33]. Heiser et al. have used a modified version of this method, SuperPath-
way analysis, to link pathway activation status to drug response in a large breast can-
cer cell line panel [12]. They found, among others, that upregulation of DNA damage
response pathways was associated with sensitivity to cisplatin, although this was not
further tested experimentally. Indeed, PARADIGM and SuperPathway analyses do not
shed light on how this association might work mechanistically, and the involvement of
individual components of the DNA damage response pathway, such as TP53, ATM and
BRCA1/2, is not investigated. In contrast, the approach presented here provides detailed
signaling flows and estimates the relative contributions from all drivers and sensitivity
mechanisms included in the model, making the in silico findings amenable to experi-
mental validation.

In the course of refining our model, we found that elevated 4E-BP1 protein expres-
sion played an important role in the response of breast cancer cell lines to AZD8055 and
BEZ235, two inhibitors targeting the mTOR kinase. We further validated this observa-
tion in 4E-BP1 overexpression studies, showing that this provides a pool of an endoge-
nous translation inhibitor available for activation, and thus inhibition of cap-dependent
translation, via mTOR inhibitor treatment.

On a mechanistic level, these findings are in line with prior work using transformed
mouse embryonic fibroblasts, which showed that the ratio of eIF4E/4E-BP1 expression
can predict response to mTOR-directed therapy [34]. That is, a higher ratio of eIF4E/4E-
BP1 predicted poorer response to mTOR inhibitors. Consistent with this, EIF4E ampli-
fication was reported as a mechanism of AZD8055 resistance in a SW620 colorectal cell
line model [35]. Conversely, a lack of 4E-BP1 expression in lymphoma cells, thus a re-
duced ability to restrain eIF4E activity, has been shown to lead to resistance to mTOR in-
hibition, an effect reversed by exogenous expression of the 4E-BP1 protein [36], similar
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to our findings in 4E-BP1 overexpressing HCC1806 and HCC1937 cell lines. An excep-
tion to these findings is the report of elevated 4E-BP1 protein levels in mTOR inhibitor
treatment-resistant luminal subpopulation of prostate cancer cells [37], although it re-
mains to be investigated whether this observation is restricted to prostate cancer or the
luminal subtype. Most recently, a study by Wang et al [38] added further weight to the
hypothesis that elevated 4E-BP1 expression can be a marker of mTOR inhibitor sensi-
tivity. They show that the combination of an mTOR inhibitor and an HDAC inhibitor —
the latter acting to de-repress Snail-mediated 4E-BP1 transcriptional inhibition — can
synergize to inhibit tumor growth in mice.

Notably, in our cell line panel, the overexpression of 4E-BP1 resulted from a copy
number gain in the genomic region encoding EIF4EBP. Focal amplification of the 8p11-
12 region, the region containing EIF4EBP1, is a known event in breast cancer occurring
in approximately 15% of cases, and patients who harbor this event in their primary tu-
mor have a much higher likelihood of relapse [39]. Previous studies have identified var-
ious genes in this region as potential oncogenes, with most evidence so far supporting
FGFR1 [40–42] and ZNF703 [43–45]. These two genes lie close to and on either side of
EIF4EBP1. Our cell line experiments show that overexpression of 4E-BP1 alone does not
affect viability in vitro. While we cannot exclude that amplification of 4E-BP1 can con-
tribute to a transformed phenotype in tumors (such as affecting invasion, migration or
cell viability in vivo), various studies indicate that the cellular function of 4E-BP1 is con-
sistent with a role as a tumor suppressor gene, rather than as an oncogene [34–36, 46–49].
It therefore seems plausible that the amplification of EIF4EBP1 is a passenger event. This
raises the possibility that by selecting for amplification of nearby oncogenes, the tumors
have also introduced a specific ‘passenger vulnerability’, that is, a passenger aberration
that introduces a vulnerability to a particular drug. If the drug sensitivity association
translates from cell lines to patients, testing for EIF4EBP1 amplifications could identify
patients who may benefit most from treatment with mTOR inhibitors such as AZD8055
and BEZ235.

One difference between the cell line and patient data is that the subtypes in which
the gain of EIF4EBP1 is present vary. While we identified this event predominantly in
the triple negative and ER+ breast cancer cell lines, in patients, the 8p11-12 amplicon is
present almost exclusively in ER+ tumors. Interestingly, phase III clinical trials with the
allosteric mTOR inhibitor, everolimus, have been carried out in the ER+ setting showing
a significant improvement in progression free survival (PFS) in patients who received
everolimus versus placebo in addition to the aromatase inhibitor, exemestane [50]. A
subsequent analysis of this data, exploring associations of PFS with common genetic
aberrations have found no improvement in PFS in patients with FGFR1 gene amplifi-
cation (generally co-amplifying the EIF4EBP1 gene) [51]. While this may suggest that
there is no increased clinical benefit for mTOR inhibitors in patients with 8p11-12 ampli-
fied tumors, the inhibitory activity of everolimus, a rapalog, versus active-site inhibitors,
such as AZD8055 and BEZ235, differs substantially. While everolimus is an allosteric
inhibitor of predominantly mTOR complex 1 (mTORC1), active-site inhibitors are able
to target both mTORC1 and 2 [30]. Most importantly, the active-site inhibitors have
been shown to result in a much more potent inhibition of downstream mTOR signal-
ing, specifically with respect to the inhibition of 4E-BP1 phosphorylation, whereas in
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the case of rapalogs this phosphorylation is restored within hours of treatment [52, 53].
As such, it is likely that the absence of an association between amplification in the 8p11-
12 region containing the FGRF1 and EIF4EBP1 genes and PFS with everolimus treatment
observed by Hortobagyi et al. [51] stems from limited inhibition of 4E-BP1 phosphory-
lation. Together, these studies suggest that the benefit of rapamycin treatment in ER+
tumors results from a mechanism distinct to that of 4E-BP1 inhibition, but also empha-
size the need for further study in order to determine the efficacy of active-site mTOR
inhibitors in patients with 8p11-12 amplifications.

We conclude that the combination of mathematical modelling of signaling in re-
sponse to drug treatment with a large panel of molecularly characterized cell lines demon-
strates the usefulness of combining large data sets with prior knowledge to uncover key
determinants of drug sensitivity. While the work presented here applied the ISA method-
ology to explain drug response in a panel of cell lines, our ultimate goal is to develop this
approach into a tool for predicting response in patients. Further validation on clinical
samples is of course required, but a clear benefit is that the molecular characteriza-
tion, needed as input for a model, can be performed directly on biopsy material. This
circumvents a need for ex vivo culture or lengthy response profiling, making the ap-
proach amenable to clinical application. We believe that such systematic, quantitative
approaches to the understanding of drug responses hold promise as tools for achieving
the goal of precision medicine in cancer.
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SUPPLEMENTARY MATERIAL

4.5.1. CELL LINE PANEL

A 30 breast cancer cell line panel was assembled from various sources, the details and
growth conditions of which are listed in Supplementary Table 1.

4.5.2. CELL LINE DOUBLING TIMES

Doubling times were determined using the IncuCyte FLR/ZOOM instrument (Essen Bio-
science). Each cell line was seeded over a range of densities from 10,000 to 313 cells per
384-well plate well, prepared as a 1:2 dilution series, in technical quadruplicate. Per-
centage confluence was quantified every 4 h, over a period of 96 h. Exponential growth
curves were fitted to these data to derive the doubling time of each cell using GraphPad
Prism. The doubling times obtained from at least two seeding densities, representing
the most complete proliferation curves, were averaged to obtain the final estimate. The
resulting doubling times are provided in Supplementary Table 12.

4.5.3. DRUG RESPONSE ASSAYS

Prior to carrying out drug response assays, cell line seeding densities were optimized.
Cells seeded as for the cell doubling time experiments were assessed at the 96 h end-
point for percentage confluence, and incubated with CellTiter-Blue (CTB; Promega) for
a measure of metabolic activity. This was to ensure that cell lines did not exceed 90%
confluence at assay endpoint and that the CTB signal at this density was not saturated.
Seeding densities used for each cell line are listed in Supplementary Table 1.

For drug response assays, cells were seeded at the optimized density and 24 h later
treated with a 10-point 1:3 dilution series of a number of inhibitors using a Microlab
STAR workstation fitted with 8 x 1000µl channels and 96-probe head (Hamilton): AZD8055,
top dose 3 x 10-5 M; BEZ235, 1 x 10-5 M; GDC0941, 3 x 10-5 M; MK2206, 3 x 10-5
M; PD0325901, 3 x 10-5 M; Lapatinib, 3 x 10-5 M; Foretinib, 3 x 10-5 M (all from Sell-
eckchem). Each condition, including an untreated negative control and a phenyl arsine
oxide (1 x 10-6 M) treated positive control, were set up in technical quadruplicate. Fol-
lowing a 72 h incubation, cells were stained with CTB (1:30 dilution) for 4 h and the
signal measured using an Envision spectrophotometer (Perkin Elmer). In the case of
the validation experiments with HCC1806 and HCC1937 cell lines expressing 4E-BP1 or
GFP constructs, cells were treated in a 9-point 1:3 dilution series of AZD8055, BEZ235 or
GDC0941 using a HP D300 Digital Dispenser (Hewlett-Packard), while all other experi-
mental conditions remained the same. Each assay was carried out in biological tripli-
cate. Each replicate of a dose response experiment was further analyzed by normaliza-
tion to the negative and positive control (the normalized data are provided in Supple-
mentary Table 6. For calculating the 50% inhibitory concentration (IC50, dose at which
viability is 50% compared to the untreated control), the normalized data was fitted by
a four-parameter sigmoid function. The IC50 estimates are provided in Supplementary
Table 7. For the model inference, the full dose response curve data were used.
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4.5.4. LONG-TERM DRUG RESPONSE ASSAYS

HCC1806 parental, GFP- and 4E-BP1-expressing cells were seeded at 600 cells/well, while
the HCC1937 panel was seeded at 1200 cells/well, in 96 well plates. Cells were treated,
24 h after seeding, with a 9-point 1:3 dilution series of AZD8055 (top dose 3.3 x 10-6 M)
or BEZ235 (1.1 x 10-6 M) using a HP D300 Digital Dispenser (Hewlett-Packard). Each
condition, including an untreated negative control and a phenyl arsine oxide (1 x 10-6
M) treated positive control, were set up in technical duplicate. Media and drugs were
changed every 3-4 days over a period of 10-11 days of treatment. Cells were then washed
with PBS, fixed with 3.7% formaldehyde/PBS and stained in 0.1% crystal violet solution.
Images of dried, stained cells were digitized on a Perfection V750 PRO scanner (Epson).

4.5.5. RNA EXPRESSION

Steady state RNA expression was determined from cells seeded in 60 mm dishes (densi-
ties in Supplementary Table 1) and grown for 48 h. To harvest, cells were washed once
with ice cold PBS, and lysed in 2 ml Trizol by scraping. Lysate was collected and vor-
texed to ensure complete solubilization. RNA was purified by a standard Trizol extrac-
tion protocol. RNA TrueSeq libraries, using Illumina indexing, were prepared by the NKI
Genomics Facility using standard protocols. The resulting count data were normalized
for sequencing depth and log-transformed. The RNA sequencing data is available at
ArrayExpress, reference E-MTAB-4801 and the normalized read counts are provided in
Supplementary Table 8.

4.5.6. RPPA MEASUREMENTS

Steady state protein expression samples were prepared in biological triplicate from cells
seeded in 60 mm dishes (densities in Supplementary Table 1) and grown for 48 h. Cells
were lysed in RIPA buffer (20 mM Tris-HCl, pH 8, 150 mM NaCl, 1% NP40, 0.5% sodium
deoxycholate, 0.1% SDS) supplemented with cOmplete protease and phosSTOP phos-
phatase inhibitor cocktails (Roche). Lysates were cleared by centrifugation at 4°C and
20,800 x g, and protein concentration determined using the Pierce BCA protein assay
(Thermo Fisher Scientific). The supernatant was normalized to 1 µg/µl with RIPA buffer
and supplemented with SDS sample buffer to a final concentration of 62.5 mM Tris-
HCl pH 6.8, 10% glycerol, 2% SDS, 2.5% (v/v) 2-mercaptoethanol. Samples were fur-
ther assayed at the MD Anderson Cancer Center RPPA Core Facility. Cell lysates were
five times 2-fold serially diluted in dilution buffer (lysis buffer containing 1% SDS). Seri-
ally diluted lysates were arrayed on nitrocellulose-coated slides (Grace Biolab) in an 11 x
11 format by Aushon 2470 Arrayer (Aushon BioSystems) alongside positive and negative
controls composed of mixed cell lysates or dilution buffer, respectively. Each slide was
probed with a primary antibody, followed by a biotin-conjugated secondary antibody.
The signal obtained was amplified using a catalyzed signal amplification system (Dako)
and visualized by DAB colorimetric reaction. Slides were scanned to 16-bit tiff images
on a flatbed scanner. Spots were identified and analyzed by ArrayPro. Each dilution
curve was fitted with a logistic model (“Supercurve Fitting” developed by the Depart-
ment of Bioinformatics and Computational Biology at the MD Anderson Cancer Center;
http://bioinformatics.mdanderson.org/OOMPA), which fits a single curve using all the
samples of a dilution series on a slide with the signal intensity as the response variable
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and the dilution steps as an independent variable. The fitted curve is plotted with the
signal intensities - both observed and fitted - on the y-axis for diagnostic purposes. The
protein concentrations of each set of slides are then normalized by median polish, which
is corrected across samples by the linear expression values using the median expression
levels of all antibody experiments to calculate a loading correction factor for each sam-
ple. The normalized RPPA expression values are provided in Supplementary Table 9.

4.5.7. DNA CAPTURE, MUTATION SEQUENCING, COPY NUMBER ANALYSIS

Genomic DNA samples were obtained for each cell line of the panel from pellets of
0.5 x 106 cells, extracted using a DNeasy Blood and Tissue kit (Qiagen) by standard
methods. DNA TruSeq libraries, using Illumina indexing, were prepared by the NKI
Genomics Facility using standard protocols. Capture enrichment was performed using
the human kinome DNA capture baits (Agilent Technologies). Five to six libraries were
pooled for each capture reaction at 150 ng of each library. Custom blockers were added
to prevent hybridization to adapter sequences - B1: 5’AGATCGGAAGAGCACACGTCT-
GAACTCCAGTCACNNNNNNATCTCGTATGCCGTCTTCTGCTTG/3’ddC; B2: 5’CAAGCA-
GAAGACGGCATACGAGATNNNNNNGTGACTGGAGTTCAGACGTGTGCTCTTCCGATCT/3’ddC.
Captured libraries were sequenced on an Illumina HiSeq2000 platform with a paired end
51 base protocol. Samples were aligned against the human genome (build GRCh37.55)
using BWA (version 0.5.10). Potential PCR duplicates were filtered using Picard MarkDu-
plicates (http://broadinstitute.github.io/picard). GATK (version 2.3-23) was used for lo-
cal realignment in the capture target regions and for calling SNPs, and small indels were
called with Pindel (version 0.5.7). Mismatches to the reference occurring in 1 read only
were filtered out. Genome-wide copy number profiles were estimated from the off-target
DNA sequencing reads with CopywriteR, using 20 kb bin sizes. The DNA sequencing data
is available at the European Nucleotide Archive, reference PRJEB14120. The mutations
obtained from the mutation calling are provided in Supplementary Table 10, and the
copy number estimates are provided in Supplementary Table 11.

4.5.8. IMMUNOBLOTTING

Cells were treated as outlined in the figure legends and lysates prepared in RIPA buffer
as outlined for RPPA measurements. Equal amounts of protein were supplemented with
Novex® LDS Sample Buffer and Sample Reducing Agent, heated at 70°C for 10 min and
separated on 4-12% gradient gels (Thermo Fisher Scientific). Separated proteins were
transferred onto Immobilon-P PVDF membranes (Merck Millipore) using a Trans-Blot®
system (Bio-Rad). Blocking was performed in TBS supplemented with 0.1% Tween and
5% BSA (TBS-TB) for 1 h at room temperature, followed by overnight immunoblotting
at 4°C with the following primary antibodies: pAKT (S473) (Cell Signaling Technology
#9271); AKT (Cell Signaling Technology #9272); pS6 (S235/236) (Cell Signaling Technol-
ogy #2211); S6 (Cell Signaling Technology #2217); p4E-BP1 (S65) (Cell Signaling Tech-
nology #9451); 4E-BP1 (Cell Signaling Technology #9452); pERK1/2 (T202/Y204) (Cell
Signaling Technology #9101); ERK (Santa Cruz Biotechnology sc-93 and sc-154); HSP90
(Santa Cruz Biotechnology sc-7947); eIF4E (Santa Cruz Biotechnology sc-271480); eIF4G
(Cell Signaling Technology #2498); V5 epitope tag (Thermo Fisher Scientific R960-25).
Membranes were then washed with TBS supplemented with 0.1% Tween (TBS-T) and
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probed with secondary goat anti-mouse or anti-rabbit HRP-conjugated antibodies (Bio-
Rad) diluted in TBS-TB for 2 h at room temperature. Finally, membranes were washed
in TBS-T, an ECL reaction was carried out using the ClarityTM Western ECL Substrate
(Bio-Rad) and the signal detected using a ChemiDoc Touch instrument (Bio-Rad).

4.5.9. CAP-BINDING PULL DOWN ASSAYS
Cells were seeded in 100 mm dishes (BT549 and CAL-120 at 2.5 x 105; Hs 578T at 3 x
105; HCC1806 at 4 x 105; HCC1937 at 6.25 x 105) and cultured for 48 h, then treated with
AZD8055 (1.11 x 10-7 M), BEZ235 (3.7 x 10-8 M) or vehicle (DMSO) for a further 24 h.
Cells were washed once with ice-cold PBS and lysed in lysis buffer (25 mM Tris-HCl, pH
7.6, 1% Triton X-100, 1 mM DTT) supplemented with cOmplete protease and phosSTOP
phosphatase inhibitor cocktails (Roche). Lysates were cleared and assayed for protein
concentration, then total protein samples were prepared using 20 µg of protein lysate as
outlined above. Cap pull-down samples were prepared by combining 50 µg of total lysate
with 20 µl pre-washed m7GTP-agarose (Jena Bioscience), made up to a total volume of
500 µl with lysis buffer and tumbled at 4°C overnight. The following day, cap pull-downs
were washed 3 x in ice-cold lysis buffer, then heated at 70°C for 10 min in 20 µl 1x Novex®
LDS Sample Buffer and Sample Reducing Agent. The eluate from the cap pull-downs as
well as the total protein control samples were then immediately separated on Novex®
4-12% gradient gels and immunoblotted as outlined above using primary antibodies to
4E-BP1, eIF4G and HSP90 (for total lysates samples only), then reprobed to detect eIF4E
protein.

4.5.10. GENERATION OF 4E-BP1 OVEREXPRESSING CELL LINES
pLX304-4E-BP1 was obtained from the CCSB-Broad Lentiviral Expression Collection,
while the pLX304-GFP control construct was generated as outlined previously. To pro-
duce lentiviral particles, HEK293T cells were co-transfected with the pLX304-4E-BP1 or
-GFP bearing construct and a lentiviral packaging mix (pRSV-Rev, pMDLg/pRRE, pCMV-
VSV-G; Addgene) using Polyethylenimine (PEI, Linear MW 25,000; Polysciences Inc.).
Media was changed 24 h after transfection. After a further 24 h, viral supernatant was
collected and 0.45 µm-filtered. HCC1806 and HCC1937 cells were transduced in the
presence of hexadimethrine bromide (Sigma-Aldrich) and following 48 h selected using
blasticidin.

4.5.11. PROLIFERATION OF 4E-BP1 OVEREXPRESSING CELL LINES
HCC1806 parental, GFP- and 4E-BP1-expressing cells were seeded at 800 cells/well, while
the HCC1937 panel was seeded at 1000 cells/well, in 384 well plates with 4-6 replicates
per condition. Proliferation was monitored using the IncuCyte ZOOM instrument (Essen
Biosciences).

4.5.12. MODEL DESCRIPTION
The final model we obtained is depicted in Figure 2B. This depiction consists of nodes
and edges that connect the nodes. The nodes represent molecules (ligands, surface re-
ceptors, signaling molecules in the MAPK an PI3K pathways), mutations and copy num-
ber aberrations that have been shown to play a role in breast cancer, the six drugs we
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employed in our experiments and proliferation as final output. The edges represent the
effects the nodes have on each other. For example, the inhibitory effect of a drug on its
target is represented by an inhibitory edge. The purpose of the modelling process was
to integrate the different data types in such a way that the variability in the response of
the 30 cell lines to the seven drugs can be explained, and to provide estimates of the
latent variables, i.e. the signaling activities and the strengths of the edges. In the Model
Construction section we have already provided some detail regarding the Bayesian mod-
elling process. In this section we provide the exact mathematical equations that were
employed in the modelling. It is important to note that while this type of model can in
principle be viewed as a Bayesian network, the Bayesian statistics operate on the param-
eters and not on the edges between the nodes. The edges between the nodes, i.e. the
functions for calculating the value of the nodes from their parent nodes, are determinis-
tic. This approach is distinct from a different common use of Bayesian networks, where
the links between nodes in the network are probabilistic. We also do not estimate the
structure of the network, but rather estimate the parameters and the marginal likelihood
of a given network structure.

The full models with all equations are included in Supplementary Data 1 as model
description files which can be run directly in the BCM inference software (see Model
Inference section). Below follows a description of how these models are constructed.

The regulatory signaling in the cell lines is modelled with continuous variables Ai , j ,
which describe the steady state activity of the i th signaling molecule in the j th cell line.
These variables can assume values between 0 and 1, and are deterministic functions of
the upstream signals, as well as of the total measured expression level of the signaling
molecule. Specifically:

A∗
i , j = Ei , j (bi +

∑
k∈parentsA (i )

sk,i Ak, j +
∑

k∈parentsM (i )
smut,k,i Mk, j (4.5)

Ai , j = max(min(A∗
i , j ,1),0) (4.6)

The parameter bi represents the basal activity of the i th signaling molecule in the
absence of any upstream input, and can assume values between 0 and 1. The param-
eter sk,i represents the strength of the activation of signaling molecule i by signaling
molecule k and is defined in more detail below. Mk, j is a binary variable representing a
point mutation or copy number aberration, which is set to 1 if the mutation or copy num-
ber aberration is present and 0 otherwise. The parameter smut,k,i represents the strength
of the activation signal arising from such a mutation or copy number aberration in the
kth molecule affecting signaling molecule i . Finally, the variable Ei , j represents the ex-
pression level of the i th signaling molecule in the j th cell line and is also defined in more
detail below. In Figure 4.3, for the example of S6K, the variable Ai , j is represented by S6K
signal, sk,i is represented by mTORC1->S6K strength for the link between mTORC1 and
S6K and bi is represented by S6K base signal.

The parameters for these functions (bi , sk,i and smut ,k,i ) are shared between all cell
lines. Specifically, the parameters assume a single value which remains constant for all
cell lines. For example, each cell line can have a different level of MEK activity, perhaps
due to the presence or absence of a KRAS- or BRAF-mutation. As a result of the different
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levels of MEK activity in each cell line, the downstream signaling molecule ERK can as-
sume different activity levels in each cell line. However, a given level of MEK activity will
always result in the same input signal to ERK, in each cell line.

The strength parameter sk,i can assume values between 0 and 5 for activating signals.
As a result of Equation 4.5, a value between 0 and 1 leads to a diminished signal from the
upstream to the downstream signaling molecule. This allows a signaling molecule with
multiple inputs to receive contributions from each upstream molecule without result-
ing in an excessively large total input signal. A value between 1 and 5 results in an am-
plification of the signal, such that a small upstream signal leads to a large downstream
signal. In an analogous fashion, the sk,i parameter for inhibitory signals can assume val-
ues between -5 and 0, such that these signals lead to an inhibition of the target signaling
molecule. The strength parameter for mutations, smut,k,i , can assume values between 0
and 1. As described in Equation 4.5, the summed upstream signal together with the base
signal is multiplied by the expression level of the signaling molecule. The total signal is
then clamped between 0 and 1.

In the initial model, the expression of each signaling protein i in cell line j , Ei , j , was
based only on the binarized mRNA expression data. That is, Ei , j was set to 1 if the RNA
expression measurement for that gene was above a threshold, and 0 otherwise. After the
model iteration where protein expression was included (see the section “Searching for
additional explanatory factors of drug sensitivity reveals novel associations” in the main
text), the expression Ei , j is given by the equation:

Ei , j =


(pi Pi , j )+ (1−pi ) when RPPA data is available

0 when no RPPA data is available and Ri , j ≤ TRNAseq

1 when no RPPA data is available and Ri , j > TRNAseq

(4.7)

Here Pi , j is the normalized protein expression level of protein i in cell line j mea-
sured by RPPA, pi is the expression coefficient which is defined in more detail below,
Ri , j is the normalized, log transformed mRNA expression level of the gene coding for
protein i in cell line j measured by RNAseq and TRNAseq is a threshold for expressed
versus not-expressed genes selected based on Gamma mixture modeling (see Supple-
mentary Figure 10).

For proteins where we do not have protein expression data available, the mRNA level
is used as a proxy. The mRNA level is binarized and the expression variable set to 1 or 0
to signify whether the gene is expressed or not. For proteins where we do have protein
expression data available, the expression is modelled as a coefficient times the normal-
ized expression value. This expression coefficient, pi , assumes values between 0 and 1,
and it controls whether the amount of protein is a limiting factor for the signal trans-
duction. Specifically, a small expression coefficient indicates that even small amounts of
protein can fully transmit the signal, while a large coefficient indicates that having only
small amounts of protein strongly limits the signal that can be transmitted. In Figure
4.3, for the example of S6K, since RPPA data is available, the top condition in Equation
4.7 applies, and pi is represented by S6K expression coeff and Pi , j is represented by S6K
expression (RPPA).
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The effect of the drugs on the cells is modelled in two parts: an on-target effect and
an off-target effect. The on-target effect is a non-linear inhibition of the known target or
targets of the mth drug:

Ai , j ,inhibited = Ai , j (Kontarget,m + 1−Kontarget,m

10hontarget,m (c−cIC50,ontarget,m ) +1
), (4.8)

where Kontarget,m is the maximum inhibition, hontarget,m is the steepness, c the con-
centration of the drug in log10 scale and cIC50,ontarget,m the half-maximal inhibition con-
centration also in log10 scale, all for the mth drug. When the drug is administered, and
the i th signaling molecule is a target of the drug, then Equation 4.8 is applied, otherwise
Ai , j remains unaltered. In some cases, a drug has multiple targets; for example lapa-
tinib targets both EGFR and ERBB2. In this case, each target has separate parameters,
since the drug may have different affinities and effects for each target. Note that the
cIC50,ontarget,m used here is distinct from the IC50 values estimated for data exploration
purposes earlier, and is estimated along with all other parameters during the model in-
ference. The off-target effect follows later.

Proliferation is modeled as exponential growth, where the growth rate is a linear
combination of the signaling molecules that signal directly to proliferation:

r j = rb +
∑

k∈parents(proliferation)
kk Ak, j , (4.9)

where r j is the exponential growth rate of cell line j , rb is the base growth rate in the
absence of any signal, and kk is a parameter describing how strongly signaling molecule
Ak, j gives rise to a proliferation signal. The parents of the proliferation node are those
signaling molecules which affect proliferation or survival directly, using a mechanism
not otherwise covered by the model. For example, considering Figure 4.2, both AKT and
4E-BP1 are proliferation effector molecules. AKT affects proliferation, for example by af-
fecting cell survival through the modulation of apoptosis (among other effects). Those
mechanisms are not covered in more detail in the model, and therefore AKT is a parent
of the proliferation node directly, to encompass these mechanisms. 4E-BP1 affects pro-
tein translation which is required for cell growth and proliferation, and is therefore also
a parent of the proliferation node. AKT also signals to 4E-BP1 through mTOR, but since
this is covered by the signaling network, the indirect effect that AKT has on prolifera-
tion through mTOR-4E-BP1 is not covered by the direct signal from AKT to proliferation.
In this way, the separate signal from AKT to proliferation allows a quantification of the
mTOR-independent proliferation effects of AKT.

Under treatment with the mth drug, the proliferation rate r will be affected by the
drug’s effect on the signaling molecules. In addition to these on-target effects, the off-
target effects of the drug are modelled by directly inhibiting the proliferation as well,
giving the following equation for the drug-treated proliferation rate:

r j ,inhibited = (rb+
∑

k∈parents(proliferation)
kk Ak, j ,inhibited)(Kofftarget,m+ 1−Kofftarget,m

10hofftarget,m (c−cIC50,offtarget,m ) +1
).

(4.10)
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Finally, the drug response is obtained by normalizing the proliferation under drug
treatment at a particular concentration to the proliferation in the untreated conditions:

Dm = x0, j er j ,inhibitedttreatment

x0, j er j ttreatment
, (4.11)

where Dm is the response to the mth drug, x0, j is the starting number of cells (i.e. the
seeding density, which is the same for treated and untreated conditions) for cell line j
and ttreatment is the treatment duration (72 hours).

4.5.13. LIKELIHOOD
All the data points used in the inference are measurements of independent biological
replicates. Each biological replicate was a new experiment, with each experiment done
on a separate day with a new batch of cells. We can therefore treat all data points as
independent observations, and the full likelihood can be simplified to a multiplication of
the likelihood functions for each data point. This gives the following likelihood function,
for each data type:

P (y |θ) = ∏
i∈observed-variables

∏
j∈cell-lines

∏
k∈replicates

P (yi , j ,k |θ). (4.12)

Here θ is a vector containing all model parameters, thus including all variables de-
fined in Equations 4.5 to 4.11, as well as the measurement variances, σ, as defined below
in Equation 4.13, and y represents the measurement data. Note that for a particular
measurement value yi , j ,k , the likelihood function depends on a subset of these model
parameters, namely all parameters affecting the corresponding model variable and its
upstream signals. The observed variable set includes all observed variables used in the
likelihood, thus i here indexes all these variables.

The data is divided into two classes. The first class contains the variables observed
through DNA and RNA sequencing. For these variables, the corresponding model vari-
ables were set directly to the measured value and were therefore not included in the
likelihood function. The second class comprises variables observed through the drug
response assays, the proliferation measurements and RPPA (specifically the phospho-
rylation epitopes). For these variables we used a Student’s t-distribution as likelihood
function. This t-distribution was chosen as a means of robust inference, to accommo-
date outlying measurement values which cannot be adequately described by the model.
Since the t-distribution is used solely as a means of robust inference, the number of
degrees of freedom is fixed at three, rather than including this parameter as a latent vari-
able. This gives the following likelihood function for each data point:

P (yi , j ,k |θ) = t (yi , j ,k |µ= xi , j (θ),σ=σi ,ν= 3), (4.13)

where θ is again the vector containing all model parameters, yi , j ,k is the measurement
data for observed variable i , cell line j , and replicate k, xi , j is the modeled variable (de-
fined further below in Equation 4.14) and σi is the variance of observed variable yi . The
variance σi for variable yi is shared by all cell lines and biological replicates.
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The modelled variable xi,j depends on the data type:

xi , j (θ)


gi + (1− gi )Ai , j (θ) for RPPA data

r j (θ) for growth data

D j (θ) for drug response data,

(4.14)

where i again indexes over all observed variables, j indexes the cell lines and gi is the
background signal generated by aspecific binding of the antibody in the RPPA. In Figure
4.3, for the example of S6K phosphorylation, xi , j is represented by S6K phosphorylation
(T389, RPPA), gi is represented by S6K_T389 RPPA background, and σi is represented by
S6K_T389 RPPA variance.

4.5.14. PRIOR

As prior, most parameters were given a uniform distribution, with exception of the pro-
liferation signal rates (k) and measurement variances (σ) which were given exponential
distributions, and the drug affinities(cIC50) which were given semi-informative normal
distributions. The precise prior distributions that were used are given in Supplementary
Table 2. For the half-maximal inhibition concentrations of the drugs for their targets,
the prior was set to a normal distribution on log10-scale with unit standard deviation,
centered on the measurement of these parameters in biochemical assays found in the
literature (see Supplementary Table 3), offset by 1 to account for a probable lower con-
centration of the drugs in the intracellular environment compared to the homogeneous
in vitro environment.

4.5.15. POSTERIOR PREDICTIVE

The posterior predictive distribution is the probability distribution of a new set of data,
given the model and the observed data. This distribution was approximated from the
posterior Monte Carlo samples. The posterior predictive distribution includes two as-
pects of uncertainty. Firstly, the uncertainty in the model parameters, described by the
posterior gives rise to an uncertainty in the regulatory signals and in the drug response.
Secondly, there is an uncertainty in the data measurements themselves – and therefore
also in future predicted measurements – which is reflected by the t-distributions in the
likelihood. The posterior predictive distribution accounts for both sources of uncer-
tainty, the parametric uncertainty as well as the data uncertainty.

4.5.16. MODEL INFERENCE

The posterior probability distributions and marginal likelihoods were calculated by Monte
Carlo sampling using the BCM software package [19]. We used two variants of Monte
Carlo: the posterior for all models was sampled with parallel tempered Markov Chain
Monte Carlo (PT-MCMC) [54], and for each model iteration we also sampled the poste-
rior for at least one drug with sequential Monte Carlo (SMC) [55] to verify that a different
sampling algorithm gave similar results. Both sampling methods were run until appar-
ent convergence and this convergence was then verified by checking whether the two
methods gave the same result.
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PARALLEL-TEMPERED MARKOV CHAIN MONTE CARLO

We used the algorithm described in [54] with slight modification. We started the infer-
ence with a pilot run with the following configuration: 32 parallel chains, a subsampling
of 1 in 200, a burn-in period of 250 and a sampling period of 1,000. We updated the vari-
ances of the proposal distribution every 250 samples. One sample (before subsampling)
corresponds to updating all parameters once. After this initial sampling period, we op-
timized the temperature schedule twice, with each subsequent sampling period having
5 times as many samples as the previous period. This configuration was sufficient to get
at least 100 round trips from prior to posterior, for most drugs, and virtually no autocor-
relation after subsampling.

As proposal distribution, we used the strategy from [56], to block the correlated pa-
rameters together. We start with a scalar Gaussian proposal distribution for each pa-
rameter. Then at each proposal-update-step, we calculated the empirical correlation
between all parameters over the last period. We clustered this correlation matrix using
hierarchical clustering with complete linkage. We then cut the hierarchical tree at a cor-
relation of 0.5. In the next sampling period, the groups of parameters which are clustered
together were then sampled together using a full covariance Gaussian proposal distribu-
tion. Parameters which were not correlated with any of the other parameters continued
to use the scalar Gaussian proposal distribution.

The scale of the proposal distributions was continuously adapted to maintain a con-
stant acceptance rate of 23% for each parameter or block thereof. The current average
acceptance rate was calculated using an exponentially moving average with period equal
to 1/10th of the proposal update interval period.

The marginal likelihood was calculated using thermodynamic integration with a trape-
zoidal integration rule [57].

SEQUENTIAL MONTE CARLO

We used the algorithm described in [55], with the temperature schedule automation de-
scribed in [58]. Although the schedule automation of [58] is developed for Approximate
Bayesian Computation (ABC), we did not use the ABC-approximation; we continued to
use the full likelihood calculation.

We used the following configuration: a population size of 5120, an effective sample
size ratio between each iteration of 0.99 (this is parameter α in [58]), and resampling
when the effective sample size drops below half the population size. Resampling was
done using residual resampling, which gave a lower estimation variance than multino-
mial resampling.

As proposal distribution we used a Markov chain Monte Carlo kernel, taking as many
MCMC steps as necessary for the correlation with the previous temperature to be less
than 0.95, for each parameter. This typically started with only a few MCMC steps at initial
temperatures and increased to several hundred or thousand steps when the sampling
approaches the posterior. Having a correlation of at most 0.95 was sufficient to prevent
any correlation of the samples between resample steps.

As proposal of the MCMC chain we used a diagonal multivariate Gaussian distribu-
tion, with the diagonal variances based on the empirical variance of the samples of the
previous population. This kernel was then scaled to achieve an average acceptance rate
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of 23%. The backward kernels for calculating the weights were taken as described in
section 3.3.2.3 in [55].

The marginal likelihood was calculated using the sample weights at each resample
step, as described by equation 15 in [55].

4.5.17. CONVERGENCE MONITORING
Convergence was monitored in two ways: firstly by monitoring the convergence of the
individual sampling methods, and secondly by comparing the results of the two sam-
pling methods. The individual sampling methods were monitored as described below.

Convergence for PT-MCMC was monitored in three ways: by calculating the auto-
correlation for all parameters, by visually inspecting the traces of all variables and of the
posterior probability, and by monitoring the number of round trips from prior to poste-
rior.

The autocorrelation in each parameter was calculated for lag τ= 1 up to τ= N , and
the lag at which the autocorrelation dropped below 2/

p
N was required to be less than

5, where N is the sampling period of 1,000. Supplementary Figure 9 shows the traces for
the posterior probability and for the parameter with the strongest autocorrelation, for
the model in the context of lapatinib treatment. Both traces do not show any obvious
autocorrelation or other patterns. In a scatter plot for the two most-correlated parame-
ters (right panels of Supplementary Figure 9) no signs of inhomogeneously distributed
samples are visible.

To ensure that there was sufficient global exploration, we monitored the number of
round trips from prior to posterior. We required that there were at least 100 such round
trips. This round trip is defined as the chain swapping steps required for a particular
sample to be at the chain sampling from temperature=0, reach temperature=1, and dif-
fuse back to temperature=0, independently of how it is perturbed by the MCMC kernel.
We assume that when a sample is at the chain sampling from the prior, it will be imme-
diately uncorrelated, and thus represent a new global starting point.

Convergence for SMC was monitored in two ways: by calculating the correlation be-
tween samples at resampling steps, and by visual inspection of the variable traces. Due
to the residual resampling, samples which are duplicated during the resampling step are
located in succession. It can thus be easily spotted when these duplicated samples are
not sufficiently perturbed by the MCMC sampling kernel; no evidence of this is present
in the sample traces.

4.5.18. MODEL COMPARISONS
To compare different models, we calculated the marginal likelihood along with the pos-
terior probability distribution during the Monte Carlo sampling. For PT-MCMC, we
used thermodynamic integration across the parallel chains [57]. For SMC, we used the
weights at resampling steps as described in [55]. In both cases, sufficient samples were
generated, and for PT-MCMC sufficient parallel chains were used, such that the esti-
mated approximation error of the marginal likelihood was at most 1 on natural log scale.
When comparing two models, a marginal likelihood of at least 3 points higher on natural
log scale was taken as sufficient evidence for one model over the other [27]. Note that the
marginal likelihood inherently penalizes models with too many parameters. Neverthe-
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less, when marginal likelihoods of two models were comparable, we used the simpler of
the two to keep the computation time of subsequent models manageable.

4.5.19. WEBSITE VISUALIZATION

The accompanying website, http://ccb.nki.nl/software/BCCL_KI_response_model/, shows
the model estimates for each cell line, drug and drug concentrations. The strength for
each link, shown as the level of gray, is the posterior mean of the part of Equation 4.5
that corresponds to that link; that is, each element sk,i Ak, j . The transparency indicates
the uncertainty, quantified by the standard deviation of the posterior. The estimates are
from the last model iteration, including the model adaptations of foretinib-FGFR2 and
the protein expression levels.

4.5.20. DIFFERENTIAL EXPRESSION ANALYSIS

The cell lines were divided into sensitive and resistant cell lines using Gaussian mix-
ture modelling. A one-component model and a two-component model were fitted to
log-transformed IC50 values for each drug. If the Bayesian information criterion for the
two-component model was bigger than for the one-component model, the cells were
classified as resistant (highest component) and sensitive (lowest component); otherwise
no differential expression tests were performed. Differential expression was tested with
t-tests, and corrected for multiple testing using false-discovery rate correction. The cell
line classification and the subsequent differential expression results are provided in Sup-
plementary Table 14.

4.5.21. ADDITIONAL MODEL DETAILS

Most cell lines which have lost PTEN expression have a frameshift or nonsense mutation
in the gene. There are also cell lines with a missense mutation: CAMA1 has a D92H
mutations and MM453 has an E307K mutation. The D92H mutation has been shown to
abolish all PIP3 phosphatase activity [59], so we modelled this mutation simply as a loss
of the protein. The E307K mutation is a gain-of-function mutation leading to increased
membrane localization [60]; this mutation was therefore not modelled as a loss of the
protein but rather as a gain of function mutation.

The RPPA data includes a validated antibody for PDK1 phosphorylation at S241.
PDK1 phosphorylation at this epitope does not show any correlation with Akt phospho-
rylation at either T308 or S473 in our data. We assume that rather than the phosphoryla-
tion at S241, it is the co-localization of PDK1 and AKT which relays the signal from PIP3
through PDK1 to AKT. We therefore did not include PDK1 phosphorylation in the model
inference.

According to the MD Anderson RPPA core facility, the antibody for EGFR phosphory-
lation at Y1068 likely sees ERBB2 phosphorylation at Y1248 as well, and vice versa. We ac-
counted for this cross-reactivity by summing the two signals together before fitting them
to the RPPA data, with an additional parameter specifying the amount of cross-reactivity.
The various dimerization possibilities of the RTKs are not included in the model, as this
was not identifiable with the present data.
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4.5.22. SUPPLEMENTARY NOTE 1 – INFERRED SIGNALING ESTIMATES AGREE

WITH ON-TREATMENT PHOSPHORYLATION MEASUREMENTS
The signaling activity estimates upon inhibitor treatment are inferred from untreated
molecular data in combination with relative viability data after drug treatment. To fur-
ther test whether the inferred on-treatment signaling activities are accurate, we com-
pared them with measurements of phosphorylation levels of cell lines while under treat-
ment. For this, we used the data provided by Korkola et al [28]. They performed time
course RPPA measurements of 15 cell lines after treatment with lapatinib, the AKT in-
hibitor GSK690693, and a combination of the two. Of these 15 cell lines, 9 overlap with
our cell line panel. Since we modeled steady state levels rather than time courses, we
averaged the measured phosphorylation levels over the time points from 1 hour to 72
hours (the trajectories generally converge to a steady state; using individual time points
such as the first or last point gives similar results). We then compared these averaged
phosphorylation levels, for the lapatinib-treated condition, to the inferred signaling ac-
tivities, also in the lapatinib-treated condition. Three of the five overlapping epitopes
show a significant correlation, while the other two epitopes at least show the correct
trend as well (Supplementary Figure 18). The scale is not always correctly predicted, but
this is to be expected given that the model does not know the antibody binding affinity in
this external dataset. This comparison indicates that the model is capable of producing
reasonable estimates of on-treatment phosphorylation levels, based on pre-treatment
phosphorylation levels combined with relative viability after treatment.

4.5.23. SUPPLEMENTARY NOTE 2 – A SIMPLIFIED MODEL CAN DESCRIBE

THE RESPONSE TO SEVEN DRUGS SIMULTANEOUSLY
Having established a model that can explain the majority of the variability in response
for the drugs in isolation, we wished to obtain a model that can explain the drug response
of all drugs simultaneously. The signaling estimates of such a model would be a better
representation of the cell lines, as they take the response to all the drugs into account. A
joint model for all drugs also allows the exploration of drug combination effects in the
future.

Due to the large computational demands, it was not feasible to fit the large model
presented in the main text to seven drug response profiles simultaneously. To neverthe-
less obtain a joint model, we selected the signaling events and genetic aberrations that
were most important for explaining the drug response for each drug in isolation. For ex-
ample, for lapatinib the factors of ERBB2 amplification, PIK3CA and PIK3R1 mutations
were important, but EGF expression contributed only a small part, and the contribution
of HGF expression could not be identified. These latter two factors, EGF and HGF ex-
pression, were also not major factors for explaining response to the other drugs. For the
mTOR inhibitors, 4EBP1 protein expression was an important contributor. Thus, from
among these examples, we kept the factors of ERBB2 amplification, PIK3CA and PIK3R1
mutations and 4EBP1 expression in the joint model, but removed EGF and HGF expres-
sion. The resulting reduced model is shown in Supplementary Figure 13A. This model
was then fitted to the seven drugs simultaneously. To adequately represent the drug
response to the seven drugs simultaneously, it was necessary to add an additional non-
linearity to the model, specifically, the link from AKT to proliferation. This is due to the
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relatively low AKT phosphorylation levels in the ERBB2-amplified cell lines, while other
evidence suggests sensitivity to lapatinib is still determined through the AKT pathway. In
order to allow a reduction from low to very low AKT activation to still affect proliferation,
and thereby reconcile these two observations, a non-linear function was added specif-
ically to this link. Ideally all activation functions would be non-linear (with the ability
to reproduce linear functions with certain parameter values), but this would introduce
too many parameters, thus we only added a non-linear function where necessary. Addi-
tionally, since there are now seven drugs being fitted simultaneously, the amount of drug
response data (6,300 data points) heavily outweighs the phosphorylation data (90 data
points). To balance this, we increased the weight of the phosphorylation data by 10, thus
making sure the model does not ignore the phosphorylation data.

The resulting model fit is shown in Supplementary Figure 13B. The sensitivity to
mTOR-inhibitors can be described well by this model. For lapatinib and the PI3K in-
hibitor GDC-0941, two cell lines still stand out (MDA-MB-468 for lapatinib and HCC38
for GDC-0941). For the MEK-inhibitor PD0325901, the single most sensitive cell line
(MDA-MB-231) is described well, and for foretinib the sensitivity of MFM-223 is cor-
rectly recapitulated. The Akt inhibitor MM2206 shows the most discrepancies, with sev-
eral cell lines showing unexplained behavior. In this case differential expression analysis
did not give significant associations to provide additional clues for model extensions,
and further experiments would be necessary to investigate these discrepancies further.
Finally, apart from the drug response data, the phosphorylation data is also adequately
described by the joint model (Supplementary Data 1). We conclude that the procedure of
iteratively creating a literature-based model, followed by data-driven model expansion
and subsequent model reduction can be used to construct a model capable of describing
the majority of the variability in short-term drug response.

4.5.24. SUPPLEMENTARY NOTE 3 – INCLUSION OF FEEDBACK SIGNALING

FROM MTORC1 TO PI3K DOES NOT IMPROVE THE FIT FOR DRUG

RESPONSE TO AZD8055 AND LAPATINIB
We developed an extended version of the ISA modeling framework that is capable of in-
cluding feedback signaling events [29]. Calculating the signaling activities in a model
with feedback is computationally more expensive, which makes it impractical to infer
the signaling activities of the large model presented in this manuscript while also includ-
ing feedback events. To nevertheless explore the effect of feedback signaling on drug
response, we constructed a small model of AKT signaling which includes the main ex-
planatory factors for response to lapatinib and AZD8055 as identified in the large model
presented in this manuscript. The AKT pathway was chosen for this test, since the cell
lines show most variability to inhibitors in this pathway.

Supplementary Figure 17 shows the model that was used, and the goodness of fit for
the drug response of AZD8055 and lapatinib, with and without the well-known feedback
from MTORC1 to PI3K through IRS1 [61, 62]. It is clear that the goodness of fit is compa-
rable for both models. For lapatinib, the evidence in fact decreases when including the
feedback loop; any improvement in fit is very small, and it is outweighed by the addi-
tion of an extra free parameter. For AZD8055, the evidence increases with the addition
of the feedback loop, meaning that there is indeed support for inferring the activity of
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the feedback loop. Based on the evidence from the posterior distributions, the feedback
loop is likely to be active (Supplementary Figure 17 C and E); see also [29] for a further
exploration of the identifiability of feedback activities. However, despite the feedback
loop being active and an improvement in overall goodness of fit, the drug sensitivity of
the same number of cell lines is explained by both models. For AZD8055, both with and
without feedback loops there are seven cell lines with a sum of squared error > 0.1.

Given that the computational cost of large models with feedback loops is so large,
it is presently not feasible to test the effect of including feedback loops in large models,
such as those employed in this manuscript. We therefore cannot fully rule out that the
addition of feedback loops, in a large model, could be able to better explain the vari-
ability in drug response. Indeed feedback signaling is an important feature of cellular
regulatory networks, and likely to be important in many situations. However, it appears
that feedback is not necessary for explaining the majority of the variability in short-term
drug response, as demonstrated for the two kinase inhibitors we studied in this note.
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Cell line Short name Growth medium Source Catalogue #
DR
seeding

BT-20 BT20 MEM + 10% FBS + Penstrep ATCC HTB-19 1250
BT-474 BT474 DMEM/F12 + 10% FBS + Penstrep ATCC HTB-20 5000

BT-549 BT549
RPMI + 10% FBS
+ 1 ug/ml insulin + Penstrep

ATCC HTB-122 500

CAL-120 CAL120
DMEM + 10% FBS
+ Penstrep

DSMZ ACC 459 500

CAL-148 CAL148
DMEM + 20% FBS
+ 10 ng/ml EGF + Penstrep

DSMZ ACC 460 1500

CAL-51 CAL51 DMEM + 20% FBS + Penstrep DSMZ ACC 302 625
CAMA-1 CAMA1 MEM + 10% FBS + Penstrep ATCC HTB-21 5000
HCC1187 HCC1187 RPMI + 10% FBS + Penstrep ATCC CRL-2322 5000
HCC1395 HCC1395 RPMI + 10% FBS + Penstrep ATCC CRL-2324 1500
HCC1419 HCC1419 RPMI + 10% FBS + Penstrep ATCC CRL-2326 5000
HCC1500 HCC1500 RPMI + 10% FBS + Penstrep ATCC CRL-2329 10000
HCC1569 HCC1569 RPMI + 10% FBS + Penstrep ATCC CRL-2330 2000
HCC1806 HCC1806 RPMI + 10% FBS + Penstrep ATCC CRL-2335 800
HCC1937 HCC1937 RPMI + 10% FBS + Penstrep ATCC CRL-2336 2000
HCC1954 HCC1954 RPMI + 10% FBS + Penstrep ATCC CRL-2338 1250
HCC38 HCC38 RPMI + 10% FBS + Penstrep ATCC CRL-2314 800
HCC70 HCC70 RPMI + 10% FBS + Penstrep ATCC CRL-2315 5000

Hs 578T HS578T
RPMI + 10% FBS
+ 10 ug/ml insulin + Penstrep

ATCC HTB-126 800

MCF7 MCF7
RPMI + 10% FBS
+ 10 ug/ml insulin + Penstrep

ATCC HTB-22 2500

MDA-MB-157 MM157 RPMI + 10% FBS + Penstrep ATCC HTB-24 1250
MDA-MB-231 MM231 RPMI + 10% FBS + Penstrep ATCC HTB-26 2500
MDA-MB-361 MM361 RPMI + 20% FBS + Penstrep ATCC HTB-27 5000

MDA-MB-436 MM436
RPMI + 10% FBS
+ 10 ug/ml insulin + 16 ug/ml
glutathione + Penstrep

ATCC HTB-130 2000

MDA-MB-453 MM453 RPMI + 10% FBS + Penstrep ATCC HTB-131 2500
MDA-MB-468 MM469 RPMI + 10% FBS + Penstrep ATCC HTB-132 2500

MFM-223 MFM223
MEM + 15% FBS
+ 2 mM GlutaMax + 1xITS + Penstrep

DSMZ ACC 422 2000

SK-BR-3 SKBR3 RPMI + 10% FBS + Penstrep ATCC HTB-30 1000
SK-BR-7 SKBR7 DMEM/F12 + 10% FBS + Penstrep See ref 1250

T47D T47D
RPMI + 10% FBS
+ 10 ug/ml insulin + Penstrep

ATCC HTB-133 2500

ZR-75-30 ZR7530 RPMI + 10% FBS + Penstrep ATCC CRL-1504 5000

Table 4.1: Supplementary Table 1
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Parameter Description Prior
b Base signal Uniform(a=0,b=1)
s Signal strength Uniform(a=0,b=5)
smut Mutation -> signal Uniform(a=0,b=1)
p Protein expression coefficient Uniform(a=0,b=1)
k Signal -> proliferation Exponential(λ= 25)
cIC50,ontarget Drug affinity for target (x = in vitro IC50 + 1) Normal(µ= x,σ= 1) – log10 scale
cIC50,offtarget IC50 for off-target effects Uniform(a=-6,b=0) – log10 scale
h Steepness of dose-response effects Uniform(a=-1,b=1) – log10 scale
K Max inhibition by drugs Uniform(a=0,b=1)
σRPPA Variance for RPPA data Exponential(λ= 5)
σgrowthrate Variance for growth rate Exponential(λ= 100)
σdrugresponse Variance for drug response data Exponential(λ= 10)
g RPPA background signal Uniform(a=0,b=1)

Table 4.2: Supplementary Table 2 We used the following prior distributions. The drug affinities are assigned
semi-informative priors based on the biochemically measured affinities reported in the literature.

Drug Target Target inhibition IC50 Reference
AZD8055 mTORC1/2 0.8 nM [63]
BEZ235 mTORC1/2 20 nM [64]
BEZ235 PI3K 5 nM [64]
GDC0941 PI3K 3 nM [65]
Foretinib MET 0.4 nM [66]
Foretinib FGFR2 N/A, but likely <50 nM [25]
Lapatinib EGFR 10.8 nM [22]
Lapatinib ERBB2 9.2 nM [22]
MK2206 AKT1 8 nM [67]
MK2206 AKT2 12 nM [67]
MK2206 AKT3 65 nM [67]
PD0325901 MEK 0.33 nM (in colon cells) [68]

Table 4.3: Supplementary Table 3 The following table lists the drug targets that were included in the model,
along with the concentrations at which they inhibit their target’s activity by 50%, as measured by in vitro assays
using the target enzyme and a substrate. Some drugs may have other targets beyond the ones listed here; the
table lists the targets which are included as signaling molecules in the model.
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Figure 4.9: Supplementary Figure 1: Summary of the drug response data as IC50 estimates. Error bars indicate
SEM and a cross indicates that a 50% viability reduction was not achieved in the screened concentration range.
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Figure 4.11: Supplementary Figure 3: Summary of the copy number estimates obtained from the off-target
DNAseq reads using CopywriteR. Copy number estimates are log2 ratios of the region against the sample’s
average. Cell lines were clustered using correlation distance and Ward linkage.

CAMA1
BT474
MM361
HCC1500
MCF7
CAL148
MFM223
MM453
HCC1419
ZR7530
SKBR3
T47D
MM157
HCC1395
HS578T
BT549
MM436
CAL51
SKBR7
CAL120
MM231
HCC1937
BT20
MM468
HCC1954
HCC70
HCC1569
HCC1187
HCC1806
HCC38

0 5 10 15
Value

0
60

0

Color Key
and Histogram

C
ou

nt

Figure 4.12: Supplementary Figure 4: Summary of the RNAseq data. The mRNA expression levels are log-
transformed, normalized read counts. Genes were selected by taking the 300 most varying genes. Cell lines
and genes were clustered using correlation distance and Ward linkage.
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Figure 4.13: Supplementary Figure 5: Summary of the RPPA data. The protein expression levels are log-
transformed, normalized RPPA signals. Epitopes were selected by taking the epitopes with variance > 0.3.
Cell lines and epitopes were clustered using correlation distance and Ward linkage.
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Figure 4.14: Supplementary Figure 6: Summary of untreated, steady-state proliferation data.
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Figure 4.15: Supplementary Figure 7: Copy number estimates for the 8p11-12 locus for the five cell lines. Copy
number estimates are log2 ratios of the locus against the sample’s average. Each point represents a 20kb bin.
The red box indicates the EIF4EBP1 gene. Cal-120 has a clearly focal amplification at 8p11-12, and BT549 and
HS578T have a broader amplification.
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Figure 4.16: Supplementary Figure 8: Correlation of EIF4EBP1 copy number, mRNA expression level and pro-
tein expression level. Copy number estimates are log2 ratios of the region against the sample average. mRNA
expression levels are log-transformed, normalized read counts. Protein expression levels are log-transformed,
normalized RPPA signals. Error bars indicate SEM.
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Figure 4.17: Supplementary Figure 9: Sample traces for convergence monitoring. The top row are samples
obtained with PT-MCMC, the bottom row with SMC.
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Figure 4.18: Supplementary Figure 10: Gamma mixture modeling for the binarization of the RNAseq data.
RNA expression levels are log-transformed, normalized read counts.
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Figure 4.19: Supplementary Figure 11: Estimates of the activity of two signaling molecules, ERBB2 and PIP3,
in untreated and lapatinib-treated conditions (expansion of Fig 3B). A black circle around a point indicates sig-
nificant difference (posterior probability > 0.975 for the lapatinib-treated signal being less than the untreated
signal). Error bars indicate the 90% confidence interval.
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Figure 4.20: Supplementary Figure 12: Scatter plot of 4E-BP1 protein expression levels with sensitivity esti-
mates to the two mTOR-inhibitors. Error bars indicate standard SEM.
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inhibitor treatment. (A) Under conditions where nutrients and growth factors are not limiting, active mTOR
is able to phosphorylate and inactivate the 4E-BP1 protein. This allows the eIF4F translation initiation com-
plex, composed of several proteins including eIF4E, eIF4G and eIF4A, to bind mRNA and drive cap-dependent
translation, cell growth and proliferation. (B) Following treatment with mTOR inhibitors (or under conditions
of nutrient or growth factor starvation), 4E-BP1 is no longer phosphorylated by mTOR, and becomes activated.
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attenuating cap-dependent translation, cell growth and proliferation. Our results indicate that a minimum
threshold of 4E-BP1 expression is required in order to efficiently inhibit cap-dependent translation following
mTOR inhibitor treatment. (C) In a situation where 4E-BP1 protein levels are below this threshold, eIF4E is not
sufficiently sequestered away from the eIF4F complex, leading to ongoing cap-dependent translation and thus
reduced sensitivity to mTOR inhibitors.
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Figure 4.23: Supplementary Figure 15: Comparison of IC50 estimates with the Genomics of Drug Sensitivity
in Cancer screen. Grey dashed lines indicate the screening ranges used in this work (vertical) and by GDSC
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Figure 4.24: Supplementary Figure 16: Comparison of drug response data with the Genomics of Drug Sensi-
tivity in Cancer screen.
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Figure 4.25: Supplementary Figure 17: Signaling model with and without feedback for the response of lapa-
tinib and AZD8055. (A) Model structure in SBGN format, specified using feedback-ISA [29]. (B) Goodness of fit
for lapatinib response. (C) Estimate of the activity of the feedback loop from MTORC1 to PI3K. (D) Goodness
of fit for AZD8055 response. (E) As in C, now for AZD8055 response.
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Figure 4.26: Supplementary Figure 18: Comparison of signaling estimates with on-treatment phosphorylation
measurements by Korkola et al [28]. Each black dot indicates a cell line, showing the mean model prediction
plotted against the mean on-treatment measurement value. The on-treatment measurements were summa-
rized by taking the mean of the log-transformed measurement values over the time points from 1 hour to 72
hours (individual time points are shown in grey). For both the measured and inferred signals, the log ratio
between treated condition and the untreated (or DMSO control) condition is depicted.
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ABSTRACT

A N important aspect of cellular signaling networks is the existence of feedback mech-
anisms. However, due to the complexity of signaling networks, as well as the pres-

ence of multiple interrelated feedback events, it can be difficult to identify which signal-
ing routes are active in any particular context. We have previously shown that Inference
of Signaling Activity (ISA) can be a useful method to study steady-state oncogenic signal-
ing across different cell lines and inhibitor treatments. However, ISA did not explicitly
include feedback signaling events. Incorporating feedback will increase the complex-
ity and computational cost of the model, and more data is likely to be needed to infer
feedback activities. Here, we developed feedback-ISA (f-ISA), an extension of the ISA
modeling approach which incorporates feedback signaling events. It also includes in-
tegrated batch correction in order to fit the models to multiple, independent datasets
simultaneously. We find that the identifiability of feedback activities can be counter-
intuitive, which shows the importance of analyzing the full, joint uncertainty in model
parameters. By iteratively adapting the model and including multiple datasets, includ-
ing both steady state and intervention data, we constructed a model that can explain a
large part of the phosphorylation levels of several signaling molecules in the MAPK and
AKT pathways, across many breast cancer cell lines and across various conditions. The
resulting model delineates which routes in the signaling network are likely to be active
in each cell line and condition, given all of the data. Additionally, such models can indi-
cate whether datasets agree with each other, and identify which parts of the data cannot
be explained, thereby highlighting gaps in the current knowledge. We conclude that this
modeling approach can be useful to quantitatively understand how complex cellular sig-
naling networks behave across different cell lines and conditions.

5.1. INTRODUCTION

The mitogen-activated protein kinase (MAPK) and AKT signaling pathways are two cen-
tral regulatory mechanisms which are often deregulated in cancer cells. Many inhibitors
which block key kinases in these signaling pathways have been developed as potential
cancer therapies. These kinase inhibitors can be very potent anticancer drugs, but can-
cer cells are often intrinsically resistant or develop resistance over time [1]. As a result,
patients have a highly variable response to kinase inhibitors, and this variability is also
seen in cell lines [2–4]. To understand this variability in response, and develop effective
and selective (combination) therapies, a detailed quantitative understanding of cellular
regulatory networks would be highly useful.

Signaling networks are complex, with many interrelated signaling events. One of the
important features of cellular signaling networks is the existence of feedback mecha-
nisms. These feedback loops can, for example, provide robustness to a signaling network
or modulate the sensitivity to external inputs [5]. To date, many details of numerous sig-
naling networks have been discovered, including various feedback events. In the MAPK
pathway, an important feedback mechanism is the inactivation of RAF by ERK [6, 7]. In
the AKT pathway, two feedback mechanisms involve the down-regulation of the insulin
receptor substrate IRS1 [8], and the modulation of SIN1 activity [9, 10], a component
of the MTORC2 complex. Nevertheless, several aspects of these feedback loops remain
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unclear.

For instance, in the case of SIN1, there has been debate about the regulation and
function of its phosphorylation sites, in particular T86 and T398. Liu et al [9] have shown
that both S6K and AKT can phosphorylate SIN1, and that this phosphorylation sup-
presses MTORC2-mediated phosphorylation of AKT. Conversely, Humphrey et al [11]
have shown that AKT phosphorylates SIN1 and that this stimulates MTORC2 instead.
Yang et al [10] further investigated this in more cell lines and conditions, arguing that
AKT rather than S6K is the major SIN1 kinase and that the feedback is positive, in line
with Humphrey et al.

For IRS1, one aspect which is unclear is the phosphorylation of S312 (in human IRS1).
Note that this site corresponds to mouse S307, while the human S307 constitutes yet an-
other phosphorylation site on IRS1. Signaling by IRS1 is regulated by multiple phospho-
rylation events [12], where serine/threonine phosphorylation inhibits its activity while
tyrosine phosphorylation activates it. For S312, it is known that JNK (among other ki-
nases) phosphorylates this site [13], but it has also been shown that this phosphorylation
is MTORC1-dependent [14]. S6K phosphorylates IRS1 on several other sites, including
S307 [15] and S270 [16]. Given the MTORC1-dependence of IRS1 S312 phosphorylation,
it is sometimes assumed that S312 phosphorylation is also S6K-dependent. Indeed the
databases Uniprot [17] and PhosphoSitePlus [18] currently list S6K as kinase for IRS1
S312 phosphorylation (putatively in the case of PhosphoSitePlus), even though to the
best of our knowledge there is no direct evidence for this. Rather, it has been reported as
unlikely [15], and S312 is also not part of an S6K target motif. MTORC1 may also affect
S312 phosphorylation through an effect on protein phosphatase PP2A [19] or indirectly
through dependencies between phosphorylation sites. In addition to these details, it is
unclear in which contexts feedback through IRS1 — whether mediated by MTORC1, JNK,
S6K or yet other regulators — is important. For example, feedback to IRS1 is involved in
insulin resistance [8], and mediates re-activation of the AKT pathway after rapamycin
treatment [20], but seems not to be involved in re-activation of AKT after AKT-inhibitor
treatment [21, 22].

Computational models can be used to better understand these complex regulatory
networks. Different modeling frameworks have been used to quantitatively study onco-
genic cellular signaling pathways, including dynamic models [23, 24] and steady state
models [25–27]. Dynamic models can describe detailed kinetics of a system, but they are
costly to simulate, especially when the full parameter uncertainty is analyzed [28–30].
The computational cost is further exacerbated when multiple datasets are included, re-
sulting in many model conditions which have to be evaluated for each parameter value.
Logic models allow significantly larger models to be evaluated [31, 32], but it is more
difficult to model quantitative differences between cell lines and conditions in such a
framework.

We have previously developed Inference of Signaling Activity (ISA), a steady state
modeling approach to study signaling activities across cell lines along with different in-
hibitor treatments [27]. One major assumption in ISA is the absence of feedback signal-
ing, which allowed fast model evaluations and hence relatively large signaling models.
Models without feedback can give good fits to drug response cell viability data [27], ar-
guing that feedback events are not crucial to describe differences in the relative viability
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between cell lines after 72 hour drug treatment. However, it is clear that feedback signal-
ing events are a major component of cellular signaling, and are important to consider
in many situations. We therefore set out to expand ISA with feedback signaling events,
to explore whether the method could also be used to infer signaling activities in models
that include feedback events.

5.2. METHODS
Below, we outline the substantial changes we have made to ISA [27], resulting in feedback-
ISA (f-ISA), an approach capable of modelling feedback mechanisms in signaling path-
ways across different cell lines and conditions.

5.2.1. MODEL STRUCTURE
In ISA, the activities of signaling molecules are modeled by a continuous latent variable
xi that can take values between 0 and 1. This signaling activity is denoted by xi where
i indexes the signaling molecule. This activity is a function of the upstream signaling
nodes, as well as a basal activity, the expression of the signaling molecule itself and any
kinase inhibitors that may be present. In the original ISA, the activity was restricted be-
tween 0 and 1 using a clamping function. In order to accommodate feedback loops, we
now change the activation function to a logistic function. Specifically, we calculate the
signaling activity as

xi = ubei
1

1+exp(−k(bi + (
∑

j∈parentsx (i )
uaus a j ,i x j )+ (

∑
j∈parentsm (i )

a j ,i m j )− s)
= hi (x).

(5.1)
Here ua , ub and us are the kinase inhibitor effects (defined in more detail later), ei is
the expression of signaling molecule i , bi is the basal activity of the signaling molecule
i , a j ,i is the strength of signaling from molecule j to molecule i , m j is a binary variable
denoting whether mutation j is present, while k and s are the constant steepness and in-
flection point of the logistic function. The logistic function is more expensive to compute
than a clamping function, but in contrast to a clamping function, the logistic function is
smooth (i.e. continuously differentiable), which simplifies the process of solving the sys-
tems of equations with feedbacks. To keep the number of parameters manageable, we
fix both the steepness k and the inflection point s to a set value. The steepness is set to
9.19024 such that the activity is 0.01 and 0.99 when the total input is 0 and 1 respectively,
and the inflection point is set to 0.5. An example of an activity calculation is shown in
Figure 5.1.

Without feedback events, the signaling activities can be calculated from the upstream
molecules downwards. However, by including feedback events, the equations for the sig-
naling activities become coupled, and as a result the activities have to be calculated by
solving a system of nonlinear equations. We use the Newton-Raphson method for this;
that is, we solve the equation

x = h(x) (5.2)

by iterating through
xn+1 = xn − J−1(xn)f(xn) (5.3)
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Figure 5.1: Activation function used to calculate the activity of a signaling molecule from its input. The red
lines indicate the constraints which were taken to determine the fixed steepness and inflection point of the
logistic function. The blue lines give an example; in this case the signaling molecule has two upstream inputs
(x1 and x2), which are multiplied by the respective signal strengths (s1 and s2) and summed together with a
basal activity (b) to give a final signaling activity of approximately 0.7.

where xn represents the solution at the n-th iteration, and

f(x) = h(x)−x. (5.4)

The Jacobian matrix J is given by

Ji , j = ∂ fi

∂x j
=


−1 if i = j

0 if j ∉ parents(i )

ubuaus ei a j ,i
kpi

(pi +1)2 if j ∈ parents(i ),

(5.5)

with
pi = exp(k(bi + (

∑
j∈parentsx (i )

uaus a j ,i x j )+ (
∑

j∈parentsm (i )
a j ,i m j )− s)). (5.6)

If the system of equations contains four or fewer signaling molecules, Equation 5.3
is most efficiently calculated by taking the inverse of the Jacobian directly. If the system
contains more than four signaling molecules, it is more efficient to use LU-decomposition
to solve Equation 5.3 instead. We stop the Newton-Raphson iteration when the last
change in x is less than 10−5 in each direction.

Although it is possible to calculate the entire model with Equations 5.2 and 5.3, the
LU-decomposition scales cubically in the number of signaling molecules. It would there-
fore be beneficial to decrease the system size as much as possible. The system of equa-
tions is not fully coupled however. Some signaling molecules are not involved in any
feedback loop, but are only upstream or downstream of other molecules. The activities
of these molecules can be calculated directly, without having to solve a system of equa-
tions. Additionally, some signaling molecules which are affected by a feedback loop,
may not be affected by another loop. We can therefore decrease the size of the systems
to be solved by decomposing the model into smaller systems composed of signaling
molecules which are coupled by a feedback signaling loop. To identify which parts need
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Figure 5.2: Decomposition of the model into smaller modules. The model is decomposed into modules that
have to be solved as systems of equations (the red boxes; one system of 3 nodes and one system of 6 nodes).
A topological ordering is also generated (the red numbers) giving the order in which to calculate the isolated
nodes and systems.

to be solved as a system of equations, we use Tarjan’s strong connectivity algorithm [33]
as a preprocessing step. This algorithm identifies all the strongly connected components
of a directed graph, as well as providing a topological ordering of the graph. To calculate
the signaling activities, we then iterate over the topological ordering, and calculate the
activities either directly (for connected components of size 1, i.e. individual signaling
molecules that are not part of any feedback system) or by solving the corresponding
system of equations (for connected components with size larger than 1). Figure 5.2 il-
lustrates the decomposition of a model into individual molecules and systems.

Note that the signaling activity vector x is a function of the mutations, m, protein
expression, e, and the presence of any inhibitors, u, (all of which can change between
cell lines and conditions), as well as a number of parameters (which remain constant
between cell lines and conditions). As such, the model is constrained to explain all ob-
served signaling activities from the mutation and protein expression patterns. This is a
fundamentally different approach from estimating signal strengths separately for each
cell line and condition, as done for example by [24]. Rather than inferring cell-line spe-
cific signaling strengths, we attempt to infer signal strengths that can fit the data across
all cell lines and conditions.

Kinase inhibitors in the model can be of two types: they can either inhibit the activity
of their target, or they can inhibit the activation of the target. The type of the inhibitor
is derived from the literature. For example, the AKT inhibitor GSK690693 is an ATP-
competitive inhibitor which inhibits the activity of AKT, while the AKT inhibitor MK2206
is an allosteric inhibitor which inhibits the activation of AKT. For activity-inhibiting drugs
we set ua = u in Equation 5.1 (for the specific signaling link that is inhibited), and for
activation-inhibiting drugs we set ub = u (for the specific target that is inhibited). Note
that ua affects the activity of the children of the target, whereas ub affects the activity of
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the target itself. The type of the inhibitor is specified in the SBML annotation (described
later). Regardless of whether ua or ub is used, the inhibitory effect is calculated as

u =


q if a single concentration is used

q + 1−q

10ku (c−cIC 50)+1
if more than one concentration is used

1 if the inhibitor is not present,

(5.7)

where q is the maximal inhibitory effect (or the inhibitory effect at the particular con-
centration used if there is only one concentration), ku is the steepness of the inhibitory
curve, c is the concentration and cIC 50 is the 50% inhibitory concentration. In contrast
to the activation function in Equation 5.1, the steepness and inflection point of the ki-
nase inhibition curves (i.e., ku and cIC 50) are included as free parameters to be inferred.
Finally an inhibitor may increase the susceptibility of its target to incoming signals, a
process which has been named “inhibitor hijacking” [21]. The variable us is included in
Equation 5.1 to reflect this effect. This parameter is only used if the drug is specified to
alter the susceptibility of its target, and we use it specifically to allow ATP-competitive
AKT inhibitors to alter the susceptibility of AKT phosphorylation by MTORC2.

5.2.2. LIKELIHOOD FUNCTION
Jastrzebski et al [27] used protein phosphorylation data as well as untreated prolifer-
ation rates and relative viability upon kinase inhibitor treatment to infer the signaling
activities. However, since f-ISA is computationally more expensive than the original ISA
framework, we only use protein phosphorylation data for the inference here. Including
cell viability data, in particular dose response curves, would result in too many model
conditions as well as additional parameters to be estimated. Mutation data, copy num-
ber data and total protein expression data are still used as before [27], by directly setting
the corresponding variable (mi or ei ) to the observed value. The structure of a small part
of a model is shown in template notation in Figure 5.3.

The likelihood of an observed protein phosphorylation measurement is defined as

P (yi , j ,k,l |θ) = t (yi , j ,k,l |µ= zi , j ,k (θ),σ=σi ,k ,ν= 3), (5.8)

where θ is the vector containing all model parameters, yi , j ,k,l is the measurement data
for observed variable i , cell line j , dataset k and replicate l , zi , j ,k is the modeled vari-
able (defined further below in Equation 5.9) andσi ,k is the variance of observed variable
yi in dataset k. The variance σi ,k for observed variable i is shared by all cell lines and
biological replicates, but is specific for each dataset k.

The modeled variable z is defined as

zi , j ,k (θ) = gi ,k +di ,k xi , j (θ) (5.9)

where gi ,k is the background signal generated by aspecific binding of the antibody and
di ,k is a scaling factor to account for differences between datasets (recall that k indexes
the dataset). If a particular phosphorylation is only measured by one dataset, then di ,k

is set to 1, and if the phosphorylation is measured by more than one dataset, then di ,k
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Figure 5.3: Part of a signaling model shown in template notation. This graph illustrates the latent variable
structure and the integrated batch correction. The text names indicate the names in the code while the symbols
in brackets correspond to the equations in the Methods section. Each dataset (indexed by k) has multiple cell
lines or conditions (indexed by j ). The signaling activities are unique for each condition. The likelihood of the
data depends on two batch correction variables (base and scale) as well as the variance; these variables are
specific for each dataset. The signaling strengths and base activities are global parameters, which are shared
by all datasets and all conditions.

is included as a free parameter to be inferred, for every dataset. gi ,k is always included
as free parameter to be inferred for every epitope and dataset, regardless of whether the
epitope is uniquely measured by only one dataset. Finally, we assume independence
between the epitopes, datasets, cell lines and replicates, and the total likelihood is cal-
culated as a product of the likelihoods of the individual data points.

Although the likelihood function includes a scaling variable to perform batch cor-
rection, it is useful to have the measurements on approximately the same scale between
datasets before running the inference. Therefore, as a preprocessing step, the measured
phosphorylation levels are reduced to [0,1] by dividing the measurements of each epi-
tope by the maximum value observed for that epitope in any cell line or condition in
that dataset, if that value is larger than 1. With the RPPA quantification procedure that
was used (SuperCurve [34]), maximum observed values below 1 indicate that for that
epitope, all conditions in that dataset have low phosphorylation levels, relative to the set
of standard lysates. We therefore do not increase the signal to 1, to prevent amplifying
experimental noise. With all measurement values in the range [0,1], the prior for the
scaling parameters di ,k can then be set to a small uniform distribution, between 0 and 2,
which reduces the parameter space that has to be searched.

5.2.3. PARAMETER PRIORS

The model contains several different types of parameters that are inferred from the data.
Table 1 lists these parameters, along with the prior distribution that is used for each of
them.

The strength parameter for reactions with a known influence sign is inferred on a
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logarithmic scale. This is done to give equal prior weight to weak interactions (strength
0.01-0.1), interactions with intermediate strength (0.1-1) and strong amplifying interac-
tions (1-10). If this range from 0-10 was not log-transformed and a uniform distribution
would still be used, most of the prior weight would be on amplifying signals, and all sig-
naling activities would be heavily saturated a priori, especially in a signaling cascade.
When the sign of the influence is not known, that is, when the signal could be either
activating or inhibiting, then the prior is set on a regular scale from -2 to 2.

For drug inhibition, the drug can be specified to either use a single drug concentra-
tion, giving only a single parameter for the inhibition at that concentration, or to use
multiple drug concentrations, giving three parameters: the maximum inhibition, the
50% inhibitory concentration (IC50) and the steepness. The prior for the 50% inhibitory
concentration is centered on the concentration at which it inhibits its target for 50%, as
determined by in vitro inhibition experiments described in the literature.

5.2.4. MODEL STRUCTURE SPECIFICATION

The signaling graph of the model is constructed in CellDesigner [35], version 4.4. Using
this tool, the model is specified in Systems Biology Graphical Notation as an Activity
Flow diagram [36]. That is, rather than specifying precise molecule states and reactions,
only the abstract influences between signaling molecules are specified, which fits with
the modeling paradigm of ISA. The model is stored as an SBML file with CellDesigner
extension annotation. This extension annotation allows specification of the types of the
signaling molecules (i.e. whether a node is a signaling molecule, mutation or drug) as
well as specification of the signaling influences and the types of drug inhibition.

5.2.5. INFERENCE

To infer the posterior distribution of the parameters, we use the BCM software package
[37]. To incorporate f-ISA in BCM, we developed the tool sbmlpdinf, which can read the
activity flow diagram described in the SBML/CellDesigner file, as well as two XML files
specifying the likelihood and the prior. All data is stored in a single NetCDF4 file. The
likelihood file specifies which measurement in the data file corresponds to which node in
the model, as well as all the model conditions, such as the presence of a particular kinase
inhibitor. The model simulation code was written in C++ and made thread-safe for use
in the parallelized inference algorithms of BCM. The largest model presented here, with

Parameter Symbol Prior
base_[molecule] bi uniform(a=0, b=1)
strength_[molecule]_[molecule] s j ,i uniform(a=-2,b=1) — log10 scale
maxinhib_[drug]_[molecule] q uniform(a=0, b=1)
[drug]_[molecule]_susceptibility us uniform(a=-2,b=1) — log10 scale
ic50_[drug]_[molecule] cIC 50 normal(µ= x, σ=2) — log10 scale
logsteepness_[drug]_[molecule] ku uniform(a=-1,b=1) — log10 scale
base_measurement_[dataset]_[epitope] gi ,k uniform(a=0, b=1)
scale_measurement_[dataset]_[epitope] di ,k uniform(a=0, b=2)
variance_measurement_[dataset]_[epitope] σi ,k exponential(λ=5)

Table 5.1: Model parameters that are inferred from the data.
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18 signaling molecules and two feedback systems, could be evaluated at approximately
1.1 million model evaluations per second using 18 threads on an Intel Xeon E5-2697 v4
processor.

We sampled the posterior distribution using feedback-optimized, parallel tempered
MCMC [38] with automated parameter blocking [39]. The marginal likelihood was calcu-
lated using thermodynamic integration [40]. The temperature schedule was optimized
twice, which also served as burn-in period. After this optimization, 1,000 samples were
generated from the posterior (after subsampling), with the amount of subsampling cho-
sen such that the autocorrelation was negligible and at least 100 roundtrips from prior to
posterior were performed. Specifically, when one dataset is included in the inference we
use 24 parallel chains and run the inference with a subsampling of 1 in 2,000 and proba-
bility of choosing a temperature swap move of 0.9. Each MCMC move constitutes updat-
ing every parameter or parameter block once. When more than one dataset is included
we increased the number of chains to 36 and use a subsampling of 1 in 4,000. Sample
traces are provided in Supplementary File 1. Despite the high performance implementa-
tion, inference with a single dataset and a medium-sized model takes several hours, and
the largest inference presented here, which included 108 model conditions and 139 free
parameters, required approximately 48 hours to run with the aforementioned processor.

5.2.6. QUANTIFYING REDUCTION IN UNCERTAINTY
To quantify the reduction in uncertainty, we used the Occam factor introduced by MacKay
[41], which quantifies the change in volume of the parameter space that is accessible
from the posterior compared to the prior. In other words, it measures which fraction of
the prior parameter space is consistent with the data. MacKay used a Gaussian approxi-
mation to calculate the Occam factor; but since we evaluated the marginal likelihood as
part of the inference here, we can calculate the Occam factor directly by

logOccam factor = logP (y |M )− logP (y |M ,θMAP) (5.10)

where P (y |M ) is the marginal likelihood of the data given the model and P (y |M ,θMAP)
is the likelihood of the data at the maximum a posteriori value of the parameters.

5.2.7. CELL LINES
All cell lines used have been described, including their culture conditions, in Supple-
mentary Table 1 of Jastrzebski et al [27].

5.2.8. MEASUREMENT OF ON-TREATMENT PHOSPHORYLATION

Cell lines were seeded in 60 mm dishes (BT549 at 4x105 cells/dish; HCC1954 at 8x105

cells/dish; MCF7 at 4x105 cells/dish; MM231 at 8x105 cells/dish; MM453 at 1x106 cells/dish;
MM468 at 1x106 cells/dish; SKBR3 at 6x105 cells/dish; T47D at 8x105 cells/dish). Follow-
ing 24 h of incubation, all but the exponentially growing cells were serum starved in
unsupplemented base medium containing penicillin/streptomycin (Gibco) for a further
24 h. Cells were then treated with either DMSO vehicle control or one of the following
three inhibitors — PD0325901 at 50 nM, GDC0941 at 10 µM or AZD8055 at 1 µM — for
30 min, after which stimulation with 10 ng/ml EGF, where indicated, was carried out for
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a further 20 min. Cells were then placed on ice, washed with ice-cold PBS, and lysed in
150 µl/dish of RIPA buffer (20 mM Tris-HCl, pH 8, 150 mM NaCl, 1% NP40, 0.5% sodium
deoxycholate, 0.1% SDS) supplemented with cOmplete protease and phosSTOP phos-
phatase inhibitor cocktails (Roche). Lysates were cleared by centrifugation at 4°C and
20,800 x g, and protein concentration determined using the Pierce BCA protein assay
(Thermo Fisher Scientific). The supernatant was normalized to 1 µg/µl with RIPA buffer
and supplemented with SDS sample buffer to a final concentration of 62.5 mM Tris-HCl
pH 6.8, 10% glycerol, 2% SDS, 2.5% (v/v) 2-mercaptoethanol. Samples were further as-
sayed at the MD Anderson Cancer Center RPPA Core Facility, as outlined previously [27].

5.2.9. IRS1 DISRUPTION EXPERIMENT

Cell lines were seeded in 6-well plates (BT549 at 4x105 cells/well; HCC1954 at 2x105

cells/well), and following a 48 h incubation, treated with either DMSO vehicle control
or 5 µM NT157 for a further 24 h. They were then treated for a further 1 h with either
DMSO vehicle control, 1 µM GSK-690693 or 5 µM PF-4708671. Cells were then lysed and
protein concentration determined as outlined above. Twenty µg of protein were supple-
mented with Novex® LDS Sample Buffer and Sample Reducing Agent, heated at 70°C
for 10 min and separated on 4-12% gradient gels (Thermo Fisher Scientific). Separated
proteins were transferred onto Immobilon-P PVDF membranes (Merck Millipore) using
a Trans-Blot® system (Bio-Rad). Blocking was performed in TBS supplemented with
0.1% Tween and 3% BSA (TBS-TB) for 1 h at room temperature, followed by overnight
immunoblotting at 4°C with the following primary antibodies: IRS1 (MERCK/Millipore
06-248); pIRS1-S312 (Cell Signaling Technology 2381); AKT (Cell Signaling Technology
9272); pAKT-S473 (Cell Signaling Technology 4060); SIN1 (Cell Signaling Technology
12860); pSIN1-T86 (Cell Signaling Technology 14716); PRAS40 (Cell Signaling Technol-
ogy 2610); pPRAS40-T246 (Cell Signaling Technology 2997); S6 (Cell Signaling Technol-
ogy 2217); pS6 (S235/236) (Cell Signaling Technology 2211); Vinculin (Sigma V9131).
Membranes were then washed with TBS supplemented with 0.1% Tween (TBS-T) and
probed with secondary goat anti-mouse or anti-rabbit HRP-conjugated antibodies (Bio-
Rad) diluted in TBS-TB for 2 h at room temperature. Finally, membranes were washed in
TBS-T, an ECL reaction was carried out using the ClarityTM Western ECL Substrate (Bio-
Rad) and the signal detected using a ChemiDoc Touch instrument (Bio-Rad). Quantifi-
cation of the exposures was performed using ImageQuant software (Bio-Rad).

5.2.10. EXTERNAL DATA

In addition to the data we generated here, we included a part of the dataset provided
by Korkola et al [42] in the inference. They performed RPPA measurements of 15 breast
cancer cell lines, treated with either lapatinib (250 nM), GSK690693 (250 nM), a com-
bination of the two, or a DMSO control, at 8 time points from 30 minutes to 72 hours.
Since we focus here on fast-acting post-translational feedback here, we selected the 1-
hour time point from their data, which most closely matched the 50-minute treatment of
our on-treatment phosphorylation measurements. We used only the 9 cell lines which
overlap with our cell line panel, since we have mutation and copy number data avail-
able for these cell lines. To have the measurements on the same scale, we reverse-log-
transformed the data and divided by the maximum value for each epitope as described
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Figure 5.4: Initial signaling model. The graph shows the starting signaling model of MAPK and AKT signaling
in breast cancer, based on the reduced, joint-drug model of Jastrzebski et al [27]. The model is depicted in
Activity Flow format of the Systems Biology Graphical Notation. Yellow boxes indicate genetic events including
mutations and copy number aberrations, green nodes are the signaling molecules, and purple nodes are the
kinase inhibitors.

above.

5.3. RESULTS

5.3.1. CONSTRUCTING A MODEL OF STEADY STATE SIGNALING WITH FEED-
BACK LOOPS

To better understand the signaling activities in the MAPK and AKT regulatory networks,
we followed the ISA modeling approach [27] to construct a simplified model of these
pathways. We based our starting model (see Figure 5.4) on the simplified, joint drug-
model of [27]. The starting model includes three receptor tyrosine kinases (RTKs), a sim-
plified representation of the MAPK and AKT pathways, and 10 important oncogenic mu-
tations which are observed in breast cancer cells. In addition, we now added four known
feedback signaling events.

Briefly, in ISA, the steady state activity of a signaling molecule is modeled as a latent
variable with a continuous value between 0 and 1. The signaling activity is a function of
a basal activity, the expression of the signaling molecule itself, the activities of upstream
signaling molecules, the effect of mutations, and any kinase inhibitors that are present.
Importantly, the parameters of the model are shared across all cell lines and conditions.
That is, the parameter values are the same for all cell lines in all conditions. For example,
while each cell line can have a different amount of AKT activity in a particular condition,
a given amount of AKT signal always gives rise to the same amount of input signal to
MTORC1.

To be able to include feedback events in ISA, we make two main changes to the mod-
eling approach. First, to constrain the activity of the signaling molecules between 0 and
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1, we use a logistic function rather than a clamping function (see Figure 5.1). Although
this is computationally more expensive, it makes the activation function smooth, which
greatly simplifies solving the systems of equations when feedbacks are present. Sec-
ond, to calculate the activity of the molecules which are part of a feedback system, we
use Newton-Raphson root-finding rather than calculating the activities in one pass from
upstream to downstream, as was done before. Since the computation of one Newton-
Raphson step scales cubically with the number of signaling molecules, a significant
speed-up can be obtained if we restrict the root-finding to the part of the model that
contains feedback. We therefore first identify the strongly connected components in the
model, using Tarjan’s strong connectivity algorithm [33], illustrated in Figure 5.2. This
algorithm also provides a topological ordering, which is needed to calculate the signal-
ing activities in the decomposed equations in the correct order. The system of equations
corresponding to each strongly connected component is then solved separately, with
the benefit that these systems are typically much smaller than the complete model. All
equations and the methodology for solving them are described in detail in the Methods
section.

5.3.2. FEEDBACK ACTIVITY FROM ERK TO RAF IS PARTIALLY IDENTIFIABLE

FROM PRE-TREATMENT, NON-INTERVENTION DATA

Having a methodology to infer steady state signaling activities in models with feed-
back, we first wondered whether feedback loops are already identifiable using non-
intervention data. To test this, we fitted the starting model (Figure 5.4) to the phospho-
rylation data of thirty, untreated breast cancer cell lines, grown under normal culturing
conditions; i.e. the phosphorylation data of Jastrzebski et al [27]. We first included only
the phosphorylation data of the downstream signaling kinases (Figure 5.5A). To our sur-
prise, these non-intervention data already suggest that the feedback loop from ERK to
RAF is likely to be active (Figure 5.5B). A possible explanation for the identifiability of
feedback from non-intervention data may be that there are many inputs into the MAPK
pathway; in the model we included three different RTKs, as well as mutations in KRAS or
BRAF. These five inputs together could lead to over-activation of the MAPK pathway, so
to prevent this, the inputs need to be restrained in some way. It is easier to accomplish
this by a negative feedback loop, since this requires only one parameter to be given a
high value, rather than by each input to the MAPK pathway being weak, which requires
five parameters to have a low value. In such situations, the Bayesian inference follows
the principle of Occam’s razor by preferring a simple explanation over a more complex
one.

To test whether it is indeed the inputs to the MAPK pathway that determine the high
values for ERK-to-RAF feedback activity, we artificially forced the inputs to be weak by
restricting the prior for the strength parameters of these inputs (Figure 5.5C). In this case,
we indeed see that the feedback becomes weaker as well, indicating that the negative
feedback is used to balance the inputs.

Nevertheless, the posterior probability distribution for the strength of the ERK-to-
RAF feedback loop has non-zero probability for low values as well. This means that a
weak or very weak feedback loop is also consistent with the data. A model entirely ex-
cluding this negative feedback loop is less likely to represent the data, but the difference
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Figure 5.5: Identification of feedback activity from ERK to RAF from pre-treatment, intracellular phospho-
rylation measurements. (A) Data and posterior predictive for three of the six epitopes. Black dots indicate the
measurement data and the shaded blue area is the 90% confidence interval of the posterior predictive distribu-
tion. (B) Posterior probability density for the strength of ERK->RAF feedback signal inferred from the data. (C)
Restricting the prior for the inputs to the MAPK pathway to low values results in a weaker RAF->ERK feedback.
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Figure 5.6: Addition of RTK phosphorylation data increases the uncertainty in ERK to RAF signaling. (A)
Data and posterior predictive of the two epitopes that were added. Note that there is cross-reactivity between
the antibodies against EGFR p-Y1068 and ERBB2 p-Y1248, hence both measurements are a linear combination
of the EGFR and ERBB2 signaling estimates. (B) Posterior probability densities of the ERK->RAF feedback loop,
and the signaling estimates of EGFR and ERBB2, with and without the RTK data. For the signaling estimates,
the shaded gray areas indicate the 90% confidence interval.

is small (the log Bayes factor is 1.0 in favor of the model including the feedback loop).
In summary, given the pre-treatment, non-intervention data of the intracellular kinases,
this feedback loop is likely to be active, but based on the single dataset used so far we
cannot rule out that it the feedback from ERK to RAF is inactive.

5.3.3. ADDING DATA CAN INCREASE THE UNCERTAINTY IN INDIVIDUAL PA-
RAMETERS

We next tested whether the addition of more data helps in identifying the feedback loop.
We first added data for the surface receptor tyrosine kinases, which provide information
on the inputs to the pathways (Figure 5.6A). Interestingly, if we include phosphorylation
and protein expression data of EGFR and ERBB2, the feedback activity from ERK to RAF
in fact becomes less identifiable (Figure 5.6B). With these data, the model can infer that
the activities of EGFR and ERBB2 are low in the majority of cell lines, and this constrains
at least some inputs to the MAPK pathway to low strengths. Given this, a strong feedback
is no longer required to balance the activation of the MAPK pathway. Since the feedback
is not required, but still feasible, the activity of the feedback has become less certain.
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To see whether the RTK data does provide some information overall, we tested whether
the joint uncertainty in all parameters does decrease. This can be quantified using Oc-
cam’s factors [41], which measure the reduction in the parameter space that is accessible
from the posterior compared to the prior. The model with RTK data has a log Occam fac-
tor of -127.6, compared to -97.4 without the RTK data. The posterior space collapses
more when the RTK data is included than when it is excluded, meaning that the uncer-
tainty in all parameters together is reduced by the inclusion of the RTK data. Together,
this shows that, while the total uncertainty is reduced by adding data, the uncertainty of
individual parameters can increase.

5.3.4. INCORPORATING ON-TREATMENT MEASUREMENTS CONFIRMS ERK
TO RAF FEEDBACK ACTIVITY

Intervention data should be more informative for identifying feedback loops. We there-
fore performed on-treatment measurements, using the MEK-inhibitor PD0325901, the
PI3K inhibitor GDC0941 and the dual MTORC1/2 inhibitor AZD8055, in a smaller panel
of cell lines (Figure 5.7A). Cells were either allowed to grow exponentially for 48 hours, or
were starved for 24 hours, followed by 30 minute pre-treatment with inhibitors, before
stimulation with EGF to increase signaling activity. The EGF stimulation is included in
the model by setting EGF activity to 1 for the EGF-stimulated conditions and to 0 other-
wise.

This on-treatment dataset was generated separately, at a different time, from the 30-
cell line pre-treatment dataset. Although the RPPA measurements include a set of stan-
dard control lysates, the spot intensities are quantified separately and there are likely to
be differences between the two data batches. Furthermore, we cannot always rely on
a sufficient number of overlapping measurement conditions to align multiple datasets.
We therefore incorporated batch correction directly into the inference, such that the dif-
ferences between batches are automatically accounted for, and balanced against the
most likely signaling strengths. This is accomplished by adding an offset and a scale
parameter for each epitope in each dataset (see Figure 5.3 and the Methods section for
details).

Focusing on the MEK inhibitor, we see that using the on-treatment data, feedback
activity from ERK to RAF is clearly identifiable (Figure 5.7B, first column). This shows
that on-treatment data is indeed more informative for inferring feedback activity, as ex-
pected. The result of the feedback is also clearly visible in the data (Figure 5.7A) given
that MEK phosphorylation greatly increases after treatment with a MEK inhibitor. Al-
though the increase in MEK phosphorylation upon MEK inhibitor treatment could also
be a direct effect of the inhibitor rather than a feedback event (discussed in more detail
for ATP-competitive AKT inhibitors later), PD0325901 is an allosteric inhibitor [43, 44],
and the increased phosphorylation of MEK is rather more likely to be through ERK to
RAF feedback signaling [45].

When considering several other parameters, we see that both the pre-treatment and
on-treatment measurement provide useful information (Figure 5.7B). The pre-treatment
measurements were collected for a single condition for more cell lines, while the on-
treatment measurements included more conditions for fewer cell lines. Combining the
two datasets provides a broad coverage over cell lines as well as intervention measure-
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ments in a smaller panel to help identify signal strengths. The on-treatment data not
only helps to identify feedback activity from ERK to RAF, but also, for example, the strength
of AKT to MTORC1 signaling. Conversely, the broader pre-treatment data helps identify,
for example, the effect of PIK3R1 mutations and FGFR2 amplifications, neither of which
were found in the smaller cell line panel used for generating the on-treatment data.

5.3.5. NEGATIVE FEEDBACK IS LIKELY TO BE ACTIVE IN THE AKT PATHWAY

One of the main advantages of f-ISA lies in identifying which signaling activities and
strengths are most strongly supported by the data. This advantage becomes most ap-
parent when there are multiple interrelated feedback events, combined with informa-
tion from multiple datasets. In this case it is impossible to manually keep track of all the
constraints, and computational modeling is necessary to obtain a quantitative under-
standing of the regulatory network. To illustrate this, we next focus on the AKT pathway,
where several different feedback events exist, further complicated by conflicting reports
in the literature. As a first approximation, and as can be seen in Figure 5.4, we incorpo-
rated the two hypotheses regarding feedback through SIN1, described in the introduc-
tion, through a negative link between MTORC1 and MTORC2 (representing inhibitory
phosphorylation of SIN1 by S6K), and a positive link between AKT and MTORC2 (rep-
resenting stimulating phosphorylation of SIN1 by AKT). The feedback through IRS1 is
included as a negative link between MTORC1 and PI3K.

Using the two datasets described so far (see Figure 5.7A and 5.8A), the model identi-
fies that there is likely to be a negative feedback in the AKT pathway (Figure 5B). The pos-
itive feedback through SIN1 is identified to be weak (Figure 5.8B, top-left panel), while
the negative feedback through SIN1 is likely to be active (Figure 5.8B, top-right panel).
This is partially driven by the same effect as in the MAPK pathway, that is, there are again
many inputs into the AKT pathway, which are most easily balanced by a negative feed-
back loop. This effect can also be seen by a very strong correlation between the strength
of signaling from PI3K to MTORC2 and the negative feedback from MTORC1 to MTORC2
(Figure 5.8B, bottom-right panel). However, apart from this effect, the model also infers
that the negative feedback from MTORC1 to MTORC2 is used to reduce AKT-pathway
activity in cell lines with high MAPK pathway activity, including MDA-MB-231 and ZR-
75-30.

The negative feedback in the AKT pathway could be achieved in several different
ways, either through IRS1 or through SIN1. To further resolve which of these proteins
mediates the feedback, we extended the model to explicitly include IRS1 as signaling
molecule (Figure 5.8C), and we incorporated information from the dataset of Korkola et
al [42], who performed time-course RPPA measurements with a different panel of cell
lines upon inhibitor treatment, including the AKT inhibitor GSK690693. We selected the
1 hour time point from their dataset as it is closest to the 50 minute inhibitor treatment
(30 minute inhibitor pre-treatment plus 20 minute subsequent EGF stimulation) in our
intervention dataset. To accommodate this dataset, we also added GSK690693 as in-
hibitor to the model.

A complication when using ATP-competitive AKT inhibitors like GSK690693 is that
these inhibitors can directly alter the susceptibility of AKT phosphorylation by PDK1 and
MTORC2, independently of AKT kinase activity [21]. This effect causes an increased AKT
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together.
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phosphorylation upon AKT inhibitor treatment, independent of any feedback events.
We incorporated this effect in the model by allowing a kinase inhibitor to alter the strength
of incoming signals to the targeted protein (see Methods section; note that this effect
cannot be seen in the SBGN schematics but is included in the SBML model annotation).

The model can fit several aspects of the Korkola data, including the expected re-
duction in S6 phosphorylation and increased AKT phosphorylation upon AKT inhibitor
treatment (Figure 5.8D), without compromising the fit of the other two datasets (Supple-
mentary File 1). Furthermore, we see that the increased AKT phosphorylation upon AKT
inhibitor treatment is indeed most likely explained by an increase in AKT phosphoryla-
tion susceptibility (Figure 5.8E, right-most panel). Despite this, a negative feedback in
the AKT pathway is still likely to be present (Figure 5.8E, left-most panel). This, however,
is unlikely to be through IRS1 S312 phosphorylation (Figure 5.8E, 4th and 5th panel).
Consistent with this, the measured IRS1 S312 phosphorylation levels are not consistently
changed upon AKT inhibitor treatment in this dataset (Figure 5.8D, bottom panel). Fi-
nally, the presence of a positive feedback in the AKT pathway, acting via SIN1, is still
deemed unlikely in this model with IRS1 included as signaling molecule (Figure 5.8E,
2nd panel).

5.3.6. TESTING THE STRENGTH OF NEGATIVE FEEDBACK THROUGH IRS1 BY

MODULATING ITS EXPRESSION

The above described inference indicated that while there is negative feedback in the AKT
pathway, the feedback through IRS1 S312 phosphorylation is likely to be weak. However,
there is uncertainty in the strength of IRS1 to PI3K signaling. To further resolve this, we
experimentally disrupted the IRS1 feedback mechanism by pre-treating cells with the
IGF1R inhibitor NT157, which has been shown to induce degradation of IRS1 [46, 47],
and measured how this affects phosphorylation upon AKT- or S6K inhibitor treatment
(Figure 5.9A). To accommodate this data more precisely, it is also useful to expand the
model by including S6K and SIN1 as separate nodes (the resulting model is shown Figure
5.9B). Since we now explicitly include SIN1, we model the unknown effect of SIN1 on
MTORC2 by allowing this signal to be either positive or negative.

With some exceptions, the model can describe the IRS1-disruption experiment very
well (Figure 5.9C), without compromising the fit to the other datasets (Supplementary
File 1). The data shows a clear increase in AKT phosphorylation after AKT-inhibitor
treatment, but not after S6K-inhibitor treatment. We also see that the increased AKT
phosphorylation is reduced by pre-treatment with NT157. This is consistent with the
report that AKT-inhibitor-induced AKT-phosphorylation is dependent on MTORC2 ac-
tivity [21], and MTORC2 being dependent on IRS1 signaling. The S6K inhibitor, although
it does reduce S6 S235/236 phosphorylation, does not change the phosphorylation levels
of AKT S473, SIN1 T86 or IRS1 S312, suggesting it is not critically involved in mediating
the feedback loop under these conditions.

We can then use the model to delineate all the feedback activities (Figure 5.9D). In
contrast to the inference based on the previous datasets, the model can now infer that
the signal from IRS1 to PI3K is strong, perhaps even a point of signal amplification in the
pathway, given that the inferred strength is larger than 1 (Figure 5.9D, panel 7). Hence
a relatively weak negative feedback to IRS1 can still affect the AKT pathway. Further-
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more, there appears to be a weak, though nonzero, feedback to IRS1 (Figure 5.9E). The
model cannot entirely resolve whether the feedback is mediated by MTORC1 only or also
through S6K (Figure 5.9E), due to the uncertainty in how strongly the S6K inhibitor is in-
hibiting its target (Figure 5.9D, panel 8) - the more likely it is that PF4708671 is inhibiting
S6K, the less likely S6K is to phosphorylate IRS1 on S312. Despite this uncertainty, an
S6K-independent signal to IRS1-pS312 is approximately three times more likely than an
S6K-dependent signal (Figure 5.9D and E).

The hyperphosphorylation of AKT upon GSK690693 treatment is still mainly explained
by the inhibitor-induced change in phosphorylation susceptibility (Figure 5.9D, panel
4). It is also clear that SIN1 T86 phosphorylation is dependent on AKT (panel 1), provid-
ing further information for the debate on the regulation of this site. Furthermore, SIN1
T86 phosphorylation is unlikely to be mediated by S6K (panel 2), although there is again
some amount of uncertainty caused by the poor and uncertain efficacy of the S6K in-
hibitor (panel 8). However, given the present data, feedback through SIN1 is predicted
to have only a minor negative effect on MTORC2 activity, if any (panel 3).

Taking into account 1254 data points spread across 108 different conditions, the most
likely feedback in the AKT pathway is a strong effect of AKT back to SIN1, which only
weakly inhibits MTORC2, combined with a weak signal from MTORC1 to IRS1 S312 (but
unlikely through S6K), which is however amplified by IRS1.

5.3.7. USING ISA TO TEST THE AGREEMENT BETWEEN DATASETS

Individual datasets are often insufficient to constrain most of the signaling strengths.
Figure 5.10A shows how much each parameter is constrained by each dataset, as well
as all datasets together. We can see that in many cases, a parameter is constrained by a
single dataset. In this way, each dataset provides complementary information, and thus
all datasets together are able to constrain most of the parameters to some extent.

Since datasets often provide different measurements, it is not clear how they can be
directly compared against each other. However, we can use f-ISA to test whether datasets
agree with each other given a model. To explore this, we calculated the disagreement in
each parameter between any pair of the four datasets. We calculate the disagreement by
taking one minus the overlap coefficient between the posterior 90% confidence intervals
(CI) of the parameter given each dataset, where the overlap coefficients is the size of the
intersection divided by minimum size of either CI. A disagreement of 1 means that the
posterior 90% CIs do not overlap, whereas a disagreement of 0 means that the CI of one
posterior is completely contained within the other, or are even exactly the same. Figure
5.10B shows this disagreement between datasets. Reassuringly, for most of the param-
eters the disagreement is small, indicating that in most cases the posterior distribution
is accurate between datasets (an example is shown in Figure 5.10C). Note that this also
includes many cases where one or both of the datasets simply do not constrain a param-
eter at all, hence the model may not be able to give a precise prediction for a parameter
based on a dataset, but the posterior is still accurate in that it quantifies the uncertainty
correctly.

There are, however, also some parameters for which the datasets disagree. Most dis-
agreement occurs between the pre-treatment and intervention datasets. For example,
the strength of signaling from MEK to ERK is estimated differently by the pre-treatment



5.3. RESULTS

5

131

A

C D

B

Si
ze

 o
f p

os
te

rio
r 9

0%
 C

I a
s 

fra
ct

io
n 

of
 p

rio
r

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Pre−treatment
(30 cell lines)

Intervention
(8 cell lines)

Korkola et al
(9 cell lines)

IRS1 reduction
experiment
(2 cell lines)

All data
combined

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Posterior predictive (median)

O
bs

er
ve

d

Pre−treatment
Intervention
Korkola et al
IRS1 reduction

Pre−treatment − Intervention

D
is

ag
re

em
en

t

0.0

0.2

0.4

0.6

0.8

1.0
Pre−treatment − Korkola et al

0.0

0.2

0.4

0.6

0.8

1.0

Pre−treatment − IRS1 reduction

0.0

0.2

0.4

0.6

0.8

1.0

Intervention − Korkola et al
D

is
ag

re
em

en
t

0.0

0.2

0.4

0.6

0.8

1.0
Intervention − IRS1 reduction

0.0

0.2

0.4

0.6

0.8

1.0

Korkola et al − IRS1 reduction

0.0

0.2

0.4

0.6

0.8

1.0

Prior
Pre−treatment posterior
Intervention posterior

disagreement=0.01 disagreement=1.0

−2.0 −1.0 0.0 1.0

0
1

2
3

4
5

strength_MTORC2_AKT

Pr
ob

ab
ilit

y 
de

ns
ity

−2.0 −1.0 0.0 1.0

0
1

2
3

4
5

strength_MEK_ERK

Pr
ob

ab
ilit

y 
de

ns
ity

D
is

ag
re

em
en

t

Figure 5.10: Comparison of the model fit and parameter estimates across datasets. (A) Reduction in uncer-
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and intervention datasets. Assuming that the measurements in both datasets can be
trusted, this would indicate that the model is overestimating its certainty. Nevertheless,
despite the disagreement in some parameters, the model can provide a good fit against
all data simultaneously (Figure 5.10D), and the resulting joint posterior is the most likely
compromise between the posteriors inferred by the datasets separately.

5.3.8. IDENTIFICATION OF UNEXPLAINED DATA POINTS

Such models can also be used to identify unexpected parts of the data. Although the
model can explain a large part of the data (Figure 5.10D), there are also data points
which cannot be recapitulated by the model. For example, in the intervention dataset,
EGF stimulation leads to a large increase in ERK phosphorylation in four of the eight
cell lines, which the model cannot reproduce (see Figure 5.7A). The cell line specificity
is partially explained by EGFR expression, but not completely, given that despite EGFR
expression is included as input the model cannot explain the variability observed. In
addition to the cell line specificity, there is only a very modest increase in MEK phospho-
rylation upon EGF stimulation, raising the question of how the signal from EGF to ERK is
transmitted. One explanation for a difference in the changes of MEK and ERK phospho-
rylation could be that MEK amplifies the signal. However, the activation function allows
for a signal amplification of up to 10-fold, and hence the constraints posed by all other
data do not seem to allow this explanation. An explanation rooted in signal amplification
also does not explain why this occurs only in some of the cell lines. Alternative explana-
tions might be that there are additional feedback mechanisms or feed-forward signaling
pathways which transmit the EGF signal downstream, that other phosphorylation sites
are involved, or that the discrepancy is a result of the specific timing of starvation, inhi-
bition and stimulation.

Another interesting part of the data that cannot be explained by the model, is the in-
creased S6 phosphorylation in HCC1954 upon NT-157 pretreatment (Figure 5.9C). It has
been shown that NT-157 treatment can induce MAPK pathway activation by inducing
IGF1R-SHC complex formation [46], and the increased MAPK signaling could lead to el-
evated S6 phosphorylation [48, 49]. These are links that could be included in the model,
although it would then still be unclear why the increased S6 phosphorylation is specific
for HCC1954 and does not occur in the BT474 cell line. Alternatively, other pathways
may be activated as a result of the disruption of IRS1 signaling, such as a stress response,
potentially leading to S6K activation. Indeed, following treatment with NT-157, we did
observe a reduction in cell viability of the HCC1954 cell line, while the BT474 cells ap-
peared unaffected by the treatment.

These two examples show that the computational model can highlight cases where
our knowledge, as summarized in the model, is incomplete and unable to fully describe
the data. To resolve these discrepancies, additional rounds of model extension, com-
bined with further experimental measurements to constrain the parameters, can be per-
formed. Alternatively, the identified discrepancies can help define precise questions for
follow-up functional genetic screening.
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5.4. DISCUSSION
As our knowledge of biological signaling networks grows, it is increasingly difficult to
fully understand the behavior of these networks. Computational modeling then provides
a means to quantify the interactions as well as the contributions of different signaling
molecules and genetic aberrations. We can also use these models to test whether our
knowledge is sufficient to explain the data. As our models of biological signaling get
more complex, we will also increasingly need to integrate multiple datasets to be able to
identify the key parameters.

In this work, we used four datasets to constrain the parameters in a signaling model.
Each of the data sets provided complementary information, and the largest number of
the parameters could only be constrained with all four datasets employed simultane-
ously. We also described several non-intuitive behaviors of the identifiability of param-
eters. We found that feedback loops can sometimes be partially identified from non-
intervention data, including the negative feedback from ERK to RAF, as well as a feed-
back from MTORC2 to MTORC1 used to reduce AKT signaling activity in cell lines with
high MAPK pathway activity. Additionally, for the feedback from ERK to RAF, we found
that adding more data to the inference can lead to an increased uncertainty in individ-
ual parameters. This is not caused by inconsistency of the data but by shifts in which
signaling activities are more likely to explain all data simultaneously. We find that the
aggregate uncertainty in all parameters does decrease when more data is employed in
the inference.

Various other modeling approaches have previously been used to understand these
signaling pathways. Thobe et al used logical modeling of MTORC2 signaling, including
hypotheses of the regulation through SIN1 [50]. However, they were not able to resolve
a preference between models, and given such a non-quantitative approach all models
were found to be in agreement with the data. We find that using a quantitative approach
as presented here, it is possible to deduce a preference for one feedback loop over an-
other. Dalle Pezze et al constructed ODE models of mTOR signaling [51], although they
did not include the SIN1 feedbacks (these had not been reported yet). In their ODE
model, they used fixed parameter values, although they did perform a sensitivity analysis
around the optimum. Given that in our study there are 108 model simulations required
to evaluate the model with respect to the four datasets, and the many parameter val-
ues that need to be considered to characterize the multidimensional parameter space,
it is presently not feasible to use such detailed ODE models in combination with a full
uncertainty analysis. Nevertheless, with a quasi-steady state approach we were able to
quantify the uncertainty in the feedback mechanisms.

Alongside the abovementioned advantages, the f-ISA modeling framework posseses
several disadvantages as well. First, the model is restricted to known mechanisms. It is
possible that other links provide an equally good fit. For example, there could be other
negative feedbacks ending in or upstream of MEK and AKT, or the involvement of other
phosphorylation sites on IRS1. Our approach does not search for additional links that
may fit the data better. Rather, the goal is to test whether a particular model can de-
scribe the data well. Unfortunately, combining extensive parameter uncertainty analy-
sis with a search for network topology is computationally intractable at present. Second,
the calculation of signaling with feedback events as done here is significantly slower than
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the original ISA modeling approach without feedback. It is therefore still impractical to
infer signaling activities for large models with feedback while also including full dose
response curves, especially with multiple drugs. For the dose response data presented
in Jastrzebski et al [27], this would add another 300 model conditions per drug, as well
as additional model parameters. It may be feasible to perform inference sequentially,
thereby reducing the number of model evaluations required [52]. Alternatively, evaluat-
ing the gradient of the likelihood and using sampling algorithms that can leverage this
gradient information may speed up the inference [53, 54].

A third limitation is that f-ISA is currently only able to handle feedback events which
occur on one timescale. We focused here on fast-acting post-translational feedback. This
approach could also be used to study transcriptional regulation; in this case total pro-
tein or mRNA levels could be used as inference data instead of phosphorylation data.
It is also possible to include both transcriptional and post-translational feedback in the
same model, but this would assume that the feedbacks occur on approximately the same
timescale, which is probably unreasonable. To disentangle feedback mechanisms acting
over different timeframes, it would be necessary to add further extensions that can cal-
culate steady states with feedback loops occurring on multiple timescales, or it may be
more beneficial to switch to dynamic models in this case.

Despite these limitations, we believe f-ISA is a useful approach to delineate context-
dependent activities in signaling networks with multiple feedback paths. By iteratively
incorporating additional detail in the signaling networks, and additional measurements
to constrain the parameters, it is possible to obtain an increasingly thorough, quantita-
tive understanding of a regulatory signaling network.
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ABSTRACT

A N important feature of Bayesian statistics is the possibility to do sequential infer-
ence: the posterior distribution obtained after seeing a first dataset can be used as

prior for a second inference. However, when Monte Carlo sampling methods are used
for the inference, we only have one set of samples from the posterior distribution, which
is typically insufficient for accurate sequential inference. In order to do sequential in-
ference in this case, it is necessary to estimate a functional description of the poste-
rior probability distribution from the Monte Carlo samples. Here, we explore whether
it is feasible to perform sequential inference based on Monte Carlo samples, in a multi-
variate context. To approximate the posterior distribution, we can use either the appar-
ent density based on the sample positions (density estimation) or the relative posterior
probability of the samples (regression). Specifically, we evaluate the accuracy of kernel
density estimation, Gaussian mixtures, vine copulas and Gaussian process regression;
and we test whether they can be used for sequential Bayesian inference. Additionally,
both the density estimation and the regression methods can be used to obtain a post-
hoc estimate of the marginal likelihood. In low dimensionality, Gaussian processes are
most accurate, whereas in higher dimensionality Gaussian mixtures or vine copulas per-
form better. We show that sequential inference can be computationally more efficient
than joint inference, and we also illustrate the limits of this approach with a failure case.
Since the performance is likely to be case-specific, we provide an R package mvdens that
provides a unified interface for the probability distribution approximation methods.

6.1. INTRODUCTION
In Bayesian statistics, variables are given a probability distribution that specifies our
knowledge about the variables. This distribution can then be updated based on avail-
able data using Bayes’ theorem. An important advantage of this approach is that infer-
ence can be done sequentially. That is, when we have obtained a posterior distribution
after seeing a first dataset, we can use this posterior as prior for inference with a next
dataset.

For complex models, Bayesian inference is often achieved with Monte Carlo sam-
pling. This allows us to obtain samples from posterior distributions which would oth-
erwise be intractable. However, when we want to use Monte Carlo sampling results for
sequential inference, we only have the set of samples to use as prior. In principle we can
use the samples directly for sequential inference, through importance reweighting, but
the sequential posterior will then only be evaluated at those sample points and this will
typically not be accurate. If we instead have a functional representation of the first pos-
terior, we could use this functional representation as prior for the second Monte Carlo
inference. To do sequential inference it is therefore necessary to estimate a functional
representation of the posterior from the samples.

There are various methods which can estimate a functional approximation for the
posterior distribution from samples. Broadly, this can be done in two ways. We can treat
the posterior distribution estimation as a general density estimation task, where we es-
timate the density only from the location of the samples. Several popular density esti-
mation methods include kernel density estimation (KDE), Gaussian mixtures (GM) and
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copulas or vine copulas (VC). An alternative option is to treat the posterior distribution
approximation as a regression problem, since alongside the sample positions, we usually
also have the relative posterior probability at the sample locations. This has the advan-
tage of using additional information regarding the posterior distribution, but presents its
own challenges as well. In particular, the regression function must integrate to one over
the prior domain for it to be a proper density function. It can be challenging to meet this
constraint while fitting a function through many sample points. One regression method
that has sufficient flexibility for this is Gaussian process (GP) regression.

In this manuscript, we will explore the use of density function approximations to
enable sequential inference with Monte Carlo sampling. We will consider each of the
aforementioned methods (KDE, GM and VC density estimation, and GP regression). We
first test their performance in approximating a known density, then test their accuracy
in approximating a posterior distribution, and subsequently test their performance in
sequential inference. The posterior distribution approximations can also be used to ob-
tain an estimate of the marginal likelihood. Finally, we test whether sequential inference
of two datasets is computationally faster than inference with the two datasets jointly.

Posterior distribution approximations are also used in several other areas of Bayesian
computation. First, in Monte Carlo sampling itself, a proposal distribution is used, and
sampling is most efficient when the proposal distribution closely resembles the true tar-
get probability density. There have been many efforts in creating efficient proposal dis-
tributions, including using some of the density approximation methods that we consider
here, for example with vine copulas [1] and Gaussian processes [2]. Second, posterior
distribution approximations have been used in schemes for parallelizing MCMC infer-
ence [3]. In this case the inference is split into parts, and the resulting subposteriors
are combined using a posterior distribution approximation to recover the full posterior.
Third, in the area of Bayesian filtering [4], a posterior distribution is updated when new
data arrives over time, which also relies on posterior distribution approximations. In the
present study, we explicitly test the accuracy in approximating posterior distributions,
and, apart from the use of such approximations in sequential inference, the results pre-
sented here may be relevant for these other areas as well.

6.2. METHODS
To use the posterior obtained from Monte Carlo sampling in sequential inference, we
need to approximate the distribution

P (x|y) = P (y |x)P (x)

P (y)
≈ P̂ (x),

where x is the D-dimensional variable of interest and y represents the inference data.
In the notation of the approximation P̂ (x) we have dropped the conditioning on y for
brevity.

The approximation P̂ (x) needs to be constructed from samples xi that have been
drawn from the posterior P (x|y). The approximations can be achieved using density
estimation or through regression, see Figure 6.1. In all subsequent equations, N is the
number of Monte Carlo samples and xi is the D-dimensional value of the i th sample.
While i indexes the samples, j indexes the dimensions, so note that x j (non-bold, and
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Figure 6.1: Reconstructing a probability density function by density estimation or regression. Density es-
timation uses the sample location, while regression uses both the sample location and the unnormalized,
relative probability to reconstruct a normalized probability density function. The example function is a t-
distribution with ν=4 centered at 7.5.

indexed by j ) refers to the j th element of the D-dimensional value of x. For the regres-
sion methods, we assume that the relative, unnormalized probability is available, and it
is represented by pi for sample i , (that is, pi = P (y |xi )P (xi )).

6.2.1. DENSITY ESTIMATION
The density estimation methods use the sample positions, xi , to reconstruct an approx-
imation to the probability density function. Below we briefly introduce three density es-
timation methods: kernel density estimation, Gaussian mixtures and vine copulas, with
several variations; see Figure 6.2 for a bivariate illustration.

KERNEL DENSITY ESTIMATE

The kernel density estimate approximation is given by

P̂K DE (x) = 1

N

N∑
i=1

K (x−xi),

where K (x− xi) is a kernel function. We take the kernel function to be a multivariate
normal distribution N (0,Σ). When D ≤ 4 we estimate a full covariance matrix using
multivariate plug-in bandwidth selection [5]. When D > 4 we estimate a diagonal co-
variance matrix with the diagonal entries estimated using univariate plug-in bandwidth
selection [6], scaled by a factor N−1/(D+4) based on the normal reference rule [7].

GAUSSIAN MIXTURE

The Gaussian mixture approximation is given by

P̂GM (x) =
G∑

g=1
cg N (x|µ=µg ,Σ=Σg )
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Figure 6.2: Density estimation methods applied to a bivariate example. At the top, we start with samples
obtained through Monte Carlo sampling from the posterior of two variables. The two variables are βkill and γ
from the (bounded) Lotka-Volterra example discussed later. On the left, a kernel density estimate or a Gaussian
mixture is fitted to the samples. In the middle, the variables are first transformed to an unbounded domain
(in this case through a scaled logit transform) before a KDE or GM is fitted. On the right, the variables are
transformed to have uniform marginal distributions between 0 and 1, using either a parametric mixture or
an empirical cumulative distribution with Pareto tails. Subsequently, a copula function is fitted to the trans-
formed variables. Finally, on the bottom row, new samples are drawn from each of the approximations. Where
necessary, the new samples are transformed with the inverse of the original transformation. In each case the
distribution of the new samples is similar to the original sample distribution, but slight differences between
the approximations can be observed as well.
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where cg , µg and Σg are the proportion, mean and covariance of the g th component, G
is the number of mixture components, and

∑
cg = 1. We use a full covariance matrix, and

the parameters c, µ and Σ are estimated using expectation-maximization. The number
of components is selected by minimizing the Bayesian information criterion (BIC).

TRUNCATED GAUSSIAN MIXTURE

When the prior probability distribution P (x) is bounded, we can use truncated Gaussians
with known bounds in the mixture:

P̂TGM (x) =
G∑

g=1
cg NT (x|µ=µg ,Σ=Σg , a = a,b = b),

where a and b are the known lower and upper bounds respectively. The parameters are
estimated using expectation-maximization and the number of components selected by
minimizing the BIC.

VINE COPULA

With copulas, the multivariate distribution is decomposed into marginal distributions
and a description of the dependency structure. The copula density approximation is
then given by

P̂cop (x) = c(F1(x1), ...,FD (xD ))
D∏

j=1
f j (x j ),

where c is a copula function, f j is the marginal probability density function for dimen-
sion j , and F j the corresponding marginal cumulative density function. Various differ-
ent families of copula function exist; using the R package VineCopula [8], we evaluate
various commonly used families and their rotations and select the optimal function by
minimizing the Akaike information criterion (AIC).

For D > 2; a multi-dimensional copula function could be used, but we instead model
the approximation using regular vine copulas [9], given by the equation

P̂vc (x) =
D−1∏
l=1

D−l∏
k=1

ck,(k+l )|(k+1),...,(k+l−1)

D∏
j=1

f j (x j ),

where the first two products are the pair-copulas and the third product contains the
marginal densities as before. The bivariate pair-copula functions are selected as before
by minimizing the AIC, and the vine structure is selected using a maximum spanning
tree with Kendall’s tau edge weights [10].

For the marginal distribution and density functions, common choices include em-
pirical distribution functions and parametric distributions. We will consider these two
options, as well as using Pareto tails and parametric mixtures, as described below.

Empirical distribution marginal An empirical marginal distribution function is given
by

F j (x j ) = 1

N

N∑
i=1

1xi , j ≤x j ,
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where 1xi , j ≤x j is the indicator function. A corresponding density function is constructed
using a 1-dimensional kernel density estimate

f j (x j ) = 1

N

N∑
i=1

N (xi , j ,σ j ),

where σ j is estimated using plug-in bandwidth selection.

For the quantile function (the inverse of the cumulative distribution function) we
use a linear interpolation of the empirical distribution function. When the prior has
bounded support, samples are mirrored across the boundary to improve the estimate
near the boundaries.

Pareto tails Since an empirical distribution can be inaccurate in the tails, we also con-
sider augmenting the empirical density with Pareto tails. The distribution is then split in
three parts, a body described by the empirical distribution function and kernel density
estimate as before, and two tails described by a generalized Pareto distribution (GPD).
An important choice is where to put the threshold beyond which data are used to fit the
tail distribution [11]. We use the simple rule of thumb of using 10% of the samples to es-
timate a tail [12]. Since we have a tail on each side, we use the middle 80% of the samples
for the body, and the upper and lower 10% of the samples to estimate the Pareto tail on
each side:

F j (x j ) =



q −qF j ,ξ j ,1 (
t j ,1 −x j

σ j ,1
) if x j ≤ t j ,1

(1−q)+qF j ,ξ j ,2 (
x j − t j ,2

σ j ,2
) if x j ≥ t j ,2

F j ,EC DF (x j ) otherwise,

where

Fξ(z) = 1− (1+ξ− z)−1/ξ

is the GPD function, q is the quantile used for the threshold (q = 0.1 for the 10% rule),
and t j ,1 and t j ,2 are the lower and upper qth quantile of x j respectively. F j ,EC DF (x j ) is
the empirical distribution function as before. To ensure continuity in the density func-
tion between the Pareto tail and the ECDF body, we set σ j = q/ f j ,K DE (t j ). The shape
parameter ξ j is estimated by maximum likelihood, separately for each tail. The density
function of the tails is given by the GPD density, scaled by q :

fξ(z) = q

σ j
(ξz +1)−(ξ+1)/ξ.

In the case of bounded support, we do not use a Pareto tail unless the empirical den-
sity at the boundary is less than a threshold ε (which we set to 1/N ). While a GPD can
handle a bounded support (by taking ξ< 0), we find this often leads to a poorer approxi-
mation than an empirical estimate with mirroring across the boundary.
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Parametric mixtures The marginal densities can also be approximated with mixtures
of parametric distributions. For unbounded variables we use a mixture of normals:

f j (x j ) =
G∑

g=1
cg N (x j |µ=µg ,σ2 =σ2

g ).

When there are known bounds, we use gamma distributions (when there is only a lower
or upper bound) or beta distributions (when there is both a lower and upper bound)
instead of normal distributions; these distributions are scaled, shifted and/or reflected
to match the bounds. The parameters are estimated using expectation-maximization,
and we select the number of components by minimizing the BIC.

6.2.2. REGRESSION
When the relative probability density at the sample positions is available, the density
function can be estimated by regression. Typically, only the relative, unnormalized prob-
ability density will be available. In these cases it will then be necessary to normalize the
regression function to ensure that it integrates to one over the prior domain.

When an estimate of the marginal likelihood P (y) is available in addition to the sam-
ples, then the probability values can be normalized before entering the regression. If
the approximation is accurate, this would ensures that the regression function is prop-
erly normalized as well, but we don’t further explore this option of normalization with a
known marginal likelihood here.

GAUSSIAN PROCESS

As regression method we employ Gaussian process regression, since it provides flexibil-
ity for approximating arbitrary density functions, and it handles multivariate regressors
naturally. In order to handle unnormalized input densities, we multiply the Gaussian
process predictive distribution with a scaling parameter. By calculating the integral of
the predictive distribution (see appendix A), we can constrain the distribution to inte-
grate to one by setting the scaling parameter to the reciprocal of the integral.

The behavior of Gaussian processes is characterized by their mean and covariance
functions. We set the mean function to be zero everywhere, as we expect the probability
to go to zero in regions where we do not have any samples. The predictive mean of the
Gaussian process function based on the input samples X is then given by:

P̂GP (x) = 1

Z
K (x, X )K (X , X )−1p,

where Z is the normalizing constant (see appendix A), K (X1, X2) is the matrix obtained
by applying the covariance function k(x1,x2) to all pairs of X1 and X2 (see e.g. [13] for
more details on Gaussian processes), and p is the vector of unnormalized posterior prob-
ability densities at the sample locations as defined earlier.

As covariance function we consider two commonly used kernels, the squared expo-
nential

kSE (x,x∗) = exp(
r 2

2l 2 )
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and the Matérn kernel with ν= 3/2

kM at32(x,x∗) = (1+
p

3r

l
)exp(− (

p
3r )

l
),

where r is the Euclidean norm |x−x∗| and l a length scale parameter. The parameter l is
optimized by minimizing the root mean square error of P̂GP (x) in 5-fold cross-validation.

A downside of using Gaussian processes for probability densities is that they do not
naturally allow for a constraint that the function is non-negative everywhere. As a result,
negative probability densities can occur. This could be circumvented by transforming
the densities (for example by log transform (as done in [14]) or logistic transform (as
done in [2])), but then the predictive function can no longer be normalized to integrate
to one in the untransformed space. We found that, in our test cases, constraining Z
to be positive during the optimization of l prevented large negative densities, and any
remaining negative densities were typically very small and were pragmatically set to zero.

6.2.3. IMPORTANCE REWEIGHTING
As reference for the approximation methods, instead of constructing an approximate
distribution function, we can also use the Monte Carlo samples from the initial infer-
ence directly and reweight them given the likelihood of the second dataset. That is, the
samples are given weights

wi = P (y2|xi )/
N∑

j=1
P (y2|x j ),

where y2 indicates the data in the second inference and xi are the sample positions from
the first inference as before. This can be viewed as importance sampling from the joint
posterior distribution with the posterior of the first dataset as proposal distribution, with
the fixed set of samples.

6.2.4. TRANSFORMATIONS FOR BOUNDED VARIABLES
Some of the approximation methods can explicitly handle a bounded support. In the
other cases, we can use rejection sampling to discard samples outside the prior support.
Alternatively, the variables can be transformed to an unbounded domain before apply-
ing the posterior approximation methods. We consider a log transform (when there is
only a lower or upper bound) or a logit transform (when there is both a lower and up-
per bound), and scale, shift or reflect the variables as necessary. The probability density
function is corrected for the transformation by multiplying with the derivative of the
transform.

6.2.5. MARGINAL LIKELIHOOD ESTIMATION
When the approximation of the posterior distribution function can be normalized such
that it integrates to one (as is the case for all methods used here), we can use the approx-
imation to obtain an estimate of the marginal likelihood. Since P̂ (x) ≈ P (x|y), and

P (x|y) = P (y |x)P (x)

P (y)
,
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we can use a linear regression of the approximation probability density against the un-
normalized posterior probability at each sample position and obtain an estimate P̂ (y)
of the marginal likelihood from the slope of the regression. Depending on the setting, it
may be beneficial to log transform the probabilities:

log P̂ (x) = log(P (y |x)P (x))− log P̂ (y)

and get an estimate of the log marginal likelihood from the intercept of the regression.

6.2.6. MONTE CARLO SAMPLING
As Monte Carlo sampling algorithms, we made use of three variants: parallel tempered
Markov chain Monte Carlo (PT-MCMC) [15] with automated parameter blocking [16],
sequential Monte Carlo (SMC) with MCMC proposal distributions [17], and nested sam-
pling [18]. Marginal likelihood estimates were obtained by thermodynamic integration
(when using PT-MCMC), by the resampling weights (when using SMC) and by sampling
the mass ratios (when using nested sampling). The sampling and marginal likelihood
estimation were done using the Bayesian inference software package BCM [19].

6.3. RESULTS

6.3.1. APPROXIMATING A KNOWN TARGET DENSITY
To test whether the density approximation methods can adequately describe a multi-
variate density function, we first attempted to reconstruct a known target distribution.
We take a mixture of two multivariate Gaussians,

P (x) = 2

3
N (µ1,Σ1)+ 1

3
N (µ2,Σ2),

with random covariance matrices and µ1 = µ2 = 0 for the first test case. Figure 6.3A
(left panel) shows 300 random samples drawn from this distribution for D = 2. We then
compared how well the approximation methods can reconstruct this density using an
increasing number of samples, and at increasing dimensionality (Figure 6.3A, right pan-
els).

In the lower dimensional setting, Gaussian processes give the best approximation.
Since the Gaussian processes can use the relative probability density at the sample posi-
tions, they have more information to create a good approximation, which allows a very
good reconstruction already with few samples. In the higher dimensional setting how-
ever, the Gaussian processes do not perform as well. This is likely due to having only a
single length scale parameter l (since we only consider isotropic covariance functions).
We find that fitting such a regression through high dimensional multivariate sample
points leads to an overdispersed distribution, which is limiting the performance.

At D=10, the Gaussian mixture approximation achieves higher accuracy than all other
approaches, including Gaussian process regression. Among the density estimation meth-
ods, it is to be expected that the Gaussian mixture approximation is most accurate, since
it has the same functional form as the target density.

To test the performance of the approximation methods in a multimodal setting, we
separated the two Gaussians in space by setting µ2 =µ1+10 in every dimension (see Fig-
ure 6.3B). All methods do at least slightly worse than in the unimodal case, as evidenced
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Figure 6.3: Comparison of the approximation methods for reconstructing a Gaussian mixture with increas-
ing dimensionality. The density approximation was trained on the indicated number of training samples size,
and the accuracy was evaluated by testing on 500 new samples regardless of training size. This procedure
was repeated 100 times and the lines indicate the median Spearman correlation and root mean square error
(RMSE) over these iterations.
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by the lower Spearman correlations (note that the RMSE cannot be directly compared
between the two cases because the mean density is different). In particular the vine
copulas do significantly worse. This is likely due to the fact that the available copula
functions are designed to describe the shape of a single mode, and are not necessarily
suited for describing multimodal distributions. The behavior of the Gaussian mixture
and Gaussian process approximations is similar to their behavior in the unimodal set-
ting.

We also observe jumps in the performance of the Gaussian mixture approximation
(e.g. between 100 and 200 samples for D=10). These jumps occur when the number of
samples is sufficiently large for the Gaussian mixture approximation to identify that it is a
mixture of two Gaussians rather than a single Gaussian distribution. For the GP kernels,
we see that the squared exponential kernel has better performance than the heavier-
tailed Matérn kernel in this case, which is to be expected given the exponential target
distribution. For vine copulas, we see that using Pareto tails gives better performance
than using only an ECDF/KDE marginal, especially for lower numbers of samples. How-
ever, even with Pareto tails, the empirical marginals are outperformed by parametric
marginals in this case.

6.3.2. APPROXIMATING A POSTERIOR DISTRIBUTION
To test how the methods perform in approximating a posterior density function, we
turned to a dynamic model of a predator-prey system. Specifically, we used a mod-
ified Lotka-Volterra system to model the interactions between the Canadian lynx and
the showshoe hare [20]. This system was chosen because of the availability of several
datasets, a modest number of parameters (5 dynamic parameters and 2 initial conditions
for each dataset), and non-linearity in the system which likely leads to non-linearity in
the posterior probability distribution of the parameters, making for a meaningful test
case.

The model is given by the differential equations

d x
d t =αx − (βkill +βstress)x y

d y
d t = δx y −γy

,

where x represents the hare population and y the lynx population. The populations are
measured by their density, i.e. the number of individuals per area in arbitrary units. In
the standard Lotka-Volterra model, there is a single parameter β for the effect of preda-
tion. We have split this effect into two parts, βkill and βstress, because it has been shown
that at peak lynx density, the hares do not only die from increased predation, but also
produce less offspring, which appears to be due to stress induced by the high threat of
predation [20, 21]. The modeled natality (number of offspring per adult female in one
breeding season) is given by 2 ·exp(α−βstress y).

To accommodate multiple datasets, we include two parameters, x0, j and y0, j for
each dataset j , giving the initial conditions that are used to simulate the model for that
dataset. The model parameters can be inferred with each dataset separately by simulat-
ing the model from the respective initial conditions. Each dataset will then constrain the
dynamic parameters and the initial conditions for that dataset, and will leave the initial
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Figure 6.4: Lynx-hare datasets and posterior predictive distributions. The lynx data provides an estimate of
lynx density (number of animals per surface area) and the hare data provides an estimate of hare density as
well as natality (offspring per adult female per year). Black dots indicate the data, the thick blue line is the
median and the shaded blue area the 90% confidence interval of the posterior predictive. The original data
was normalized by dividing by the maximum observed value.

conditions of the other datasets unaffected. One could also have a single initial condi-
tion value x0 and y0 and simulate the model to cover the timespan of all datasets, but
apart from the time difference, the measurements we used are also from different geo-
graphical regions, which do not necessarily have the same phase in the predator-prey
cycle. We do assume that the dynamic parameters are the same for each dataset.

All of the parameters should be positive. To simplify the inference and approxima-
tions, we initially infer the parameters on log scale, so that there are no discontinuities
in the posterior density (we lift this restriction of unbounded priors later).

We used two datasets to infer the parameters. The first dataset is the Hudson Bay
Company data of lynx pelt records [22], which we will refer to as the lynx data; in particu-
lar we used the McKenzie River station data from 1832 through 1851. The second dataset
is a study of a hare population and its reproductive output [23], from 1962 through 1976,
which we will refer to as the hare data. Note that the lynx data only contains measure-
ments of the lynxes while the hare data only contains measurements of the hares.

We then fitted the model to the hare and lynx dataset separately and to the two
datasets together; Figure 6.4 shows the data and the posterior predictive distributions
given the model. From the overlap of the posterior predictive and the data, it is clear that
the model can adequately describe these datasets, both separately and jointly.

Figure 6.5A-C shows several aspects of the posterior obtained after seeing the lynx
data. The posterior distribution is unimodal and has moderate and somewhat non-
linear correlations. The unimodality is the result of using relatively narrow priors. When
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wide priors are used, at least one other mode can be found, corresponding to oscillations
through the data points at very high frequency; we therefore restricted the priors so that
only the correct oscillation with a period of roughly 10 years is obtained.



6.3. RESULTS

6

153

Method Lynx data Hare data

Thermodynamic integration 0.46±0.92 −34.7±1.4
Sequential Monte Carlo 0.57±0.42 −34.7±0.36
Nested sampling 0.77±0.65 −34.4±0.64

Kernel density estimate 4.60 −29.1
Gaussian mixture 0.80 −34.5
Vine copula - mixture 1.20 −34.3
Gaussian process - SE 5.19 −28.8

Table 6.1: Log marginal likelihood estimates.

We then tested by cross-validation how well the approximations can describe the
posterior distribution of the two datasets (see Figure 6.5D). As with the Gaussian mix-
ture test case at similar dimensionality, the Gaussian mixture approximation gives good
cross-validation performance. In this case, a vine copula with mixture marginals also
produces a good approximation of the posterior (Spearman correlation ρ ≈ 0.9 at a sam-
ple size of 1,000).

6.3.3. SEQUENTIAL INFERENCE

Having obtained reasonably accurate approximations of the posterior densities, we can
test how they perform in sequential inference. To do this, we approximated the poste-
rior from the lynx dataset with all methods using 1,000 samples, and use these approx-
imations as prior for the hare dataset. If the approximations are accurate, the resulting
posterior of the second inference should give the same result as a joint inference with
the two datasets together.

Figure 6.6A shows the marginal probability density of one of the parameters, βkill,
from the datasets separately, the true joint, and with two approximation methods (im-
portance reweighting and a gaussian mixture). As expected, importance reweighting
provides a very poor approximation; a single sample receives almost all of the weight and
the true joint posterior cannot be accurately estimated from essentially one sample. The
Gaussian mixture approximation on the other hand provides a sequential posterior that
is visually almost indistinguishable from the true joint. To quantify the performance,
we calculated the Kolmogorov-Smirnov statistic for the marginal distribution of each of
the parameters, based on the empirical cumulative distributions (see Figure 6.6B and
C). Both Gaussian mixtures and vine copulas give sequential posteriors that are closest
to the true joint. Gaussian processes and the KDE approximation perform worse, as ex-
pected given their poorer cross-validation performance.

6.3.4. MARGINAL LIKELIHOOD ESTIMATION

We can use the posterior distribution approximations to obtain an estimate of the mar-
ginal likelihood directly from the Monte Carlo samples (see Methods section). Table 6.1
shows the estimates obtained from three dedicated marginal likelihood estimation algo-
rithms, compared to the estimates obtained directly from the samples using the poste-
rior approximations. The posterior approximations that performed well in cross valida-
tion and sequential inference also provide accurate marginal likelihood estimates.
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Figure 6.6: Sequential inference performance with the lynx-hare datasets. (A) Marginal density of one of the
parameters (for clarity, only the GM approximation and importance reweighting result is shown). The dashed
lines indicate the posterior of the two datasets separately, and the black line is the true joint. Other colors
are the same as in C. (B) Empirical cumulative distribution of the same parameter, showing all approximation
methods. (C) Kolmogorov-Smirnov statistics for the comparison of the marginal distributions of the true joint
to the marginals of the posterior obtained after sequential inference with each of the approximation methods.
Each dot indicates one of the parameters.
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6.3.5. BOUNDED PRIORS

In practical applications, it is often the case that the prior probability distribution has
a bounded domain, due to known constraints in any of the variables of interest. Some
of the approximation methods can handle bounded distributions directly. Alternatively,
the variables can be transformed to an unbounded domain (see Methods section). To
test these options, we take the same predator-prey model, now inferring the parameters
on natural scale and with uniform priors, thus resulting in hard bounds on both the prior
and the posterior distribution. As before, the prior is chosen such that only the correct
oscillation with a period of 10 years is obtained.

Figure 6.7A-C shows several aspects of the posterior distribution of the lynx data, as
before in the log-transformed setting. It is clear that the bounds on the prior distribution
leads to a large discontinuity in the posterior probability distribution at this bound for
most parameters. The sequential inference test (Figure 6.7D) shows that for KDEs and
GMs, it is beneficial to specifically handle these boundaries; either by variable transfor-
mation or using truncated Gaussians in the case of Gaussian mixtures. For vine copu-
las, the marginal transformations can handle bounded domains, but the performance is
nevertheless worse than in the unbounded situation.

6.3.6. EFFICIENCY OF SEQUENTIAL VERSUS JOINT INFERENCE

One of the motivations for using posterior approximations and sequential inference is
that it may allow a computationally faster evaluation of the joint posterior. For evalu-
ating the posterior of a first dataset, the likelihood of the second dataset does not need
to be evaluated and vice versa. More importantly, some of the parameters may only be
relevant for one of the datasets and could thus be dropped from the inference, thereby
reducing the dimensionality of the inference.

To test this, we return to the unbounded Lotka-Volterra system. If we are primarily
interested in the five kinetic parameters, we can treat the initial conditions as nuisance
parameters. We can then perform the inference in two steps with seven parameters each
and one model evaluation per likelihood calculation; and compare it to joint inference
with nine parameters and two model evaluations per likelihood calculation. For all in-
ferences we use MCMC sampling with automated parameter blocking, with identical
algorithm configuration, although the actual number of model evaluations differs as a
result of the different dimensionality and different parameter blocks being chosen. We
use Gaussian mixtures as posterior approximation method.

As shown in Table 6.2, the sequential inference is indeed faster than the joint infer-
ence, although this comes at the cost of precision. The reduced dimensionality in the
separate sequential inference steps results in more efficient MCMC moves (and hence
a decrease in autocorrelation and an increase in the effective sample size). The order
of the sequential inference has some influence; including the hare data first is approx-
imately 15% more efficient, and has a lower error, compared to including the lynx data
first. We suspect this is the result of the lynx posterior being closer to the prior; and it
would be more efficient to first take the larger step from prior to hare posterior and then
refine the distribution based on the lynx data, than the other way around.
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Figure 6.7: Sequential inference with bounded priors. (A) Marginal posterior densities after seeing the lynx
data; compare with Figure 6.5A. (B) Correlations between the parameters in the lynx posterior. (C) Scatter plot
of the samples for one parameter combination. (D) Sequential inference accuracy; same as in Figure 6.6, with
the addition of transformed and truncated variations.

Inference Model evaluations Minimum ESS ESS / 1,000 model evals Maximum D

Lynx - hare 775,002 387 0.50 0.180
Hare - lynx 675,002 391 0.58 0.144
Joint 900,002 165 0.18 0.050

Table 6.2: Sampling efficiency in sequential inference. Sampling efficiency is judged by the minimum effec-
tive sample size (ESS), and the maximal Kolmogorov-Smirnov statistic (D), in any of the five kinetic parameters.
For the calculation of D, the three inferences are compared to the joint inference with 20x more samples. The
ESS in the sequential inference is the ESS from the second inference.
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Method Training Evaluation

Kernel density estimate N 2D N D
Gaussian mixture G2N D3 GD2

Vine copula - ecdf N 2D +N D2 N D +D2

Vine copula - mixture G2N D +N D2 GD +D2

Gaussian process N 3 +D N D

Table 6.3: Time complexity of training and evaluation of the approximation methods. Evaluation is the cost
of evaluating one new sample. N = number of Monte Carlo samples used for the estimation, D = dimensional-
ity, G = number of mixture components.

6.3.7. TIME COMPLEXITY

The approximation methods differ in the computational cost of training and evaluation.
Table 6.3 lists the time complexity of each method.

Typically, the number of Monte Carlo samples N will be (much) larger than the di-
mensionality D . Since Gaussian mixtures and vine copulas with mixture marginals do
not depend on the number of samples during evaluation, they can achieve the fastest
performance when a large number of evaluations are needed in the sequential inference.
Kernel density estimates, Gaussian processes and vine copulas with empirical marginals
do depend on the number of samples and can thus be significantly slower when a large
number of samples is used.

Gaussian processes have cubic scaling with respect to the number of samples for the
training, which severely limits the number of samples that can be used. While there are
approximation methods available for GPs with large input sizes [13], the use of GPs for
posterior approximation appears to be best suited for low N and D .

6.3.8. FAILURE CASE

To illustrate the present limits of this approach to sequential inference, we also discuss a
case where the approximations fail to provide an accurate posterior.

A more challenging test case is given by a model of biological signaling in cancer
cells. The goal here is to explain how different breast cancer cell lines respond to kinase
inhibitors by modeling how the signal arising from oncogenic driver mutations is prop-
agated through a signaling network. These models are described in more detail in [24]
and [25]. Here we will use a small test model using the model framework of [25]. The
model is shown graphically in Figure 6.8A and the equations are given below. Briefly, the
model contains four observed variables, namely the ERBB2 amplification status, PIK3CA
mutation status and phosphorylation of AKT and PRAS40 (represented by m, n, p and q
respectively). The amplification and mutation status is known with certainty, so the vari-
ables are directly set to 1 if the amplification or mutation is present and 0 otherwise. The
remaining three variables, PI3K activation, AKT activation and PRAS activation (repre-
sented by x, y and z respectively) are latent variables, and the inhibitor concentration w
is given.
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The model is described by the equations

x = f (b1 +a1m+a2n) · g (w)

y = f (b2 +a3x)

z = f (b3 +a4y)

P (p|y) = t (p|µ= y,σ= 0.2,ν= 3)

P (q|z) = t (q|µ= z,σ= 0.2,ν= 3),

where
f (x) = 1.0/(1.0+exp(−9.19024(x−0.5)))

g (w) = k + (1−k)/(10s(w−h) +1)

and t is Student’s t-distribution with fixed ν= 3 and σ= 0.2. The remaining 10 variables
are scalar parameters to be inferred.

To test whether the sequential inference gives a good approximation also in this set-
ting, we study sequential inference by incorporating parts of a dataset sequentially. The
dataset contains measurements of protein phosphorylation without drug treatment (re-
ferred to as the pre-treatment data), as well as after 30 minutes of drug treatment (re-
ferred to as the on-treatment data), in eight cell lines (see Figure 6.8B). The drug con-
centration w is 0 in the pre-treatment setting and 1 µM in the on-treatment setting.

We first test sequential inference in the same way as for the lynx-hare model, by split-
ting the data by observable. That is, we first infer the posterior with observations of p,
and subsequently update the posterior with observations of q . As can be seen in Figure
6.8C, sequential inference performs well in this case. The observations of q are corre-
lated with p, and so the first posterior is only slightly refined by the further inclusion of
q (in most dimensions).

A potentially more useful sequential inference would be to split the data by pre-
treatment and on-treatment data; that is, use the observations of both p and q first for
w = 0 and then for w = 1. Such a split would provide a potential speedup as discussed in
the section of sequential inference efficiency, as it would allow us to drop the calculation
of the drug effect and the corresponding parameters for the first inference. The accu-
racy of the sequential inference when split in this way is shown in Figure 6.8D. Unfortu-
nately, none of the approximation methods gives posterior distributions that agree with
the joint inference. For several parameters the resulting empirical distributions always
have a large discrepancy. Figure 6.8E shows this in more detail for one of the param-
eters. When investigating this poor performance, we found that this is due to the pre-
and on-treatment parts of the data inducing widely different posteriors. As shown in
Figure 6.8F, the pre- and on-treatment data are essentially contradictory for the parame-
ters b2 and a3: the on-treatment data indicates low values for both parameters, whereas
the pre-treatment data indicates higher values. The model can still reconcile these data,
as the joint inference shows that a high strength a3 is favored by both datasets. To re-
cover this joint posterior using approximations would require that the approximations
are highly accurate in the tails of the posterior of the pre-treatment data. But standard
Monte Carlo methods, and by extensions the approximation methods based on them,
are typically not well suited for estimating the tails of a distribution, since most samples
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will be concentrated in the body of the distribution. Sequential inference with posterior
approximations therefore seems to be unsuitable when the separate datasets give rise to
strongly divergent posterior distributions.

6.4. DISCUSSION
To use sequential Bayesian inference in combination with Monte Carlo sampling, we are
restricted to using samples from a first inference as prior for a second inference. This can
be done by directly reweighting the samples, but this is typically inaccurate. By approx-
imating a functional form of the posterior distribution from the Monte Carlo samples,
sequential inference can be performed more accurately. We have explored the use of
several methods that could produce such an approximation, and we see that such ap-
proximations can indeed allow accurate sequential inference.

The approximation methods have different strengths and weaknesses. We find that
Gaussian processes are highly efficient in low dimensionality, but they deteriorate in
higher dimensions, at least when using isotropic kernels. Both Gaussian mixtures and
vine copulas can give good approximations also in higher dimensions. Vine copulas do
not work well for multimodal distributions however. Kernel density estimation appears
to be less efficient than the other methods, in a multivariate setting. Finally, none of the
approximation methods are adequate in the far tails, although this is to be expected.

Further extensions to the posterior approximation methods can be considered. Us-
ing mixtures of t-distributions could improve upon Gaussian mixtures [26, 27]. For vine
copulas, the approximation of the marginal distributions can have a strong effect on the
accuracy. Further improvements for marginals using Pareto tails could be achieved by
estimating an optimal Pareto tail threshold instead of using a fixed value, and estimating
the bulk and tail distributions together [28, 29]. Given the good performance of Gaus-
sian process regression in lower dimensions, it will be interesting to explore how this can
be better extended to higher dimensions. Using anisotropic kernels will likely be benefi-
cial, but this introduces additional parameters that need to be optimized. To make this
computationally feasible it will be necessary to use approximations to the GP, see e.g.
[13, 30]. For kernel density estimates, sparse covariance matrices merits exploration as
well, such as the method proposed by Liu et al. [31]. Finally, it would be interesting to
explore combinations of any of the methods, for example by using a Gaussian mixture
as prior mean function for Gaussian process regression.

There can be various reasons to use sequential inference. It can be conceptually ap-
pealing: all information relevant for the model is stored in the posterior distribution,
allowing us to discard a dataset after the inference. Additionally, sequential inference
allows us to update an existing model when additional data or samples become avail-
able, even when the initial data is no longer available. This can also be useful when an
inference task was computationally demanding, and it would be impractical to redo a
joint inference when additional data becomes available. Sequential inference can also
allow faster inference when a subset of variables is not relevant for one of the datasets.
Sequential inference using posterior approximations is an approximation to the joint in-
ference however, and it will depend on the application whether the trade-off between
speed and accuracy is reasonable. This approach may be most useful when a significant
dimensionality reduction can be obtained, or when the calculation of the model can be
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Figure 6.8: Sequential inference in the breast cancer signaling model. (A) Signaling model in Systems Biology
Graphical Notation format. (B) Data and posterior predictive distributions. Black dots indicate the data and
the blue shaded area is the 90% confidence interval of the predictive mean. "p-Akt_S473" is the measurement
of p and "p-PRAS40_T246" is the measurement of q . (C) Performance in sequential inference when the data is
split by first using the measurement of p and then q (i.e. first use the data shown in the top two graphs in (B),
and then the bottom two). (D) Performance in sequential inference when the data is split by pre-treatment and
on-treatment (i.e. first use the data shown in the left two graphs shown in (B), and then the right two). (E) Den-
sity of one of the parameters as inferred by joint inference (black line) and through sequential approximation
split by treatment (colored lines). (F) Contour plot of the bivariate posterior density of two of the parameters
obtained from either dataset alone or the true joint.
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simplified when considering only part of the data.

APPENDIX

A INTEGRAL OF GAUSSIAN PROCESS PREDICTIVE DISTRIBUTION
In order to normalize the Gaussian process predictive distribution such that it integrates
to 1, it is necessary to calculate the integral:

Z =
∫ ∞

−∞
K (x∗, X )K (X , X )−1pdx∗.

Solving K (X , X )−1p =α (using e.g. Cholesky decomposition), we have

Z =
∫ ∞

−∞
K (x∗, X )αdx∗.

Both K (x∗, X ) and α are vectors, and we can expand the dot product between them to
get

Z =
∫ ∞

−∞

N∑
i=1

k(x∗,xi)αi dx∗.

Since
∫

( f (x)+ g (x))d x = ∫
f (x)d x +∫

g (x)d x, and α is independent of x∗:

Z =
N∑

i=1
αi

∫ ∞

−∞
k(x∗,xi)dx∗.

In the case of the squared exponential kernel k(x∗,x) = exp(− |x∗−x|
2l 2 ), we have∫ ∞

−∞
k(x∗,x)dx∗ = (

√
2πl 2)D

and

Z = (
√

2πl 2)D
N∑

i=1
αi .

For any isotropic kernel k(x∗,x) = h(|x∗−x|) we can transform to polar coordinates
to get ∫ ∞

−∞
h(|x∗−x|)dx∗ =ωD−1

∫ ∞

0
h(r )r D−1dr,

where r = |x∗−x| andωD−1 is the surface area of a (D−1)-sphere with unit radius, which
can be calculated as

ωD−1 = 2πD/2

Γ( D
2 )

.

For the Matérn kernel with ν= 3/2 this gives∫ ∞

−∞
h(|x∗−x|)dx∗ = 2πD/2

Γ( D
2 )

(
lp
3

)D (1+D)Γ(D).
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7.1. EXPLAINING VARIABILITY IN DRUG RESPONSE

I N order to provide the optimal treatment for cancer patients, it is crucial to understand
why each patient responds differently to a given treatment. In this dissertation, we

approached this topic by studying kinase inhibitor sensitivity in breast cancer cell lines,
using computational modeling of cellular signaling networks. If such models can be
used to describe the variability in drug response in cell lines, they should provide a useful
starting point for creating predictive models of patient response in the future. Along
the way, models can also help us to consolidate our knowledge of drug response and
understand what the important contributors to drug sensitivity are.

To address this, we analyzed the response of thirty different breast cancer cell lines
to seven different kinase inhibitors. Using relative viability after three days of treatment
as a measure of response, we found that a steady-state, knowledge-based model can
indeed describe a large part of the variability in response (see Chapter 4). For example,
for the EGFR/HER2 inhibitor lapatinib, the model can largely describe the sensitivity or
resistance of all cell lines, with only minor differences between the model fit and the
observed responses.

Drug response is a complex process, with many different mutations and mechanisms
influencing whether a cancer cell is sensitive or resistant to a particular drug. Computa-
tional modeling allows us to investigate how these different processes work together in
each cell line, and to investigate the contribution of each oncogenic mutation and resis-
tance mechanism. For example, the model indicates that mutations in PIK3CA cause re-
sistance to the EGFR/HER2 inhibitor lapatinib, but confer sensitivity to mTOR inhibitor
AZD8055. Amplification of MYC, on the other hand, confers resistance to mTOR in-
hibitors. As these factors were already known, they provided a first validation of the
computational model.

While the variability in response to lapatinib was described well, the model was at
first not able to explain the variability in response to mTOR inhibitors to the same ex-
tent. Using additional data-driven analysis, we found that amplification of EIF4EBP1
was associated with mTOR inhibitor sensitivity. Adding this mechanism to the model
greatly increased the goodness of fit, and the model emphasized the importance of 4E-
BP1 expression levels in explaining mTOR inhibitor response. Subsequent experimen-
tal testing indeed showed that ectopic overexpression of 4EBP1 increased sensitivity to
mTOR inhibitors.

Nevertheless, despite all additional data analysis and model revisions, not all re-
sponses are explained equally well by our model. There are still several cell lines for
which the response to mTOR inhibitors is not explained precisely, while for the PI3K in-
hibitor GDC0941, and the VEGFR/MET/FGFR2 inhibitor foretinib, there are also several
cell lines for which the model cannot accurately explain their observed responses. For
example, the cell line HCC38 is significantly more resistant to GDC0941 than what would
be expected according to the model (Chapter 4). We were unable to find additional leads
in our data which might explain these discrepancies. However, given that we could not
yet include all known biology in our models, it is possible that a key mechanism or cellu-
lar process has not been incorporated in the model. For example, a detailed description
of PI3K subunits was not included, which may be important to accurately describe re-
sponse to PI3K inhibitors [1, 2]. Other mechanisms such as signaling through RSK3 and
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RSK4 [3] may also be involved. Alternatively, the failure to recapitulate the observed re-
sponse exactly may be a limitation of the steady-state description, as time-dependent
effects may also be important [4].

These additional hypotheses regarding factors influencing PI3K inhibitor response
highlight a central challenge in the construction of models of cellular signaling: it is not
trivial to decide which aspects of cell biology should be included in the model, and at
what level of detail. The computational cost of parameter inference poses constraints
on the size and complexity of the models which can be considered (discussed further
in the section on computational efficiency). This prevents us from simply including all
possible molecular interactions which have been described in the literature. We have
addressed this challenge by using an iterative procedure to construct our models. In
each case (Chapters 3, 4 and 5), we started with a small, simple model, and tested how
well this model can describe the available data. Using posterior predictive distributions,
we can test in detail which data can and cannot be described by the model at hand.
We then searched the literature, and used data-driven analyses, to suggest additional
mechanisms which should be incorporated in the model. The models can subsequently
be extended with these mechanisms and re-fitted to the data. Although this process
can be time-consuming, it provides us with sparse models of the biological system of
interest.

In Chapter 5, we extended the modeling framework of steady-state cellular signal-
ing to include feedback signaling. This allowed us to delineate the strengths for several
feedback mechanisms in the MAPK and AKT pathways, taking into account four dif-
ferent datasets. This analysis indicated that, even though the hyperphosphorylation of
AKT upon AKT inhibitor treatment is likely to be an unintended effect of the inhibitor, a
feedback through IRS1 is also still likely to be active. The analysis of uncertainty further
showed that we cannot entirely resolve this feedback with the available data, as the S6K
inhibitor had weak and uncertain efficacy. This shows the importance of analyzing un-
certainty in parameter estimates. As before, these models again highlighted several data
points which could not be explained, such as the increased S6 phosphorylation upon
treatment with the IGF1R inhibitor NT-157 in the HCC1954 cell line. This provides a
basis for additional rounds of model adaptation and specific measurements to arrive at
increasingly detailed models of how cells respond to kinase inhibitors.

With these results, we can now continue the process of iterative model development
to obtain increasingly accurate descriptions of drug response, although this will require
methodological advances to allow larger models to be considered (discussed later). We
have seen that combining measurements of relative viability after kinase inhibitor treat-
ment with data on mutations, copy number aberrations, mRNA and (phospho)protein
levels provides useful insights on how cancer cells are sensitive or resistant to these
kinase inhibitors. Independently, measurements of protein phosphorylation after in-
hibitor treatment also provided information on the likely signaling flows in cancer cells.
It will be particularly interesting to combine the on-treatment phosphorylation mea-
surements with the dose-response relative viability data to further refine the models of
inhibitor response. It has not yet been feasible to address this combination of data due
to the many model evaluations required to simulate all of the datasets together, as well
as a compounded increase in the number of parameters.
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Apart from incorporating additional details of the signaling pathways and further
integration of datasets, various other extensions will be interesting to consider as well,
discussed in more detail in the section ‘Extending scope and detail’. Two other impor-
tant next steps are to further test the predictive performance of such models (discussed
below), and to start translating the models from cell lines to patients (discussed in the
section ‘Models of patient response’).

7.2. PREDICTIVE MODELS
Now that our computational models of response to various kinase inhibitors are ap-
proaching an accurate description of the available data, we can start to explore their
predictive value. There are two types of predictions which can be made: we can either
use the models to predict the effect of new treatments on the same cell lines, or to predict
the effect of the same treatments on new cell lines.

Since there is only a limited number of cell lines available, and it is furthermore diffi-
cult and time-consuming to establish new lines, creating an entirely new cell line panel
for validation would be difficult. Establishing organoid cultures may have higher suc-
cess rates than establishing new cell lines [5], nevertheless the subsequent culturing and
drug response screens are more laborious and expensive in the organoid setting. Given
this, we can estimate the predictive performance using cross-validation instead. Pre-
liminary tests indicated fairly good performance, however, the computational cost of
cross-validation within a Bayesian framework is extremely high and we cannot yet con-
fidently give estimates of predictive performance. Leave-one-out cross-validation in a
panel of thirty cell lines takes approximately thirty times as long as the single inference.
Given a typical inference time of 24 hours, a cross-validation run requires a month of
computation time. Although this is feasible for a single model with one drug, we would
need to test multiple models, and multiple kinase inhibitors. At present it is therefore
only practical to comprehensively test the performance of predicting the effects of the
same treatments on new cell lines for small models, although computational and tech-
nological advances may alleviate this limitation (discussed later).

Given the difficulties with predicting sensitivity for new cell lines, it may be more
feasible to test the predictive value of the model by predicting new treatments on the
same cell lines. The present models can in principle be used directly to predict the ef-
fect of new treatments on the same set of cell lines. Most interestingly, new treatments
could also encompass combinations of inhibitors. Given the vast amount of possible
combinations of drugs, it would be a major challenge to test all these combinations ex-
perimentally, especially when different concentrations are also considered. A compu-
tational model, however, could quickly evaluate the effectiveness of many different in-
hibitor combinations, which can be used to generate a list of promising combinations
for further experimental testing.

We have begun investigating combination treatments by sequentially treating cells
with an IGF1R inhibitor and an AKT inhibitor, discussed in Chapter 5. The goal here
was to constrain model parameters, but we can also use the model to predict what com-
bination of inhibitors would disrupt the proliferation of one cell line, but not another.
To make this most relevant for the clinical setting, we would like to select combinations
of inhibitors that selectively kill cancer cells, while leaving normal cells unaffected [6]. A



7.3. EXTENDING SCOPE AND DETAIL

7

169

challenge with this is the difficulty in profiling the response of normal cells, since normal
breast epithelial cells can only be cultured in vitro for a limited period of time. These cells
can be transformed such that they can be cultured for much longer, as has been done
with the cell line MCF-10A [7], although these cells no longer precisely represent normal
breast epithelial cells. In addition, it appears that these transformed, normal-like cell
lines are generally much more sensitive to most treatments than cancer cell lines, even
though we know that in patients there is a therapeutic window where the treatment dis-
rupts the cancer with manageable side-effects on other tissues. For now, we are therefore
restricted to finding new inhibitors or combinations of inhibitors that kill specific cancer
cell lines without affecting other cancer cell lines. Such selective combinations may also
leave normal human cells unaffected.

In conclusion, while we have developed models that are capable of reproducing the
observed data to a large extent, there is still a significant amount of work to be done to
further validate these models, especially in a clinical setting.

7.3. EXTENDING SCOPE AND DETAIL
In the first section, I mentioned several mechanisms which could be important for ex-
plaining response to PI3K inhibitors, including differences between PI3K subunit classes,
signaling by two RSK isoforms and time-dependent effects. Indeed, for each of the drugs
various additional mechanisms of sensitivity or resistance have been described. For ex-
ample, for lapatinib, signaling by Src-family kinases [8] and by the receptor tyrosine ki-
nase AXL [9] have been reported to influence drug sensitivity. It would be interesting to
explore the contributions of all of these signaling molecules and drug sensitivity mech-
anisms in the larger context of signaling pathways using our computational models.

Apart from such additional details of signaling directly downstream of growth fac-
tor receptors, it will be important to consider the signaling and regulation in entirely
different processes as well. The regulation of cell death, senescence and cellular differ-
entiation are important processes that can determine whether cells are killed by a par-
ticular drug, or merely temporarily arrested in growth. Given the type of drug response
data which was used here (relative viability), it is difficult to model these additional pro-
cesses in significant detail. However, technological developments in biological assays
and measurement devices have made it feasible to perform measurements of apoptosis
or more general cell death in a relatively high-throughput fashion. An example of this
is automated systems for live cell imaging, such as the IncuCyte platform. In addition
to measuring confluence, fluorescent markers can be used to not only count individ-
ual cells, but also identify apoptotic cells can, thus providing the additional information
needed to model additional cellular processes.

The importance of apoptosis is highlighted by a computational model of signaling
by BCL-2 family members [10]. It was found that this model can be predictive of re-
sponse to chemotherapy in colorectal cancer. As with kinase inhibitors, many other fac-
tors affecting response to chemotherapy have been described, and it will be interesting
to merge such models of apoptosis regulation and chemotherapy response with models
of growth-factor signaling pathways to elucidate the relative importance of each of these
mechanisms.

In addition to modeling pathways in more detail and extending the scope with addi-



7

170 7. DISCUSSION

tional biological processes, it will be important to explore a more detailed mathematical
description of the cellular processes. More specifically, the steady state description used
in Chapters 4 and 5 is not able to handle processes occurring on different timescales.
This limitation precludes inclusion of both fast post-translational signaling and slower
transcriptional regulation in the same model. We focused on post-translational sig-
naling, but such models may be poor at describing long-term drug response. For in-
stance, the important negative transcriptional feedback of AKT signaling to RTK ex-
pression [11, 12] could not be included in our models. Accommodating such mecha-
nisms would require the calculation of steady state levels with feedback on multiple time
scales. Alternatively, it may be beneficial to switch to dynamic models in such cases.

It is unclear which of these aspects – that is, details of signaling pathways, additional
cellular processes or time scales – are most important to consider. Classically, colony for-
mation assays are seen as the gold standard for determining the clinical potential of drug
treatment using cell lines. These assays determine whether individual cells can grow out
into colonies of at least 50 cells after drug treatment [13]. Although this assay has limita-
tions and is still an artificial situation, it may be a reasonable reflection of what occurs in
vivo [14]. Nevertheless, it still only measures the net effect of drug treatment, and can-
not dissect the contributions of the diverse cell biological processes affecting response.
In line with this dissertation, the best way to approach this may be to construct increas-
ingly detailed mechanistic computational models with each of the possible extensions.
Once these models can describe drug response in a number of situations, and when they
are found to be predictive, we can start to gain confidence that they describe reality, and
can be used to dissect the various contributors to drug response.

7.4. MODELS OF PATIENT RESPONSE
Apart from obtaining a more complete understanding of kinase inhibitor response, the
ultimate goal of these computational models is to use them to guide treatment decisions
for cancer patients. Before such models can be used for this purpose, they first need to
be translated from describing cell line response to describing patient response. Subse-
quently, the predictive power of the model needs to be tested and validated. Testing the
predictive performance in this case can first be done by dividing a cohort into a train-
ing and a test set. Given good performance in the test set, validation in an independent
cohort will also be necessary to test the generalizability of the model.

In principle, the present model can be translated to describing patient response in
a simple way, by introducing a logistic function linking relative viability to a binary re-
sponse variable such as pathological complete response after neoadjuvant therapy. This
would assume that patient response is determined only by the signaling pathways in-
cluded in the model, and is an strong simplification. However, it does reflect the reason-
ing that is often taken when considering the efficacy of targeted inhibitors.

Alternative ways of translating models to patients can be envisioned as well, includ-
ing simple evolutionary dynamics models of the tumor, where growth and death rates
observed in cell lines can be used as prior information. Given a matching dataset of cell
lines and patients, including molecular profiling and drug response in both systems, we
can again use an iterative model development procedure to find a good description of
patient response. We can also use the approximation methods described in Chapter 6
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to leverage the posterior probability distributions obtained from cell line data as prior
information for models of patient response. In this way, knowledge of kinase inhibitor
response in cell lines can be used for constraining the parameters of patient response, a
step which may be necessary for smaller patient cohorts that provide only limited infor-
mation.

If this approach delivers computational models that can retrospectively predict pa-
tient response to treatment in independent datasets, a prospective trial would be needed
to confirm the predictive value. In such a trial, molecular profiling of a pre-treatment
biopsy would provide the input for the computational model, which could then be used
to simulate the effect of one or more treatments. If the model also passes this test, it
could then be used to guide decisions on which treatment is given. The Bayesian frame-
work of the computational models would also make it feasible to develop an adaptive
trial, comparable to the approach used in the I-SPY2 trial [15, 16], where cohorts are ex-
panded or shut down based on observed responses. This ensures that drug candidates,
or in our case treatment decision protocols, could be graduated into clinical practice as
quickly as possible.

7.5. ENABLING EXTENDED SIGNALING MODELS
One of the challenges with the modeling approach used in this thesis is the computa-
tional cost of the inference. To obtain robust models, it is necessary to test various dif-
ferent types of models, including not only variations in the network topology, but also
in the mathematical specification, such as different types of activation functions, error
models or data transformations. Given this requirement of testing numerous different
model versions, each individual model should be computable in a manageable amount
of time. We generally restricted the size of the computational model such that the infer-
ence required at most 24 hours to converge. With our inference software package (Chap-
ter 2) and simulation methods (Chapters 4 and 5), we could consider models with up to
20-30 signaling nodes and 50-150 unknown parameters, depending on whether feed-
back is included and how many model conditions have to be simulated for the datasets
used in the inference.

Such models of medium size provided useful insights, but significantly more biolog-
ical knowledge is available, and additional mechanistic detail may be needed to fully
describe drug response, as described earlier. To enable further extensions of the models,
improvements in both parameter inference and model simulation should be considered.
Improvements in sampling algorithms will be discussed in more detail in the section on
Bayesian computation below. There are however opportunities for improvement of the
model simulation methods as well.

For the models in Chapter 4, which excluded feedback, we used BCM’s code gener-
ation feature. This feature parses the model specification, and generates C++ code that
can be compiled to executable code using optimizing compilers. The models in Chap-
ter 5 however, which included feedback mechanisms, are more complex to simulate due
to the heuristic Newton-Raphson iteration. In addition, these models were specified in
the more easily reusable SBML format. Although the simulation code for these mod-
els was also written in C++, the implementation does not generate model-specific code.
Code generation for the feedback models could improve their simulation efficiency, as it
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would eliminate various loops and model traversing during simulation, as well as lever-
age automatic compiler optimization.

Another optimization which should be considered is the use of vectorization. For the
models in Chapter 4, the compiler may be able to introduce some vectorization based
on BCM-generated code, however, the extent of vectorization is limited, and it also cur-
rently does not apply for models including feedback. Given that a model needs to be
simulated many times, using different parameter values as well as different model con-
ditions, it would be worthwhile to vectorize the code across either of these dimensions.
For the feedback models, the benefit may be somewhat limited as the Newton-Raphson
iteration may require a different number of iterations in each model calculation. Never-
theless, given the wide registers and dedicated execution units in the latest processors,
vectorization may provide up to an order of magnitude faster simulation.

Apart from vectorization, the model simulation can also be further parallelized across
compute nodes. Although BCM is multi-threaded, it is restricted to a single compute
node. Inference algorithms based on sequential Monte Carlo sampling scale very well
to many threads, and although efficient parallelization for MCMC algorithms is not triv-
ial, work in this area is underway [17–19]. As with vectorization, it will be necessary to
test whether parallelization could best be done across parameter values or across model
conditions. With the availability of national and international computing clusters, infer-
ence time could be reduced by up to two orders of magnitude, providing the turn-around
time needed for iterative model development, although a large amount of total CPU time
would still be required.

At the outset, time investment into these more advanced computing techniques was
not justified, but given that our models are now starting to be robust and have provided
useful biological results, further investments in improving the efficiency of model simu-
lation are becoming justifiable. In another area of computational science, molecular dy-
namics simulation, three decades of performance optimization have provided highly ef-
ficient simulation software [20, 21], which in turn allows for assembly of increasingly de-
tailed models leading to new biological insights [22]. Similar advances in computational
modeling of cellular signaling networks may also lead to an improved understanding of
the variability in drug response. Indeed, in the simulation of deterministic ordinary dif-
ferential equation models, specialized integrators can provide improved efficiencies for
simulating models of biological systems [23].

At the root of the computational difficulty is the large amount of unknown param-
eters which have to be inferred from data. Rather than increasing the computational
efficiency of simulation and inference, a more direct way to address this would be to
constrain parameters separately using additional measurements. This would allow us to
fix those parameters, or at least reduce the size of the prior distribution, thereby reduc-
ing the parameter space which has to be searched during an inference. It is not trivial
to measure these parameters however, as they are abstract representations of signaling
strength which do not correspond to real physical constants that could be measured di-
rectly. Nevertheless, we may again derive inspiration from the field of molecular dynam-
ics simulation: in this field the computational models also heavily depend on abstract
parameters which cannot be measured directly, but fitting these parameters to diverse
datasets has produced increasingly accurate sets of parameter values [24, 25]. Similar
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efforts may be necessary to obtain re-usable parameter values in models of cellular sig-
naling networks. If successful, this would in turn allow larger, more detailed models to
be considered.

7.6. BAYESIAN COMPUTATION
Throughout this dissertation, we have employed Bayesian statistics to infer probabil-
ity distributions describing the uncertainty in model parameters. The advantage of this
approach is that it characterizes the full, joint uncertainty of all model parameters, and
Chapters 5 and 6 have illustrated that this provides additional information on the behav-
ior of the model. For example, the uncertainty of feedback strength between S6K, mTOR
and IRS was correlated with uncertainties in the efficacy of the S6K inhibitor (Chapter
5). The Bayesian approach also allows the inclusion of prior information, which we have
used to incorporate biochemical measurements of kinase inhibitor affinities. Two main
alternatives for the characterization of uncertainty are the use of bootstrapping in the
maximum likelihood context, or using profile likelihoods. Profile likelihoods can be said
to combine advantages of frequentist and Bayesian formalisms [26]. The step of global
optimization may be computationally more efficient than fully traversing the posterior
with Monte Carlo sampling, while the profile likelihood still characterizes the entire dis-
tribution of single parameters. However, it does not provide the joint uncertainty be-
tween parameters. In this dissertation, we persevered with the fully Bayesian treatment,
despite the potentially higher computational cost.

To ensure that implementation of the sampling algorithms was not a bottleneck, we
developed the BCM software package, which provides efficient, multi-threaded imple-
mentation of various different sampling algorithms (Chapter 2). In Chapter 6, we further
explored whether the computational efficiency of the inference with multiple datasets
can be improved by inferring the posterior distributions sequentially. This requires an
approximation of the intermediate probability distributions. We found that Gaussian
mixtures provide the best approximation in higher dimension problems, while Gaus-
sian processes can be very accurate in lower dimensional problems. Vine copulas can
also provide good approximations, as long as the distribution is unimodal. Sequential
inference using these intermediate approximations can be more efficient than a joint
inference with multiple datasets, although the intermediate approximations do intro-
duce an additional error in the final posterior distribution. Our work indicated that,
when performing inference with multiple datasets, it is important to first perform a sep-
arate inference with each dataset separately. The posterior distributions induced by each
dataset can then be compared, and if they are found to be highly divergent, adaptations
to the model may be necessary before attempting a joint or sequential inference with the
datasets together.

The work-horses of Bayesian inference employed in this thesis are the Monte Carlo
sampling algorithms. Efficiency of these samplers crucially depends on having a good
proposal distribution for generating new candidate values. Adaptive methods attempt to
learn a good proposal distribution from the samples generated so far. We used random-
walk sampling with the covariance matrix of previous samples as basis for adapting the
proposal distribution [27], along with parameter blocking in the case of MCMC sampling
[28] and scaling to optimize the acceptance rate [29, 30]. An important limitation of this
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approach is that the shape of the proposal distribution is constant across space. In uni-
modal problems this may be inefficient if the shape of the mode does not correspond to
the shape of the proposal distribution, but generally performs well. The situation is more
dire in multi-modal problems, as in this case the shape of the proposal distribution can
become dominated by the location of the modes, rather than by the shape of each mode
separately. This is particularly problematic at intermediate temperatures (in both par-
allel tempering and sequential Monte Carlo), where there is a transition from the prior
mode to the posterior mode. At specific temperatures multi-modal distribution often
arise, in turn resulting in highly inefficient sampling at intermediate temperatures. The
parallel tempering scheme does overcome this by transitioning into the prior or poste-
rior, but many round-trips are necessary.

A sampling scheme where modes are identified from the previous samples to make
mode-specific proposal distributions could alleviate this. Such a scheme has been pro-
posed in the PolyChord sampler [31], in a nested sampling framework. This sampler uses
a k-nearest neighbor algorithm to identify clusters, and subsequently uses slice sam-
pling within each cluster. It will be interesting to test this sampler for inference with
biological computational models, particularly in higher dimensions. Clustering in high-
dimensional space is non-trivial, since all points tend to become equidistant as the di-
mensionality increases, and it may be worthwhile to explore the performance of different
clustering algorithms.

Several sampling algorithms can make use of the gradient or the Hessian of the like-
lihood function to improve sampling efficiency, including Hamiltonian Monte Carlo
[32], the Metropolis-adjusted Langevin algorithm [33] and Riemann manifold versions
of these two algorithms [34]. Whether this is beneficial depends on the relative cost of
evaluating the gradient and Hessian of the likelihood function, compared to the gain in
sampling efficiency. In the comparable task of global optimization, it was found that fi-
nite difference approximations of the gradient give unreliable results when they are used
in the optimization procedure [35]. In order to benefit from sampling algorithms that
can use the gradient information, it therefore seems necessary to evaluate the gradient
directly rather than relying on a finite difference gradient approximation. In the Stan
software package [36], code for evaluating the gradient is generated automatically from
the model specification, and a similar scheme can be implemented for the ISA mod-
els. For models containing feedback, an extended system of equations could be solved
to evaluate the gradient. In ODE models, adjoint sensitivity analysis can be an efficient
way to evaluate the gradient even for large models [37].

An important trade-off in sampling algorithms is the balance between exploration
and exploitation. To obtain a complete description of the posterior, the entire parame-
ter space needs to be explored sufficiently to identify all regions of high posterior prob-
ability (i.e, the exploration) and subsequently each mode of the distribution should be
characterized in detail (the exploitation). Using adaptive samplers, the proposal distri-
bution is adapted based on previous samples [27]. Although this adaptation increases
the efficiency of exploitation, it should not be done too quickly to prevent an incomplete
exploration of the entire parameter space. However, it is not always clear how the pa-
rameters of the algorithm affect this trade-off, which introduces manual trial-and-error
in order to optimize the sampling efficiency.
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The latter is a more general issue with sampling algorithms; manual tweaking is gen-
erally needed to find efficient algorithm settings. This is in part caused by an absence
of a universal method that can determine convergence of the sampler [38]. There is
progress in automated optimization of the sampling algorithm; for example, the No-
U-Turn sampler automatically tunes path lengths for the Hamiltonian Monte Carlo al-
gorithm [39]. Such automation is only a partial remedy however. Even if automatically
tuned, the Hamiltonian Monte Carlo sampling may not be suitable for the posterior of
interest, as it does not handle multi-modal distributions well. Since we generally do not
know the characteristics of the posterior distribution before starting the inference, trial-
and-error is still needed to determine whether a sampling algorithm is suitable, even if
it automatically tweaks all algorithm parameters.

Taken together, there are still many opportunities for improving the efficiency and
practical applicability of sampling algorithms. Such improvements would in turn al-
low the inference of increasingly detailed and complex models. In biology, furthermore,
models tend to have large numbers of unknown parameters, and posterior distributions
tend to have complicated shapes [40, 41], which we have also seen throughout this dis-
sertation. Particularly when multiple datasets are included, posterior distributions can
be challenging to sample, as illustrated in Chapter 6. As such, computational models
of biological systems along with the inclusion of multiple datasets provide challenging
cases for parameter inference.

7.7. ALTERNATIVE MODELING APPROACHES
In addition to the models of signaling in relation to drug response already mentioned,
including models based on a Boolean framework [42], using modular response analysis
[43, 44], or dynamic models [10, 45], other approaches have been taken as well.

Recently, Eduati et al. [46] have reported on combining dynamic models with a dis-
crete logical framework. In this case, fourteen colorectal cancer cell lines were used, and
fourteen epitopes weremeasured in 43 conditions. They used their model to suggest po-
tential combination experiments, highlighting several combinations which are already
in clinical trials. A novel prediction, namely the combination of a MEK inhibitor with a
GSK inhibitor, was also tested experimentally. The data from this experiment was stated
to validate the model prediction, but important controls of GSK3 inhibition in the ab-
sence of a MEK inhibitor were not included, and no statistical evaluation of sensitivity to
the combination was presented.

In a recent pre-print, Fröhlich et al [47] have reported on analyzing drug response
with a very large dynamic model of cellular signaling, including 1,228 molecular species
and 4,100 parameters. They used adjoint sensitivity analysis along with parallelization
to speed up the parameter inference. A crucial difference to our modeling approach
however, is that the parameter optimization for each inference, although run for several
restarts, included only 100 iterations. This very limited parameter search was said to re-
duce overfitting [47], but even using gradient evaluations and multiple restarts, it seems
unlikely that such few iterations of parameter values can accurately describe a 4,100 di-
mensional parameter space. As a result, it would be hard to interpret the specific param-
eter values, while this would be of most interest to understand which processes are im-
portant for determining drug response. It is also unclear how computationally demand-
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ing the entire optimization task was (a wall time of both 1 week and 4,000 hours (over
5 months) is mentioned). Nevertheless, they tested the cross-validation performance,
and the signaling model did outperform statistical models of drug response in predictive
performance. A more detailed investigation will be needed to understand how this large
model, despite the apparently coarse characterization of parameters, performs well in
predicting drug response. With such additional analyses, these large models could be of
great interest for obtaining a broader understanding of how cellular signaling networks
affect drug response.

Each of these modeling approaches has advantages and disadvantages. Boolean
models can be faster to compute and hence allow larger models to be considered, but
it is more difficult to study quantitative differences in this framework. On the other
end, dynamic models can provide detailed information on the kinetics of the system,
but lead to much higher computational costs. Given the importance of understanding
drug response, much insight can be gained from employing different approaches to cre-
ate computational models of cellular signaling in the context of drug response. Each
of these approaches may reveal different aspects of how signaling networks function to
regulate response. As in any modeling situation, it will depend on the precise question
being addressed which modeling formalism may be most appropriate.

7.8. CONCLUSION

We have shown that integrative modeling of kinase inhibitor response using steady-state,
knowledge-based models can be useful in establishing whether current knowledge can
explain the variability in drug response. These models are providing a more comprehen-
sive view of how diverse oncogenic driver mutations and drug sensitivity mechanisms
affect response to anticancer drugs. In conjunction with advances in computational
methods and additional measurements, we can further develop the general approach
described in this dissertation to obtain increasingly detailed models of response to treat-
ment in cancer. We can also begin to translate this to a clinical setting by creating models
of patient response, followed by testing the predictive performance of these models. We
believe that this is a promising approach with potential to make precision medicine for
cancer patients a reality.
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SUMMARY

C ANCER patients often respond very differently to any given drug. Some patients re-
spond very well, while others do not respond at all, leaving the cancer to grow unim-

peded. If we have a good understanding of how this variability in response arises, we will
be better able to choose the optimal treatment strategy for each patient.

The variability in drug response observed in patients is also seen in cancer cell lines
when they are cultured in vitro. Detailed cell-biological studies have revealed many dif-
ferent mechanisms which affect the response of cancer cells to anticancer drugs. Certain
mutations can render cells sensitive to a certain drug, while other mutations, or changes
in gene expression, can cause resistance. However, since any combination of these drug
sensitivity mechanisms can be operating in a particular cell line, it is difficult to predict
whether it will be sensitive or resistant to a particular drug.

Computational modeling can be used to better understand this complexity. In this
dissertation, we developed a novel method, which we call Inference of Signaling Activity,
that can be used to infer the contributions of different drug sensitivity- and resistance
mechanisms. We used the available knowledge of signal transduction in cells, and inte-
grated multiple data types including mutations, gene amplifications and deletions, gene
expression levels, protein phosphorylation, growth rates and drug response data to in-
fer the signaling activities in each cell line. After an extensive characterization of thirty
different breast cancer cell lines, we developed a model that can explain a large part of
the variability in the response of these cell lines to seven different kinase inhibitors. At
the same time, the response of some cell lines was not recapitulated exactly. Using fur-
ther data-driven analysis, we found a novel determinant of mTOR inhibitor sensitivity.
Overexpression of 4EBP1 in breast cancer cells renders them more sensitive to these in-
hibitors. This modeling approach can now be further developed to determine whether
it can also be used to explain and predict the response of cancer patients.

Initially this modeling framework did not permit the inclusion of feedback signaling
mechanisms, even though we know feedback control to be an important feature of cel-
lular signaling networks. We therefore subsequently extended our framework such that
feedback could be included, and with this extension we were able to delineate signaling
activities in regulatory networks with multiple, interrelated feedback loops, again taking
into account different datasets.

An important consideration in this dissertation was the quantification of uncertainty
in model parameters, for which we used Bayesian statistics. If the uncertainty in param-
eter estimates is not taken into account, we can be lulled into a false sense of security
and misinterpret which elements of the model are important. We developed a software
package with efficient, multi-threaded implementations of various Monte Carlo sam-
pling algorithms, which allowed the inference to be done in workable amounts of time.
We further showed in a different biological system – cell cycle regulation in yeast – that
the integration of different types of measurements can increase the identifiability of pa-
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rameters. Finally, we investigated whether Bayesian inference with multiple datasets
can be done sequentially using intermediate posterior approximations. Each of these
contributions to Bayesian inference with multiple datasets may be used more broadly in
modeling different biological systems.

Although further development and validation of the drug response models is needed,
the use of integrative computational modeling appears to be a promising approach for
enabling precision medicine for cancer patients in the future.



SAMENVATTING

P ATIËNTEN met kanker reageren vaak sterk verschillend op een gegeven medicijn. In
sommige gevallen slaat een medicijn goed aan, terwijl er in andere gevallen maar

weinig profijt blijkt te zijn. Om elke patiënt een optimale therapie te geven, is het be-
langrijk om te begrijpen hoe deze variabiliteit in therapierespons tot stand komt.

Als we kankercellijnen in kweek laten groeien, zien we dat ze ook in deze geïsoleerde
omgeving vaak verschillend reageren op medicijnen. Veel cel-biologische studies heb-
ben inmiddels een groot aantal mechanismes ontrafeld die invloed hebben op hoe cel-
len reageren op medicijnen. Bepaalde mutaties zorgen ervoor dat cellen gevoelig zijn,
terwijl andere mutaties, of veranderingen in genexpressie, juist resistentie veroorzaken.
Echter, aangezien in elke cellijn verschillende combinaties van deze mechanismes actief
kunnen zijn, is het moeilijk om te voorspellen of een cellijn gevoelig of resistent zal zijn
voor een bepaald medicijn.

Computationale modellen kunnen helpen om deze complexiteit beter te begrijpen.
In dit proefschrift hebben we een nieuwe modeleermethode ontwikkeld, waarmee we
de contributie van verschillende sensitiviteit- en resistentiemechanismes kunnen bepa-
len. We gebruiken daarbij de reeds bestaande kennis van signaaltransductie, en inte-
greren vervolgens verschillende types metingen, inclusief mutaties, genamplificaties en
-deleties, genexpressie, eiwitphosphorylatie, groeisnelheden en de uiteindelijke respons
van cellen op verschillende inhibitoren. Hiermee wordt dan de activiteit van de signale-
ringsmoleculen in elke cellijn geschat. Na een uitgebreide profilering van dertig verschil-
lende borstkankercellijnen, hebben we met deze aanpak een model gemaakt waarmee
we een groot deel van de variabiliteit in respons van deze borstkankercellijnen op zeven
verschillende kinase inhibitoren kunnen verklaren. Tegelijkertijd bleken er ook cellijnen
te zijn waarvan de respons minder goed verklaard kon worden door het model. Door
vervolgens met data-gedreven methodes verder te zoeken, hebben we een nieuw me-
chanisme gevonden dat van invloed is op de sensitiviteit voor mTOR inhibitoren. Borst-
kankercellen die een verhoogde expressie van het 4EBP1 eiwit hebben, blijken gevoeliger
te zijn voor deze inhibitoren. Deze modeleermethode zou nu verder ontwikkeld en toe-
gepast kunnen worden om te bepalen of niet alleen de respons van kankercellijnen in
kweek, maar ook de respons van patiënten verklaard en voorspeld kan worden.

Het was in eerste instantie met deze modeleermethode niet mogelijk om feedback-
signalineringsroutes in de modellen mee te nemen. We weten echter dat feedback-
regulatie een belangrijk onderdeel is van cellulaire signalering, en we hebben daarom
de methode verder uitgebreid om ook feedbackmechanismes te kunnen verwerken. Met
deze uitgebreidere methode hebben we vervolgens de activiteit van verschillende, met
elkaar verbonden feedback loops geschat, waarbij we wederom meerdere sets van me-
tingen in acht hebben genomen.

Een belangrijke overweging in dit proefschrift was het kwantiferen van de onzeker-
heid in modelparameters, waarvoor we Bayesiaanse statistiek hebben gebruikt. Als deze
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onzekerheid niet in kaart wordt gebracht, kan een volledig verkeerd beeld ontstaan van
welke aspecten van het model daadwerkelijk belangrijk zijn. Om deze analyse mogelijk
te maken hebben we software ontwikkeld met efficiënte implementaties van verschil-
lende Monte Carlo algoritmes, waardoor de inferentie in afzienbare tijd gedaan konden
worden. We hebben verder ook in een ander biologisch systeem – de regulatie van de cel-
cyclus in gist – laten zien dat het integreren van verschillende types metingen de identifi-
ceerbaarheid van parameters kan vergroten. Tot slot hebben we onderzocht of dergelijke
Bayesiaanse inferentie met verschillende datasets ook goed sequentieel gedaan kan wor-
den. Deze bijdrages aan de ontwikkeling van Bayesiaanse statistiek voor inferentie met
meerdere datasets kunnen breder gebruikt worden bij het modelleren van verschillende
biologische systemen.

Hoewel verdere ontwikkeling en validatie nodig is, lijkt het gebruik van integratieve
computationele modellen een veelbelovende methode om gepersonalizeerde therapie
voor kanker in de toekomst mogelijk te maken.
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