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Transforming graph states
using single-qubit operations

Axel Dahlberg1 and Stephanie Wehner!

LQuTech, Lorentzweg 1, 2628 CJ Delft, Netherlands

Stabilizer states form an important class of states in
quantum information, and are of central importance
in quantum error correction. Here, we provide
an algorithm for deciding whether one stabilizer
(target) state can be obtained from another stabilizer
(source) state by single-qubit Clifford operations
(LC), single-qubit Pauli measurements (LPM), and
classical communication (CC) between sites holding
the individual qubits. What’s more, we provide a
recipe to obtain the sequence of LC + LPM + CC
operations which prepare the desired target state from
the source state, and show how these operations
can be applied in parallel to reach the target state
in constant time. Our algorithm has applications in
quantum networks, quantum computing, and can
also serve as a design tool - for example, to find
transformations between quantum error correcting
codes. We provide a software implementation of our
algorithm that makes this tool easier to apply.

A key insight leading to our algorithm is to show
that the problem is equivalent to one in graph
theory, which is to decide whether some graph G’
is a vertex-minor of another graph G. The vertex-
minor problem is in general NP-Complete, but can
be solved efficiently on graphs which are not too
complex. A measure of the complexity of a graph is
the rank-width which equals the Schmidt-rank width of
a subclass of stabilizer states called graph states, and
thus intuitively is a measure of entanglement. Here
we show that the vertex-minor problem can be solved
in time O(|G[®) where |G| is the size of the graph
G, whenever the rank-width of G and the size of G’
are bounded. Our algorithm is based on techniques
by Courcelle for solving fixed parameter tractable
problems, where here the relevant fixed parameter is
the rank width. The second half of this paper serves
as an accessible but far from exhausting introduction
to these concepts, that could be useful for many other
problems in quantum information.

@© The Authors. Published by the Royal Society under the terms of the
Creative Commons Attribution License http://creativecommons.org/licenses/
by/4.0/, which permits unrestricted use, provided the original author and
source are credited.
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1. Introduction

Stabilizer states form a well studied class of quantum states with many applications in quantum
information theory and technology. One of the important features of stabilizer states is that
they can be described efficiently. As a consequence, quantum circuits consisting only of Clifford
operations, and thus mapping stabilizer states to stabilizer states, can be simulated efficiently
on a classical computer [18]. Despite this, the class of stabilizer states is still rich enough to
be useful in almost any application of quantum networks. An example of such a state that
features in many quantum protocols is the GHZ state. In networks, applications thus include
quantum secret sharing [26], anonymous transfer [10], conference key agreement [29], and clock
synchronization [23]. Furthermore, stabilizer states are also important for quantum computation
since they form a universal resource for measurement-based quantum computation [28]. The set
of stabilizer states includes cluster states and logical states (codewords) of most quantum error
correcting codes [17].

Here, we provide an algorithm for deciding whether a specific multipartite entangled
target state can be obtained from a given source state, by local Clifford operations and Pauli
measurements on the individual qubits, and classical communication between the sites holding
these qubits. More specifically, we consider the problem of deciding whether some stabilizer
(target) state |S¢) can be produced from some given stabilizer (source) state |Ss) by single-qubit
Clifford operations, single-qubit Pauli measurement and classical communication: LC + LPM +
CC. An efficient algorithm for solving this task has many interesting applications, including:

e Given a source state in a quantum network, or distributed quantum processor, our
algorithm allows us to quickly decide if, and how, simple LC + LPM + CC operations
can turn this existing source state into a desired target state required by a quantum
protocol. This provides a useful tool for entanglement routing and management in a
quantum internet, or a networked quantum computer, where fast decisions are essential
to combat the limited lifetime of quantum memories.

e Quantum error correcting codes play an important role in realizing fault tolerant
quantum computing systems, and have also been put forward as a means to eventually
realize all photonic quantum repeaters in the future [5]. Here, our algorithm can be used a
design tool to find the measurements to realize a specific target state from a given source
state.

We will phrase our results in terms of graph states, which enables us to apply existing
algorithmic methods more easily. Graph states form a strict subclass of stabilizer states, which are
described by simple undirected unweighted graphs. The vertices in the graph represent qubits
initialized in the state |[+) = %(|O> + |1) and edges represent controlled phase gates between the
corresponding qubits. Any stabilizer state is in fact single-qubit Clifford equivalent to some graph
state [32]. Furthermore, a graph state that is single-qubit Clifford equivalent to a given stabilizer
state on n qubits can be found efficiently in time O(n?). Thus, if we find an efficient algorithm
that decides if some graph state |G¢) can be reached from |Gs) by LC + LPM + CC we also have
an efficient algorithm for the more general case where the target and source states are stabilizer
states.

Let us now phrase our problem in a way that forms a natural relation to graph properties. To
this end, we introduce the notion of a qubit-minor in the following definition, which precisely
captures whether a graph state can be reached from another by LC 4+ LPM + CC.

Definition 1.1 (qubit-minor). Assume |G) and |G’) are graph states on the sets of qubits V and U
respectively. |G') is called a qubit-minor of |G) if there exists a sequence of single-qubit Clifford operations
(LC), single-qubit Pauli measurements (LPM) and classical communication (CC) that takes |G) to |G'),
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ie.
LC / .
|G) CPMLEOC |G") @ [junk)y - (1.1)
If|G") is a qubit-minor of |G), we denote this as
IG") <|G). 1.2)

The reason for calling |G’) a qubit-minor of |G) is that this question is in fact equivalent
to the graph theoretical question of whether G’ is a vertex-minor of G, as we show in
theorem 2.2. In the graph theoretical picture, single-qubit Cliffords operations will be replaced
by operations called local complementations on the graph and single-qubit Pauli measurements
by local complementations and vertex-deletions. A vertex-minor of some graph is by definition
a graph that can be reached by some sequence of local complementations and vertex-deletions.
Equivalence of graphs under local complementations has been studied by Bouchet in [8], which
was used by Van den Nest et al. in [31] to find an efficient algorithm to decide whether two graph
states are equivalent under single-qubit Clifford operations.

The computational complexity of deciding if a graph G’ is a vertex-minor of G, and therefore
if |G’} is a qubit-minor of |G), was, to the authors’ knowledge, previously unknown. In another
paper [14] we show that this decision problem is in fact NP-Complete. There is therefore no
efficient algorithm that solves this question in general, unless P = NP.

(a) Results

Here, we show that the same problem can be solved in cubic time in the number of qubits of |G)
on instances where the Schmidt-rank width of |G) and the number of qubits of |G') are bounded'.
This is our first main result which we formally state in theorem 1.1 and prove in section 5(c).

Theorem 1.1. There exists an algorithm that decides if |G is a qubit-minor of |G), and therefore if G’ is
a vertex-minor of G, and has running time

O(f(G|,r) - 1G*), (1.3)

where r is the rank-width of G which is equal to the Schmidt-rank width of |G), |G| denotes the number
of vertices in the graph G and f is some computable function. If conjecture 5.1 is true then there exists an
algorithm to the same problem but with running time

O(f(r) - 1G). (1.4)

Our second main result concerns GHZ-states, which are useful for many applications on a
quantum network and is therefore an important target state. A GHZ-state on the qubits in the set
U is given as

1
|GHZ) = 7 Q) 1000+ Q) 1) | - (1.5)

vel velU

One can easily check that the state [GHZ); is single-qubit Clifford equivalent to the graph state
|Kyr), where Ky; is the complete graph with vertex-set U. It is therefore the case that |GHZ);; can
be mapped from |G) by LC + LPM + CC if and only if | Ky7) is a qubit-minor of |G). We show that
this question can be solved efficiently if the Schmidt-rank width of |G) is bounded, as captured in
theorem 1.2 and proven in section 5(c).

Note that the time-dependence on the size of G’ can be removed if conjecture 5.1 is true.
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Theorem 1.2. There exists an algorithm that decides if | Ky;) is a qubit-minor of |G), and therefore if Ky
is a vertex-minor of G and has running time

O(f(r)-1GI), (1.6)

where r is the rank-width of G which is equal to the Schmidt-rank width of |G), |G| denotes the number of
vertices in the graph G and f is some computable function.

Note in particular that the running time in theorem 1.2 does not depend on U, even if
conjecture 5.1 is false. Similarly to theorem 1.2 one can also decide if a graph state has a
qubit-minor on a subset U with a given property?, efficiently on graph states with bounded
Schmidt-rank width, see theorem 5.3.

Both of the two main results, theorem 1.1 and theorem 1.2, rely on a variant of Courcelle’s
theorem, which we describe more in detail in section 5. Courcelle’s theorem states that a large class
of graph problems are fixed-parameter tractable. This means that there exist algorithms for these
problems which are efficient in the size of the input graphs, provided a certain parameter of these
graphs is bounded. This is a very powerful theorem, but a direct implementation of the algorithm
given by Courcelle’s theorem is not useful in practice. The reason being that even though the
algorithm is efficient, the hidden constant factor of the algorithm’s asymptotic runtime is huge.
This huge constant factor is unavoidable since the theorem is so general and captures many NP-
Complete problems. On the other hand, by knowing that a problem can be efficiently solved, one
can usually find a more tailored efficient algorithm for the problem at hand, that does not have
a huge hidden constant in the runtime. In another paper [14], we provide an efficient algorithm
without a huge hidden constant for the problem of deciding whether |Ky;) is a qubit-minor of
some graph |G), if |G) has Schmidt-rank width one. There are also many other approaches to find
practical algorithms for problems captured by Courcelle’s theorem, see for example [24] or [16].

We have implemented many of the concepts and algorithms mentioned in this paper in
SAGE [3] and MONA [2]. Both the code in SAGE and MONA can be freely accessed from the
git-repository at [1]. The functionalities provided by this repository include:

o A function taking two graphs, G and G’, as input and returns TRUE if the graph states
|G) and |G") are equivalent under single-qubit Clifford operations and otherwise returns
FALSE. The function has a runtime of O(|G|?*) and is an implementation of the algorithm
described in [8,31].

e A function taking two graphs, G and G’, as input and returns a sequence of operations
that takes |G) to a graph state which is single-qubit Clifford equivalent to |G'), if |G’) <
|G) and otherwise returns FALSE. This function uses a more sophisticated version of the
non-efficient algorithm described in section 23.

e A function taking a graph G and a set U as input and either returns a sequence of
operations that takes |G) to a graph state which is single-qubit Clifford equivalent to
|Ky7) and therefore |GHZ); or returns FALSE. If the function returns FALSE and G has
rank-width one, then |Ky) £ |G) as we show on [14]. The runtime of this function is
o(U|IGI).

o As described in section 5 one can express whether |G’) < |G) in a logic called monadic
second-order logic. We have implemented the expression for |G’) < |G) in MONA which
is a software to translate such logic expressions to finite-state automata. This can then be
used to construct efficient algorithms for graphs of bounded rank-width.

(b) Overview

In section 2 we describe graph states and introduce the notions of qubit-minors and vertex-
minors. We also provide a non-efficient but correct algorithm for deciding the vertex-minor

2Expressible in CoMS.
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problem, taking any graph as input, in section 3. Note that such an algorithm is necessarily non-
efficient, unless P = NP, since the problem it solves is in general NP-Complete. Furthermore, we
describe how the corresponding operations on the graph states can be applied in constant time in
section 4. In section 5 we provide an efficient algorithm for graphs with bounded rank-width by
making use of monadic second-order logic and Courcelle’s theorem. It is our intention that this
section can also be used as a short introduction for those not familiar with these concepts.

2. Background

(a) Notation

All graphs in this paper are simple, unweighted and undirected, where simple means that there
are no self-loops or multi-edges. Given a graph G = (V, E), we will sometimes denote the vertex-
set as V(G) =V and the edge-set as E(G) = E. By the size of a graph we mean the number of
vertices, which we denote as |G| = |V (G)|. We will denote the neighborhood of a vertex as

N = (ueV(G) : (v,u) € E(G)}. @2.1)

If it is clear which graph is considered, we will also sometimes write Ny. The induced subgraph
of G on the subset U C V(G) is denoted as G[U] and is the graph with vertex-set U and edge-set

{(u,v) € E(G):ueUAveU}. (2.2)

We denote vertex-deletions by \v such that G \ v=G[V(G) \ {v}].
The Pauli matrices will be denoted as

10 0 1 0 —i 1 0
H_(o 1)’ X_<1 0)’ Y_<i o)’ Z‘(o —1>' 23)

The single-qubit Clifford group C is the normalizer of the Pauli group P = (il, X, Z), i.e.

c={CeU:(vPeP:CPCTeP)}, (2.4)
where U is the single-qubit unitary operations.
Assume that v; is the label of a qubit which is part of some multi-qubit state |1}, ...0;...v,, . We
will then denote P, as the operation
P = Doy ® -+ 8 (P)oy @ -+ ® (D 25)

where P € {I, X,Y, Z}. We will never write an explicit ordering of the qubits in a multi-qubit state
[)v1...v;...0, and rather write 1)y, where V is the set {v1, ..., vn }. For explicit calculations one
just needs to use a consistent ordering. Similarly for the operation P,Sj’l =) we will write Px or
even P, when it is clear which set V' is considered.

(b) Graph states

A graph state |G) is a quantum state described by a simple unweighted undirected graph G,
where the vertices of G correspond to the qubits of |G). Formally, let G = (V, E) be a graph, the
graph state |G) is then defined as

=1z & I+)w 2.6)

eck veV

where C(Zu’v) is a controlled phase gate between qubits u and v, i.e.

C5 = 10) (0w @ T + 1) (1 © 28, (27)
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A graph state is also a stabilizer state [20]. The generators of the stabilizer group of |G) can be
written as

gv = Xy H Zy. (2.8)
UuEN,

In fact, any stabilizer state can be made into some graph state by only performing single-qubit
Clifford operations [32]. If two states, |¢)) and |¢) are related by some sequence of single-qubit
Clifford operations, we denote this by |1} ~1,c |¢). Given a stabilizer state |S), one can find a
graph state |G) such that |S)y ~1,c |G)y, by simply performing Gaussian elimination followed
by certain operations on the columns of a matrix which rows are the symplectic form of the
generators of S [20].

To study what graph states can be reached from a given graph state we introduce the notion
of a qubit-minor as defined in definition 1.1. It turns out that the question of whether |G’) is a
qubit-minor of |G) is equivalent to whether G is a vertex-minor of G, as we describe below.

(c) Local Clifford operations

Let’s consider the following sequence of single-qubit Clifford operations
) T .
Uy, "’ =exp (_IZXU> gv exp (11Zu) . 2.9
uEN,

As shown in [20], the operation UgG) on the state |G) can be seen as an operation on the graph G
since

D@y = ro(@)) 2.10)

where 7 is a local complementation on the vertex v, as defined in definition 2.1 and illustrated in
equation (2.12).

Definition 2.1 (local complementation). A local complementation T, acts on a vertex v of a graph G by
complementing the induced subgraph on the neighborhood of v. The neighborhoods of the graph T,(G) are
therefore given by

Ny A(N. j E
(@) _ NN\ )i () € BG) o)
Ny else
where A denotes the symmetric difference between two sets.
(2.12)

Surprisingly, any single-qubit Clifford operation which takes some graph state to another
graph state can seen as some sequence of local complementations on the corresponding graphs.
This was proven in [32] and we restate this theorem here.

Theorem 2.1 (Van den Nest [32]). Two graph states |G) and |G’) are equivalent under single-qubit
Clifford operations if and only if their corresponding graphs G and G’ are related by some sequence of local
complementations.
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Let m=wvjv2...v; be a sequence of vertices of G, then we denote the sequence of local
complementations on the vertices in m as

Tm(G) =Tv, 0+ 0 Tuy 0 o, (G). (2.13)

If there exists a sequence m such that 7, (G) = G’ then we write this as G ~,¢ G’. Theorem 2.1
can therefore be stated as

G)~LelG) & Grne G (2.14)

Testing whether two graphs are LC-equivalent can be done in time O(n?), where n is the size
of the graphs, as shown in [8].

(d) Local Pauli measurements

How should the corresponding graph of a graph state be updated when a measurement is

XE) pVE) pZ+)

performed? In [21] it is shown how the Pauli projectors P,S act on graph

states®
PEBIG) = 212, £)0 © US|\ v) 2.15)
PYE)G) = %pf, )0 ® US| (G) \ v) (2.16)
P ®|q) = %lX, )y ® USHTL(G) \v) i [No] >0 (2.17)

where e is an edge of G incident on the vertex v. Choosing a different edge ¢’ incident on v gives
a single-qubit Clifford-equivalent graph state, i.e. [T,/ (G) \ v) ~1,c |Te(G) \ v). The operation
T{y,v) is called a pivot and is defined as T, ,,) = Tv © Tu © Tv. The pivot can simply be specified
by an undirected edge since

Tv 0Ty 0 Tw(G) =Ty 0 Ty 0 T (G)  if (u,v) € E(G) (2.18)

as shown in [7]. The operators Uq(,P’i) are sequences of single-qubit Clifford operations and take
the post-measurement state to a graph state. The exact form of these correction operators can be
found in [21] but we will only need the ones for measurements in the standard (Z-) basis, which
are given by
v =1, v =] 2 (2.19)
uUEN,

Since the correction operators are sequences of single-qubit Clifford operations it is therefore
the case that

|G\ v), (@) \v), |Te(G)\v) (2.20)
are all qubit-minors of |G). Furthermore, Bouchet proved the following.

Lemma 2.1 (Bouchet, (9.2) in [7]). If G ~1,c G’ then G' \ v is LC-equivalent to G \ v, T7o(G) \ v or
Te(G) \ v, where e is some fixed edge incident on v in G.

We therefore have the following lemma.

Lemma 2.2. Let |G) be a graph state, v € V(G) be a vertex and e € E(G) be an edge incident on v.
Furthermore, assume that |G') is a qubit-minor of |G), where V(G') =V (G) \ v and that G’ has no
vertices of degree zero. Then |G') is single-qubit Clifford-equivalent to at least one of the three states in
equation (2.20).

3For the special case when | N,,| = 0, a measurement in the X -basis does not change the graph state since this is then |G) =
[4+)o ® |G\ v).
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Proof. Since |G’) is a qubit-minor of |G) we know that there exists a sequence W of single-qubit
Clifford operations, single-qubit Pauli measurements and classical communication that takes
|G) to |G’), by definition. Any single-qubit Pauli measurement on a qubit u gives a product
states between qubit u and the rest of the qubits, see equations (2.15)-(2.17). The sequence W
cannot therefore contain a single-qubit Pauli measurement on a qubit u, different from v, since
u has non-zero degree in the graph G’ by assumption. Without loss of generality we can in fact
assume that W is a sequence of single-qubit Clifford operations followed by a measurement of
v in the standard basis and then by another sequence of single-qubit Clifford operations. The
reason why it is sufficient to consider a measurement in the standard basis is that any other Pauli
measurement can be simulated by performing some single-qubit Clifford operation followed by a
measurement in the standard basis. Assume that the sequence of single-qubit Clifford operations
before (after) the measurement is described by the sequences of local complementations m (m/),
which exists due to theorem 2.1. We therefore have that

Tt (T (G) \ v) = & (2.21)

Using lemma 2.1 we have that 7, (G) \ v, and therefore G’, is LC-equivalent to either G \ v,
Tv(G) \ v or Te(G) \ v. Finally, by theorem 2.1 the lemma follows. O

(e) Vertex-minors

As mentioned, the question of whether |G’) is a qubit-minor of |G) is equivalent to whether
G’ is a vertex-minor of G. Vertex-minors were introduced by Bouchet in [7] but by the name
of [-reductions.

Definition 2.2 (vertex-minor). Let G be a graph. G’ is called a vertex-minor of G if it can be reached by
some sequence of local complementations and vertex-deletions. Equivalently, G' is called a vertex-minor of
G if there exists a sequence of vertices m such that

(G V()] =G (2.22)
If G' is a vertex-minor of G, we denote this as

G <@ (2.23)

In the previous sections we have seen that single-qubit Clifford operations that take graph
states to graph states can be seen as local complementations on the corresponding graph and
similarly for single-qubit Pauli measurements and vertex-deletions. The relation between qubit-
minors and vertex-minors is captured by the following theorem.

Theorem 2.2. Let |G) and |G") be two graph states such that no vertex in G' has degree zero. |G') is then
a qubit-minor of |G) if and only if G’ is a vertex-minor of G, i.e.

Y <|G) & G'<a. (2.24)

Proof. Assume first that |G’) is a qubit-minor of |G). By the same arguments as in the proof of
lemma 2.2 we then have that there exists a sequence of vertices m such that

™m(G) V(G =G (2.25)

and by definition that G’ is a vertex-minor of G. Assume now on the other hand that G’ is a
vertex-minor of G, i.e. that 7 (G)[V(G')] =G’ for some m. We can then go from |G) to |G’)
by simply performing the single-qubit Clifford operations corresponding to the sequence of local
complementation specified by m and then measure the qubits V(G) \ V(G’) in the standard basis.
If the correct corrections, i.e. Uqu’i) , are applied after the measurements, the state |G") is reached.

O
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So to check whether a graph state has a certain qubit-minor we can check if the corresponding
graph has a certain vertex-minor. Note that one can also include the case where G’ has vertices of
degree zero. Let’s denote the vertices of G’ which have degree zero as U. We then have that

Y <|G) < G'V(G)\UI<G. (2.26)

(f) Rank-width

In this section we introduce the notion of rank-width, which is a complexity measure of a graph.
It is in some ways similar to the tree-width, introduced in [30]. The tree-width captures essentially
how tree-like the graph is. This is useful for finding algorithms for problems on graphs of
bounded tree-width, motivated by the fact that many graph problems are easy on trees. More
on algorithms for problems on graphs of bounded tree-width can be found in [15]. Rank-width,
compared to tree-width, captures a larger class of graphs with similar complexity. For example,
the complete graph has very low complexity, due to its highly symmetric nature, but the tree-
width is in this case maximal. On the other hand the rank-width is one for both trees and complete
graphs. In fact, it turns out that the graphs of rank-width one are exactly the distance-hereditary
graphs, see [27].

We start by defining the cut-rank of a graph. To do this we will use the following notation
for a graph G with vertices V' and adjacency matrix I" and two subsets of the vertices A, B CV;
I'[A, B] is the | A| x | B|-matrix describing the connections between the sets A and B. So, fora € A
and b € B, the element (I'[A, B])g is 1 if (a, b) is an edge in G and 0 otherwise.

Definition 2.3 (cut-rank). Let’s assume that A is a subset of the vertices V' of some graph G with
adjacency matrix I". The cut-rank cutrk 4 (G) of G with respect to A, is then defined as
cutrk 4 (G) =ranky, (I'[A, V' \ A]), (2.27)

where rankp, is the rank over the finite field of order two.

Note that the cut-rank is symmetric in the sense that
cutrk 4 (G) =rankg, (I'[A, V' \ A]) =rankg, (I'[V \ 4, A]T) = cutrky 4 (G). (2.28)

Interestingly the cut-rank with respect to A of a graph G is in fact equal to the Schmidt-rank of
the state | G) with respect to the bipartition (4, V \ A).*
Next we define what is called a rank-decomposition of a graph.

Definition 2.4 (rank-decomposition). A rank-decomposition of a graph G is a pair R = (T, ), where
T is a subcubic tree and p is a bijection p: V(G) — {l: Lis a leaf of T }. A subcubic tree is a tree with at
least two vertices and each vertex has degree less or equal to 3. Any edge e in T splits the tree into two
connected components upon deletion and therefore induces a partition (Ae, Be) of the leaves. The width
of an edge e of the subcubic tree is defined as the cut-rank of the corresponding partition. Furthermore the
width of the rank-decomposition is defined as the maximum width over all edges, i.e.

widthg (G) = eégEe?)%) cutrk,,-1(4,)(G). (2.29)

To simplify notation we write the cut-rank induced by a rank-decomposition (T, u) and an edge e as

cutrk,,—1(7 ) (G) = cutrk, 104 (G). (2.30)

This allows us to define the rank-width of a graph.

“This is proven in [20], see proposition 10.
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Definition 2.5 (rank-width). The rank-width rwd(G) of a graph G is the minimum width over all
rank-decompositions, i.e.

rwd(G) = m%n widthg (G) = (I%i,rj) eg}l;x(;;_) cutrk,,—1(7 ) (G). (2.31)

The rank-width of the graph G is related to the entanglement of the state |G), although as a
relatively unknown entanglement monotone. In [33] the corresponding entanglement monotone
is called the Schmidt-rank width and is defined for general quantum states. For graph states,
the Schmidt-rank width of the state and the rank-width of the corresponding graph coincide.
There they also give an interpretation of the Schmidt-rank width as a quantifier for the optimal
description of the state using a tree tensor network.

3. A non-efficient but general algorithm

Here we describe an algorithm that decides if G’ is a vertex-minor of G and returns a sequence
of local complementations m such that 7, (G)[V(G’)] ~1c G’ if such a sequence exists. This
algorithm works for any G and G’ and has a running time of OB *(k* + (n — k)n?), where
k=|G'| and n = |G|. Obviously this algorithm is not efficient, due to the exponential scaling in
the size-difference of the graphs, but is still useful for smaller graphs or when n — k is bounded.
For finite n, the algorithm described in this section is also a useful benchmark for the efficient
algorithm described in section 5 for graphs of bounded rank-width. To prove that the algorithm
is correct, we first prove theorem 3.1.
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Algorithm 1 Non-efficient algorithm that decides if G’ < G.

Input: (G,G").

Output: A sequence m such that 7, (G)[V(G')] ~Lc G’ if G’ < G.
1 ifG' £ G.

1: function 1S_VM(G,G’)

2 if V(G') ¢ V(G) then
3 return |

4. end if

5  if V(G)=V(G) then
6: if G ~1,c G’ then
7

8

9

return [] > Return an empty sequence
else
: return |
10: end if
11: else
12: Let v be a vertex in V(G) \ V(G")
13: Let mz =1S_VM(G \ v)
14: if my #.1 then
15: return my
16: else
17: Let my =1S_VM(7y(G) \ v)
18: if my #1 then
19: return my || [v] > Concatenate [v] to my and return.
20: else
21: Let u be a vertex incident to v in G
22: Let mx =15_VM(T{, ) (G) \ v)
23: if mx #.1 then
24: return mx || [u, v, u] > Concatenate [u, v, u] to mx and return.
25: else
26: return |
27: end if
28: end if
29: end if
30: end if

31: end function

As seen in the previous section, when making a Pauli X measurement on a qubit v, the choice
of the edge e incident on v gives different graph states that are single-qubit Clifford equivalent
to the post-measurement state. To simplify the results of this section we introduce the following
graph operation which allows us to not have to deal with different choices of edges, incident on
the qubit being measured.

Definition 3.1. Let v be a vertex in the graph G. We define Ty, as the following operation

Te, (G if |[Nv| >0
Ty~ { T @) HIN o)
G ifINo| =0
where ey is an edge incident on v chosen in some consistent way. For example we could assume that the
vertices of G are ordered and that e, = (v, min(Ny)). The specific choice will not matter but importantly
ey only depends on G and v, and the same therefore holds for Ty (G).

We are now ready to prove a generalization of lemma 2.2, which algorithm 1 is built on.
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Theorem 3.1. Let G and G’ be two graphs and U be the set V(G)\ V(G')={v1,...,vpn_i}-
Furthermore, let Py denote the set of graph operations

Py ={Pv, yo---0Pu : Pve{(L)\v, (L) \ v, To(L) \ v}} (3-2)

Then we have that
G'<G & 3PePy:G ~icPQ). (3.3)

Proof. If there exists a P in Py such that G’ ~1,c P(G) then we clearly have that G’ < G, since
any such P is some sequence of local complementations and vertex-deletions. Assume now that
G’ < G. We will prove by induction on n — k that there exists a P in Py such that G’ ~1,c P(G).
For n — k =1 this follows directly from lemma 2.1. Assume therefore that it is true for n — k =1.
We now show that this implies that it is also true for n — k=1+ 1. Since G’ <G we know
that 7, (G)[V(G')] = G’ for some m. Let v be a vertex in V(G’) and consider the graph G =
7m (G) [V (G') U {v}]. Note that G’ = G \ v. Clearly we have that G’ < G < G and by the induction
assumption we know that

AP € P\ (o} 1 G ~Le P(G). (34)

Then from lemma 2.1 we know that G’ = G\ v is LC-equivalent to at least one of the following
graphs

P(G)\ v, m(P(G)\v, Tu(P(G))\v (3.5)

and the theorem follows. O

From theorem 3.1 we see that to check if G’ is a vertex-minor of G it is sufficient to check if one
of the graphs in
{P(G) : Pe PV(G)\V(G’)} (3.6)
are LC-equivalent to G’. Note that there are possibly 3IVGNV(@) graphs in the set in
equation (3.6) to check. As mentioned earlier it is possible to check whether two graphs are LC-
equivalent in time O(k*), where k is the size of the graphs. The explicit algorithm for checking
if G’ is a vertex-minor of G is stated in algorithm 1 and theorem 3.2 captures the proof that it is
correct and what its running time is.

Theorem 3.2. Algorithm 1 returns a sequence m such that 7m (G)[V (G')] ~Lc G’ if G’ < G and returns
L if G’ ¢ G. Furthermore the runtime is O(3"~*(k* + (n — k)n?), where k = |G’ | and n = |G|.

Proof. We first prove that the algorithm is correct. Since the algorithm calls itself recursively with
the three graphs as in in line 13, 17 and 21 it will generate all the graphs in equation (3.6). That is,
the graphs tested for LC-equivalence against G’ in line 6 are exactly the graphs in equation (3.6).
Furthermore, if at least one of the base-cases, i.e. line 5-10, return an empty sequence then the
top-level call to the algorithm will return a sequence m such that 7, (G)[V(G')] ~Lc G’. On the
other hand, if all of the base-cases returns L then the top-level call returns L. By theorem 3.1 it
follows that the algorithm is correct.

Let’s now consider the runtime of the algorithm. We assume that the graphs are given as
their adjacency matrices. Let’s denote the running time by T'(n, k). Picking a vertex v from
the set V(G)\ V(G’), as in line 12, can be done in time O(n). There are three recursive calls
on line 13, 17 and 21, where also four local complementations are performed5. Each local
complementation can be done in quadratic time in the size of the graph. From the definition
of local complementation, definition 2.1, we see that this can be done by adding the row of the
adjacency matrix corresponding to the vertex where the local complementation is performed to

SThree local complementations for the pivot.
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the rows of its neighbors, where adding means vector-addition modulo 2. We therefore have that
the running time of the full algorithm has the following recursive expression

T(n, k) =3T(n — 1,k) + O(n?) 3.7)
where T'(k, k) = O(k*) from testing LC-equivalence of the graphs as the base-case. By induction
we see that the running time can be expressed as

-1
T(k+1,k) =300k + 3 3°0((k+1—1i)?) (3.8)
1=0

Evaluating the above expression for [ =n — k we get

n—k—1
T(n,k)=3"""(Ok(" + Y O((n-1?) 3.9)
=0
=0B" (k' + (n — k)n?) (3.10)

4. Constant time transformation

So far we have considered the task of finding the operations that take some graph state to its
qubit-minor, but what is the best way to apply these operations to the state when they are
found? Assume that we have, by some classical (or quantum) algorithm, found a sequence of
operations that takes us from the current state |G) to the target state |G’), i.e. |G’) is a qubit-
minor of |G). There are different ways to express these operations, for example as a sequence
of single-qubit Clifford operations and single-qubit Pauli measurements or as a sequence of
local complementations and vertex-deletions on the corresponding graph. From the previous
section we have also seen how these different representations can be mapped to each other. Let’s
therefore assume that we have expressed the sequence of operations as local complementations
m followed by vertex-deletions of the vertices in V(G) \ V(G’). The reason for doing this is
that we can now perform the single-qubit Clifford operations corresponding to m in parallel
and then simultaneously measure all the qubits in V(G) \ V(G’) in the standard basis. The
simultaneous measurements in the standard basis are possible since the corrections Uéz’i) are
either the identity or Z on the neighbors of v and do therefore not change the measurement basis
of neighboring vertices, in contrast to Pauli X and Y measurement.

We still need to know what corrections that are needed, depending on the measurement
outcomes of the qubits V(G) \ V(G’). In appendix A we show that vertex v € V(G’) only need to
apply (Z,)Y?, where

Yo = Z Zy (mod 2) 4.1)

ue NSOV (G7)

and z, € {0, 1} is the measurement outcome of node u. In other words, a Z operations is applied
to qubit v if the parity of the measurement outcomes of the neighbors of v (in G) is odd. Otherwise,
no correction is applied to qubit v. We emphasize that the corrections of the qubit v only depend
on the measurement outcomes of the neighborhood of that qubit in the graph G.

Another advantage of only performing measurements in the standard basis is that in some
cases it is possible to extract |G’) without destroying all the rest of the entanglement in the original
state. More specifically, consider the vertices that are adjacent to at least one vertex in V(G’) but
which are not in V(G’) themselves. These vertices are exactly the ones in the set

Nven=| U N )\v@). 4.2)
VeV (GY)
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Assume that Ny gy #V(G) \ V(G). Then the deletion of all the vertices in Ny (gry from
the graph 7,,(G) gives a graph with two connected components G’ =7, (G)[V(G')] and
m(G)[V(G) \ (Ny gy U V(G"))]. Let's denote the second connected component Gyest- We can
then see that if after performing the single-qubit Clifford operations corresponding to m, we only
measure the qubits in Ny (/) in the standard basis, followed by corrections, we arrive at the
following state

‘G/> ® |Grest> ® ® |+>v (43)

'UENV(G/)

The entanglement in |Grest) is then not wasted. Since there are in fact multiple sequences of
vertices m such that 7, (G)[V(G')] = G’, one can also try to minimize the neighborhood Ny (g
and therefore maximize the size of |Grest)-

5. Efficient algorithm based on theorem by Courcelle

As mentioned, we show in another paper [14] that the problem of deciding if G’ is a vertex-minor
of G is NP-Complete in general. Fortunately the problem is fixed-parameter tractable in the rank-
width of G and in general the size of G’, which follows from results by Oum and Courcelle in [13]
as we show below. The statement that a problem is fixed parameter-tractable in some parameter
r means that there exists an algorithm that solves the problem and has running time

O(f(r) - p(n)) .1)

where p is some polynomial and n is the size of the input to the problem. Many NP-Complete
problems are fixed-parameter tractable, which means that their time complexity is not necessarily
super-polynomial in the input size but rather in the parameter r. For NP-Complete fixed-
parameter tractable problems, the factor f(r) must scale super-polynomially with » in the worst
case, unless P = NP,

In 1990, Courcelle proved that a large class of graph problems are fixed-parameter tractable in
the tree-width of the graph [11]. Courcelle’s theorem states that any graph problem specified by
a monadic second-order logic (MS) formula can be solved in linear time on graphs of bounded
tree-width. The tree-width is a notion which essentially describes how tree-like a graph is [30].
Many problems that are hard in general become tractable on trees, as for example the subgraph
isomorphism problem [19]. The same holds for graphs which are not too different from trees,
i.e. have a low tree-width, which is exactly what Courcelle’s theorem states. Since the original
theorem by Courcelle, there has also been many generalizations including the same statement
but using rank-width. Bounded rank-width captures a larger class of graph than tree-width,
for example complete graphs have minimal rank-width. Importantly here is that rank-width is
invariant under local complementations and non-increasing under vertex-deletions [27]. We give
more details on rank-width in appendix 2(f).

MS logic is an extension of first-order logic, which allows for quantification over sets [12].
Courcelle’s theorem actually holds for a strictly more expressive logic called counting monadic
second-order logic (CMS) where one can also express whether the size of a set is zero modulo
p [12]. A sublanguage of CMS is CoMS where p is restricted to be 2 and one can therefore express
whether the size of a set is even or odd.

Any graph problem specified by a CoMS formula can be solved in cubic time on graphs of
bounded rank-width, which is due to theorem 6.55 in [12]. We state this formally in theorem 5.1.
This is the result we make use of in this section to find an efficient algorithm for the vertex-minor
problem.

It turns out that the vertex-minor problem is expressible in CoMS, which we formally state in
theorem 5.2. By theorem 5.1 and theorem 5.2 we see that the problem of deciding whether |G’)
is a qubit-minor |G) is fixed-parameter tractable in the rank-width of G and in the size of G’ in
general, as we captured in theorem 1.1. The reason the qubit-minor problem is fixed-parameter
tractable in both rwd(G)) and |G| is because the formula VM in equation (5.20) depends on G.
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Note that if conjecture 5.1 is true this dependence of |G| in the running time can be removed. If G’
is restricted to be a certain type of graph or if we ask the question whether G has a vertex-minor
on the subset U C V(G) with a given property instead, then the running time does not need to
depend G’ or U respectively, see theorems 1.2 and 5.3, even if conjecture 5.1 is false.

Algorithm 2 below gives a high-level description of how to solve the vertex-minor problem
efficiently on graphs of bounded rank-width. The overall runtime of the algorithm is O(f(|G’|,7) -
|G|?) and is dominated by line 6. In line 5, the CoMS formula VM’ defined in equation (5.40) can
be constructed in time O(|G’|). An assignment oy, as in line 6 can be found in time O(f(|G’|,r) -
|GI?) due to Courcelle’s theorem for CMS selection problems [12] together with a proof similar
to theorem 5.1. Finally a sequence of switchings m taking the Eulerian vector (0, V(G), 0) to the
oy(Xe, Ye, Ze) can be done in time O(|G|) as we show in appendix C.

Algorithm 2 Algorithm that decides if G’ < G. Runtime: O(f(|G’|,7) - |G|3)
Input: (G,G’) where rwd(G) =r.
Output: A sequence m such that 7, (G)[V(G')] =G’ if G' < G.
1 if ' £ G.

1: function 1S_VM(G,G’)

2 if V(G') ¢ V(G) then

3 return |

4: end if
5: Construct the CoMS formula VMY, (X, Xe, Ye, Ze) > See eq. 5.40.
6.
7
8
9

Find an assignment oy, such that G = VMg, (X — V(G"), ay(Xe, Ye, Ze))
if There is no such ay then
return L
: else

10: Find a sequence of switchings m taking (0, V(G), 0) to oy (Xe, Ye, Ze) > See sec. 5(d)
11: return m
12: end if
13: end function

(a) Monadic second-order logic

Monadic second-order logic is an sublanguage of second-order logic which in turn is an extension
of first-order logic. In MS one can quantify over sets® compared to first-order logic which is
restricted to only quantification over elements. For a detailed reference on MS and its extensions,
see the book by Courcelle and Engelfriet [12].

MS formulas on graphs uses variables which are either vertex variables z, y, . . . or set variables
X,Y, ..., which are sets of vertices. A MS formula is a finite string built up by the atomic formulas
z =1y, z € X and ADJ(z, y)7 together with the following recursive rules [24]:

(1) If ¢ is a formula, then so is —¢.
(ii) If ¢1 ... ¢; are formulas, then so are (¢1 V- -+ V ¢;) and (41 A -+ A ¢p).
(iii) If ¢ is a formula, then so are 3z : ¢,V : ¢, X : p and VX : ¢.

The variables of a formula which are not part of a quantifier, as in rule (iii) above, are
called free variables. A formula with no free variables is called a sentence. We write
o(X1,...,X;,21,...,xm) for a formula with free variables X;...X;z;...zm. To simplify

%In second-order logic one can more generally quantify over predicates. MS is restricted to quantification over predicates with
one argument (monadic), which is equivalent to quantification over sets.
"Expressing whether (z, y) is an edge in the considered graph.
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formulas we will sometimes make use of the following abbreviations

(p=v)= (-0 V) (5:2)
(pe)=(0=Y) A (Y= 9)) (5.3)
(XCY)=(Vo: (€ X =z €Y)). (5.4)

A MS formula is related to a graph G by the atomic formula ADJ(x,y), which is true if
and only if (z,y) is an edge in G. If a MS sentence ¢ is true on a graph G, we say that G
models ¢ and write this as G |=¢. For a formula with free variables, an assignment « is a
mapping from the free variables to vertices and subsets of vertices of a graph G. If a MS formula
&(X1,..., X, ®1,...,xm) is true on a graph G with the assignment o, we say that « satisfies ¢ on
G and write this as

GEda(X1),...,a(X)),a(z1),...,(xm)). (5.5)

If o assigns v to the free variable =, we write this as x + v. Furthermore, if a formula has free
variables X = X1 ... Xjz1 ... zm then we sometimes write ¢(X') and ¢(a (X)) for an assignment
of these variables. When considering a formula on a graph we implicitly assume that the
quantifiers are over the vertex-set of the graph, i.e.

GEevr:¢x) iff N\ GrEéa—) (5.6)

veV(G)

As an example the complete graph satisfies the following formula

Kn EVYz,y: (-(z=y) = ADI(z,y)). (5.7)

There are many NP-Complete problems that can be defined in MS, including for example 3-
colorability [16]. In extensions of MS, one can also consider optimization problems such as
minimum vertex cover and traveling sales person [24].

(b) MS problems and complexity

Given a MS formula, there are multiple problems one can consider. We will here be interested in
model-checking, property-checking and selection problems, but will also include listing, counting
and optimizing for completeness. Below we define these different problems and further details
can be found in [12].

o Model-checking: Given a sentence ¢ and a graph, decide if G |= ¢.

e Property-checking: Given a formula ¢(X’), a graph G and an assignment «, decide if
G E ¢la(X)).

e Selection: Given a formula ¢(X) and a graph G, find an assignment « such that G =
¢(a(X)) or if there is no such assignment output L.

e Listing: Given a formula ¢(X) and a graph G, find the set of assignments {a : G =
$(a(X)}.

o Counting: Given a formula ¢(X’) and a graph G, find the size of the set of assignments
{a: GE ¢(a(X))}.

e Optimizing: Given a formula ¢(X) and a graph G, find the maximum cardinality of a set
assigned to X, i.e. max({|a(X)| : G = ¢(a(X))}).

In the above definitions we have only considered the problem of finding assignments to all
the free variables of a formula for simplicity. One can also consider similar problems as above,
where one is given a formula ¢(X,)), a graph G, an assignment «ay to the free variables Y
and where the task is to find an assignment to the rest of the free variables, i.e. a az such that
G = ¢(a(X), ay(Y)). It turns out that all the above problems are fixed-parameter tractable® in

8Note that the output of the listing problem is possibly super-polynomial in the size of the graph. Thus for the listing problem,
fixed-parameter tractable means polynomial scaling in the size of the input plus the size of the input.
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the formula and the clique-width of the graph, as shown in [12]. The same is therefore true for
rank-width, since rank-width is bounded if and only if clique-width is bounded [22].

Theorem 5.1. There exists an algorithm which checks whether an assignment o satisfies a CoMS formula
¢(X) on G, i.e. whether G |= ¢p(a(X)) or not, and has a running time
O(f (6], rwd(G)) - |GI*). (5.8)

where rwd(G) is the rank-width of G and f is an computable function.

Proof. Theorem 6.55 in [12] states that CMS model-checking problem can be solved in time
O(f(¢,ewd(G)) - [GI*), (5.9)

where cwd(G) is the clique-width of G. In section 6.4.1 of [12] it is also shown that the
CMS property-checking problem can be reduced to the CMS model-checking problem and can
therefore equivalently be solved in time as in equation (5.9). Furthermore, in definition 6.1 of [12]
they show that the CMS model-checking problem can be solved in time

O(f(l¢l, cwd(G)) - |GI?), (5.10)

since there are only finitely many sentences of size bounded by a given integer. The theorem
then follows since the rank-width is bounded if and only if the clique-with is bounded, which is
because
rwd(G) < ewd(G) < 2WHEHL _ (5.11)
as shown by Oum in [22]. O
In many cases it is in fact the quantifier rank, see definition 5.1 below, which dominates the
runtime to solve MS problems. For example in [25] it is shown by Langer, Rossmanith and Sikdar
that the MS model-checking problem, i.e. if G |= ¢, can be solved in time O(f(qr(¢), cwd(G)) -
|G|?)). As discussed with Langer, it is probably possible to extend this statement to also the CMS

model-checking problem and therefore CMS property-checking problem. We therefore make the
following conjecture,

Conjecture 5.1. There exists an algorithm which checks whether an assignment « satisfies a CoMS
formula ¢(X) on G, i.e. whether G |= ¢p(a(X)) or not, and has a running time

O(f(ax(@), rwd(G)) - |GI"). (5.12)
where qr(¢) is the quantifier rank of ¢, rwd(Q) is the rank-width of G and f is a computable function.

Definition 5.1. The quantifier rank qr(¢) of a formula ¢ is the maximum number of nested quantifiers as
defined in [24] and can be found by the following recursive relations.

qr(¢) =0, if ¢ is atomic qr(3z: ¢(z)) =qr(¢p) + 1 (5.13)
ar(—¢) =qr(¢) qr(3X : ¢(X)) =qr(¢) +1 (5.14)
ar(¢ vV ¢) = max({qr(¢), ar(¥)}) qr(Ve: ¢(z)) = qr(d) +1 (5.15)
ar(¢ A ) =max({qr(¢), ar(¢)}) ar(VX : ¢(X)) =qr(¢) + 1 (5.16)

(c) Vertex-minor as CoMS formula

In [13] Courcelle and Oum show how one can express whether a graph G’ is a vertex-minor of G
in counting monadic second-order logic CoMS. We restate this here and also provide the explicit
CoMS formula and its quantifier rank. In appendix B we explicitly provide all subformulas we
make use of here, which can also be found in [13]. These formulas and the statement of this section
build heavily on the concept of an isotropic system which was introduced by Bouchet in [6]. We
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will not go into the details of isotropic systems here; more details can be found in [6]. The reason
for the relation to isotropic systems is that an isotropic system describes an equivalence class of
graphs under local complementation. Importantly, an isotropic system’ S(G) given by a graph
G has a number of Eulerian vectors and each of these Eulerian vectors describes a LC-equivalent
graph to G. Furthermore, any LC-equivalent graph to G is described by some Eulerian vector of
S(G). We will here describe a Eulerian vector by three pairwise disjoint subsets of the vertices of
G whose union is V(G) and write this as a tuple (Xe, Ye, Z.). The set of Eulerian vectors of S(G)
will be denoted as £(S(G)). The formula EUL(Xe, Ye, Ze) in equation (A 5) describes whether
(Xe,Ye, Ze) is a Eulerian vector of S(G), i.e.

G EEUL(Xe = Ue, Ye 3 Ve, Ze = We)  iff  (Ue, Ve, We) € E(S(G)). (5.17)

As mentioned above, the set of graphs described by the Eulerian vectors of S(G) are exactly
the LC-equivalent graphs to G. Bouchet used this to develop an efficient algorithm to test LC-
equivalence between graphs in [8], which has been used to efficiently test single-qubit Clifford
equivalence of graph states in [31]. Let’s denote the LC-equivalent graph to G described by the
Eulerian vector (Xe, Ye, Ze) as G(Xe, Ye, Ze). We will now find a formula that captures whether
a graph G’ is a vertex-minor of G. From the above and equation (2.22) we have that G’ < G if and
only if there exists a Eulerian vector (Xe, Ye, Z¢) such that

G(Xe,Ye, Ze)[V(G) =G (5.18)

How do we express this as a CoMS formula? The formula ADJ(u, v, Xe, Ye, Ze) in equation (A 7)
describes whether the edge (u, v) is an edge of the graph G(Xe, Ye, Z¢), i.e.

GEADJ(z—u,y— v, Xe— Ue,Ye = Ve, Ze = We)  iff  (u,v) € E(G(Ue, Ve, We)).  (5.19)
Using equation (5.19) we can express whether G’ is a vertex-minor of G, as described in the

following theorem.

Theorem 5.2. For any G with vertex-set V(G')={x1,...,x1}, there exists a CoMS formula
VMg (21, - . ., xy) such that

G = VMg (a(z),...,a(zy) iff a(G) <G, (5.20)

where x; are the free variables of the formula, o is a bijection from V(G') to a subset of V(G of size k. In
equation (5.20), « functions both as an assignment of the free variables of VM and as a relabeling of the
vertices in G' by o(G). This dual-purpose of « is valid since we identify the free variables of VM with the
vertices of G'. To be precise, by a(G) we mean the graph

oG) = ({a(z) : € V(G)} {(a(z),a(y)) : (z,9) € E(G)}). (5:21)
Furthermore the length and quantifier rank of VM has the following scaling

VMg | = O(IG']%),  ar(VMg) =10=0(1). (5.22)
Proof. We prove this by explicitly providing the CaMS formula as follows

VMG/(xl,...,xk):EIXG,Ye,Ze:(EUL(Xe,Ye,ZC)A N ADI(z,y, Xe, Ye, Ze)
(z.9)€E(G")

A /\ ﬁAD](x,y,Xe,Ye,Ze)>
(z.y)¢E(G")
(5.23)

There are actually multiple isotropic system S(G, A, B) related to a graph, depending on the choice of supplementary

vectors A and B, see [6]. Here we consider a canonical isotropic system S(G) and chose the supplementary vectors to be
A=(w,...,w)and B=(1,...,1), where w is a primitive element of F4
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It is then clear that equation (5.20) is true, since if G = VM(a(z1), ..., a(z))) then we know that
there exist an LC-equivalent graph to G which induced subgraph on V(G’) has the edge-set
{(a(z), a(y)) : (z,y) € E(G")}. This is precisely a(G") and therefore a(G’) < G. Furthermore, if
a(G’) < G then we know that there exist a Eulerian vector (Ue, Ve, We) such that

/\  Abi(a(z),a(y),Ue, Ve, We) A N\ —ADI(a(x), a(y), Ue, Ve, We)  (5.24)
(z.y)€B(G) (z,y)EE(C)
is true.

Next we show how the length and quantifier rank of VM scale with G’. Firstly the length
clearly scales as

VM| = O(|E(G")|) = O(IG"]%). (5.25)

The quantifier ranks of the subformulas used here are given in appendix B and in particular we
have that qr(EUL) = 7 and qr(ADJ) = 7. Thus, we have that the quantifier rank of VM is

qr(VM) = 3 + max({qr(EUL), qr(ADJ)}) = 3 + max({7,7}) =10 =O(1). (5.26)
O

It is easy to see that theorem 1.1 is a direct consequence of theorem 2.2, theorem 5.1 and
theorem 5.2.

As mentioned earlier, it is possible to specify in CoMS whether a graph has a vertex-minor on
a subset of the vertices with a given property. We capture this in the following theorem.

Theorem 5.3. Given a CoMS sentence ¢ specifying some graph property P, then there exists a CoMS
formula PROP_VM,(X) capturing whether a graph has a vertex-minor on X which satisfies P, i.e.
G EPROP_VM (X = U) iff 3G":(V(G)=U)A(G'<G)A (G E9) (5.27)
Proof. Let ¢’ be the formula made from ¢ by replacing all instances of the predicate ADJ(z,y) by
the formula ADJ(z,y, Xe, Ye, Z¢). If (Ue, Ve, We) is a Eulerian vector of S(G), then we have that
GEW (Xers Ue,Yers Ve, Ze s We) iff G(Ue, Ve, We) = ¢. (5.28)

The expression on the right of the above equation states that the LC-equivalent graph
G(Ue, Ve, We) models ¢, but what we want is that the induced subgraph G(Ue, Ve, We)[X] models
#. This can be done by restricting all the quantifiers in ¢’ to the set X. Thus, let ¢” be the formula
made from ¢/’ by making the following changes to all the quantifiers

Vy:ely) = Vy:(ye X =14(y)) (5.29)
VY ip(Y) — VY (Y CX=9(Y)) (5.30)
Jy:y) — Fy:(ye X AY(y)) (5.31)
YY) — Y (Y CTXAp(Y)). (5.32)

We then see that if (Ue, Ve, We) is an Eulerian vector of S(G), then
GE" (XU XeUe,Yers Ve, Ze s We) iff - G(Ue, Ve, We)[U] = 6. (5.33)

The formula PROP_VM can then be built by checking if there exists a Eulerian vector such that G
models ¢”, i.e.

PROP_VM,(X) =3Xe, Ye, Ze : [EUL(XE, Yo, Ze) A6 (X, Xe, Ye, Ze)] . (5.34)
0

Since it is possible to specify whether a graph is a complete graph in CoMS, see equation (5.7),
we see that theorem 1.2 directly follows from theorem 2.2, theorem 5.1 and theorem 5.3. Let’s
use the method in the proof of theorem 5.3 to explicitly find the formula expressing whether a
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graph has the complete graph as a vertex-minor on the subset X. Let COMPLETE be the formula
in equation (5.7) which is modeled by G if G is a complete graph. We first find COMPLETE' by
replacing the predicate ADJ(x, y)

COMPLETE' (X, Ye, Ze) = Vz,y: (—(z =y) = ADJ(z,y, Xe, Ye, Z)). (5.35)
Then replacing the quantifiers as in equations (5.29)-(5.32) we get the formula

COMPLETE" (X, X, Ye, Ze) =V : [:v ceX= (Vy ry€X = (—(z=y) = ADI(z,y, X, Ye,Ze)))]

=Vx,y: [((a: eXIN(yeX)AN(z= y)) = ADJ(z,y, Xe, Ye, Ze)]
(5.36)

Finally by using the equation (5.34) we arrive at the formula
COMPLETE_VM(X) = 3Xe, Ye, Ze - [EUL(Xe, Ye, Ze) A COMPLETE” (X, Xe, Ye, Ze)} (5.37)
which has the following property
G =COMPLETE_VM(X — U) iff Ky <G (5.38)

where Ky, is the complete graph with vertex-set U.

(d) Finding the sequence of operations

In this section so far, we have looked at the problem of deciding whether G' is a vertex-minor
of G, but if this is true then how does one find the sequence of operations that takes G to G'?
Similarly, if |G’} is a qubit-minor of |G), what sequence of operations takes |G) to |G’)? We will
here describe two ways to find the sequence of operations.

Method 1: The first way is slightly simpler but increases the runtime from the decision problem
by a factor of |G|. The idea is to use an algorithm that solves the decision problem of whether
G’ is a vertex-minor of G to iteratively find the sequence of operations. Let’s therefore assume
that we know that G’ < G. Furthermore, let v be a vertex in V(G) \ V(G"). From theorem 3.1 we
know that G’ is a vertex-minor of at least one of the three graphs G \ v, 7v(G) \ v or Ty (G) \ v.
By using an algorithm for the decision problem we can decide which of these three graphs has
G’ as a vertex-minor. Let’s denote one of these graphs by G and the operation that takes G to
G1 as Pi,ie. Gy = P1(G). Thatis, P is either (_) \ v, 7v(_) \ v or T,(_) \ v, such that G’ < G1 <
G. Now perform the same step again to find an operation P» taking G to a graph G2 which
has G’ as a vertex-minor. Perform the step n — k times, where n = |G| and k = |G’|. It is then
clear that the sequence P =P,,_ o--- o P takes G to a LC-equivalent graph of G’. From P it is
easy to find the induced sequence of local complementations m such that 7, (G)[V(G")] ~Lc G’
Finally we can use the algorithm in [8] to find a sequence of local complementations m’ such
that 7,,, o 7m (@) [V (G')] = G’. Assume that |G’| and rwd(G) are bounded'’. Then according to
theorem 1.1 the decision problem can be solved in time O(n?). To find P we need to run the
algorithm for the decision problem O(n — k) times and compute P;(G;_1) the same number of
times. Computing P;(G;_1) can be done in time O(n?), as described in section 23. Lastly finding
the sequence m’ can be done in time O(k*). Thus, the total runtime is

O((n® +n?)(n — k) + O(k*) = 0(n?) (5.39)

Method 2: Another way to find the sequence of operations that takes G to G/, given that G <G, is
to formulate the problem as a CoMS selection problem as described in section 5(b). Recall that an
algorithm that solves the CoMS selection problem takes as input a formula ¢ with free variables
X, Y, an assignment «;; to the free variables X’ and a graph G and returns an assignment o, such
that G = ¢(az (X), ay(Y)) or returns L if no such assignment exists. We will now formulate a
selection problem by making X, Y. and Ze free variables in equation (5.20) instead of quantifier

197f conjecture 5.1 is true, then |G’ | does not need to be bounded.
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variables. Therefore, let H be an isomorphic graph to G’ with vertex-set V(H) = {z1, ..., 7} } and
define the CoMS formula

VMY (21, ... 2, Xe, Ye, Ze) =BUL(Xe, Ye, Ze) A\ ADI(z,y, Xe,Ye, Ze)  (5.40)
(x,y)€B(H)

Let o be a bijection from V(H) to V(G’) such that a(H) = G’. We then have the following
property of the formula VM’

Joe : G = VMYy (o (21, . . . xp), ce(Xe, Ye, Ze)) iff G'<G. (5.41)

From theorem 6.55 and similar arguments as in the proof of theorem 5.1 we know that we can
solve the selection problem in time O(n?) if k and rwd(G) are bounded, where n = |G| and k =
|G’|. Thus, given an assignment to the free variables (Xe, Ye, Z¢), i.e. given an Eulerian vector
(Ue, Ve, We) such that G(Ue, Ve, We)[V(G')] = G/, the question is then how to find a sequence of
local complementations that takes G to G(Ue, Ve, We). In appendix C we show how to do this in
time O(n), which shows that the total runtime is

O(n?®) + O(n) = 0(n?). (5.42)

6. Discussion

The problem of deciding whether a stabilizer state |S;) can be obtained from another |Ss) by
single-qubit Clifford operations, single-qubit Pauli measurement and classical communication is
equivalent to deciding if some graph G’ is a vertex-minor of another graph G. We showed here
that the vertex-minor problem can be solved in cubic time in the size of G on instances where G
has bounded rank-width and G’ has bounded size, by using the theory of monadic second-order
logic and a version of Courcelle’s theorem. Furthermore, if conjecture 5.1 is true then the vertex-
minor problem can be solved in cubic time in the size of G on the strictly larger class of instances
where G has bounded rank-width and G’ is arbitrary. A direct implementation of Courcelle’s
theorem is however not practical, due to a huge constant factor in the runtime of the algorithm.
Finding more tailored algorithms for the vertex-minor problem on graphs of bounded rank-width
is therefore of value. In [14] we provide an efficient algorithm for graphs of rank-width one, which
does not have a huge constant factor in the runtime.

Given some graph property P expressible in CoMS one can decide if a graph G has a vertex-
minor on a subset U C V(G) that satisfies P, in cubic time in the size of G for graphs with bounded
rank-width, as we show in section 5(c). The graph property P can be for example that the graph
is a complete graph or that it is k-colourable. Testing for for example 2-colourable qubit-minors
could be interesting in the context of purification since it has been shown that the purification
schemes in [4] purify all 2-colourable graph states.

In section 5(d) we also showed how to find the sequence of operations that take |G) to its
qubit-minor |G’). Finally in section 4 we showed how these operations can be applied in constant
time in the size of the graph states and how this can be done without destroying all the rest of
the entanglement in the source state. An open question is how to find an optimal sequence of
operations that destroys a minimum amount of entanglement in the rest of the state.

Data Accessibility. The implementation of concepts and algorithms, written in SAGE and MONA, can be
freely accessed from the git-repository at [1].
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A. Corrections from sequence of Pauli Z measurement

By performing a measurement in the standard basis of a qubit v which is part of a graph state
|G), one can effectively disconnect qubit v from the rest of the state and produce the state |0), ®
|G \ v). Depending on the measurement outcome, certain single-qubit Clifford operations need
to be performed to map the post-measurement state to |0), ® |G \ v), as described in section 2(d).
One can therefore effectively cut out a graph state on a subset of the qubits V/, i.e. producing the
state |G[V]), by measuring the qubits in V(G) \ V' in the standard basis and performing certain
single-qubit Clifford operations. Here we show what corrections need to be applied to the qubits
V', such that the post-measurement state is mapped to the state |G[V']).

Let’s assume that |G) is a graph state and we wish to transform this to |G[V’]), by measuring
the qubits U = V(G) \ V' in the standard basis. Let’s denote the qubits in U as {v1,va, ..., vn_x}
and the measurement outcome of qubit v; by'! z; € {0, 1}. Furthermore, let’s denote the projectors
in the Z basis as P(O) (Z ") and qul) = PTEZ’_). The post-measurement state is then given by

[Yliosky = gnmkplenor) L plr2) plEY ). (A1)

By acting with the projectors on |G) we find by induction on n — k that the post-measurement
state can be evaluated to

n—k
[Wlost) = (@ 7551 wadiivg) |y )® ((H(Z[NmV’D“) |G[V/J>), (A2)
=1 =1

where adj(u, v) is 1 if (u, v) is an edge in G and zero otherwise and where Z[X]is [ [, x Zz. One
can see this by checking that indeed

2P1S:"kk |1/’g<;’t€71> |1/Jpost> (A 3)

by using equations (2.15) and (2.19). The operations on the qubits in V(G) \ V' in the left part of
equation A 2 will only give a global phase as follows

n—k ) n—~k )
i=1 =1
n—k

:(71) e Z, 1:6 zjadj(vs,v;) ® |xz (A4)

The exponent in the global phase Y 7, Z = 1 z;xjadj(vs, vy) is in fact the number of edges in
the induced graph G = G[{v; 1 z; = 1}] Let’s now consider the correction operators in the right
part of equation A 2. A qubit v € V' will have a Z contribution from the ith factor if v € Ny, and
x; = 1. Thus, we see that the total contribution on qubit v is given by

ZY"  where 1y, = Z x; (A5)
i€{i:v;EN,\V'}

Finally we find that the post-measurement state from equation A 2 is given by

n—=k
[noaky = (—1)1E(C=)] (@m ) ((H z%) GV >) (A6)
=1 veV’

""We identify 0 and 1 with the measurement outcomes +1 and —1, respectively.
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B. Vertex-minor formula

Here we provide the CoMS formulas'?> which we make use of in section 5(c). We state what the
formula expresses and its quantifier rank in table 1.

Table 1. The CoMS formulas used in section 5(c), what they express and their quantifier rank. b,, is the unique vector in
S(G) with respect to (Xe, Ye, Ze) as defined in [13].

’ Formula ‘ True if and only if

[ ar |
DIsjOINT(X,Y, Z) X,Y and Z are pairwise disjoint 1
PART(X,Y, Z) (X,Y, Z) is a tripartition 1
EVENINTER(Q, v) [Ny NQ|=0 (mod 2) 2
MEMBER(X, Y, Z) (X,Y, Z) is a vector of S(G) 4
EUL(Xe, Ye, Ze) (Xe,Ye, Ze) is a Eulerian vector of S(G) | 7
BASE(X,Y, Z, Xe, Ye, Zo) | (X,Y, Z)is by wrt. (Xe, Ye, Ze) in S(G) | 4
ADJ(u,v, Xe, Ye, Ze) (u,v) is an edge of G(Xe, Ye, Ze) 7

DISJOINT(X,Y, Z) =Vz: (n(ze X Az eY)A-(zeX Az€Z)A~(zeY AzeZ)) (Al

PART(X,Y, Z) = (vg: [(weXVzeYVreZ) ) A DISJOINT(X, Y, Z) (A2)
"V=XUYUZ"
EVENINTER(Q,v) =VR: (Vu:u € R< (ADJ(u,v) Au€ Q) ) = EVEN(R) (A3)
"R=N,NQ"

MEMBER(X, Y, Z) = DISJOINT(X, Y, Z) A

3Q: <Vv : ((v € X < (v¢ Q A —EVENINTER(Q, v)))A

(veY < (veQ AEVENINTER(Q,v)))A
(ve Z < (ve QA -EVENINTER(Q,v)))A

(~veXVvEYVVEZ)=WEQA EVENINTER(Qm)))))]

"weV (G)\(XUYUZ)"
(A4)
EUL(Xe, Ye, Ze) =(PART(Xe, Ye, Ze))A
[VX, V,Z: (X CXeANY CYe ANZC Ze AMEMBER(X, Y, Z))
ﬁ(vv:ﬁ(vexvl}eyvﬂez»] (A5)

"X=Y=Z=0"

12 Note that there seems to be a typo in [13] since they use the formula V = X. UY, U Z, to express that the vector
(Xe,Ye, Z.) is complete, i.e. that each element of the vector is non-zero. This is however not true, consider for example
the sets X, =Y, = Z. = V which corresponds to the zero-vector since 1 + w + w? = 0 and is therefore not complete. Their
formula for whether (X, Ye, Z.) is a Eulerian vector is on the other hand still correct since the second part of the formula
can never be true for a non-complete vector (X, Ye, Z.) for which V =X, U Y, U Z..
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"weXUYUZ"
BASE(X,Y, Z, Xe, Ye, Ze,v) =MEMBER(X, Y, Z) A(ve X VveY VV € Z)A

[Vu:—\(v:u) =

((uGX:MLGXe)/\(ueYéuGYe)/\(ueZéueZe))}
(A6)

ADJ(u,v, Xe,Ye, Ze) =-(u=v)A

[HX, Y, Z: (BASE(X, Y, Z, Xe, Ve, Ze,0) A (W€ X VUEY Vue Z))]

"wEXUYUZ"
(A7)

C. Local complementations from Eulerian vector

Let’s assume G is a graph, S(G) its canonical isotropic system and (Ue, Ve, We) an Eulerian vector
describing the graph G(Ue, Ve, We). We here consider the question of how to find a sequence of
local complementations m, such that 7 (G) = G(Ue, Ve, We). In this section we will represent
Eulerian vectors as vectors in F instead of tripartitions of V(G), where n = |G|. A tripartition
(Ue, Ve, We) induces the vector

1 ifveUe
Av)=qw ifveVe (A1)
w? ifveWe

where A(v) is element v of the vector A € F}} and w is a primitive element of F4. In [9] it is shown
that for any Eulerian vector A of an isotropic system there exists exactly one other Eulerian vector
A’ which differ from A in only the element v. This other Eulerian vector A’ is denoted A * v and
is called a switching of A. Furthermore, the switching induces a local complementation on the
graphs the Eulerian vectors describe. More precisely, if the Eulerian vector A describe the graph G,
then the Eulerian vector A * v describe the graph 7, (G). Thus, if we find a sequence of switchings
taking the Eulerian vector describing G to the Eulerian vector describing G(Ue, Ve, We), we have
also directly found a sequence of local complementations taking G to G(Ue, Ve, We). The Eulerian
vector of S(G) describing G is given as Ag = (w, ...,w) and the one describing G(Ue, Ve, We) is
given as in equation (A 1). A sequence of switchings taking Ag to A can be found in linear time
similarly to the method described in section 4 of [8]. The idea is to go over the vectors Ag and A
element by element and make these equal one by one. Let’s consider a vertex v € V(G) and the
four vectors Ag, Ag * v, A and A * v. These four vectors cannot all differ in the element v, since
there are only three non-zero elements of F, i.e. {1,w,w?}. Repeating this process for all elements
of V(G) will give two sequences of switchings, m; and mg, one for Ag and one for A such that

Apxmqp=Axma. (A2)
Since the switchings are involutions we have that
AO * (mlm2) =A (A 3)

and therefore that
Tmimo (G) :g(Ue’V€7W€)7 (A 4)

where m1mm3 is the sequence m, followed by the reversal of ma. Finding m = m1ma thus takes
time O(n).
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