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a b s t r a c t

Wire and Arc Additive Manufacturing (WAAM) emerged as a manufacturing process for

large scale structures with extensive form and design freedom. WAAM can be fully

exploited once the relation between the transient thermal history and its relation to

microstructure development and resultant mechanical properties is established. This rela-

tion can be further used for computational design tools such as Topology Optimization. This

paper presents a model to predict the relation between the thermal history and solid-state

phase transformations in a widely applicable High Strength Low Alloy steel ER110S-G. The

transient thermal history of parts manufactured by WAAM is modelled using finite element

analysis. The modelled thermal history is validated with thermocouple measurements. Our

results show that a critical cooling cycle is responsible for the solid-state phase trans-

formation in an AM part. The cooling rate of this particular cooling cycle is superimposed

onto an experimentally constructed Continuous Cooling Transformation (CCT) diagram to

determine the local solid-state phase fractions. The predicted phase fractions in three wall

samples with different design and processing conditions of AM parts are used to predict the

hardness. The predicted hardness is 10% higher than the measured hardness of AM sam-

ples. The effect of tempering is also considered in the model through JMAK equation. The

results show that the tempering is caused in regions with high martensite content and it

lowers the hardness by 8 � 10%. The micrographs of the AM parts show that the micro-

structural features are same for the AM parts with similar critical cooling rates.
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1. Introduction

Wire and Arc Additive Manufacturing (WAAM) has recently

emerged as a novel manufacturing method with extensive

form freedom for large-scale structures, especially in mari-

time and aerospace applications [1,2]. In WAAM, the metal

wire is melted by an electric arc and deposited along pre-

defined paths. The deposition typically happens layer-by-

layer starting on a substrate, as schematically shown in

Fig. 1. WAAM has been employed for a wide range of metallic

materials including Titanium alloys, Nickel based alloys,

Aluminum alloys, and Steels [3]. WAAM technology is

currently used to manufacture shapes that are not feasible for

conventional manufacturing technologies with milling and

casting.

Topology Optimization (TO) is a computational design tool

through which optimal geometric layout of a component with

enhanced mechanical performance is determined [4], and TO

designs are typically geometrically complex. Near net shape of

complex structures can be realised by WAAM with high

dimensional accuracy [5e9]. TO in conjunction with WAAM

can be used to utilise the potential of manufacturing tech-

nology [10].

Themechanical properties of thesemetalWAAMparts can

vary significantly depending on the microstructural develop-

ment during the manufacturing process, as a result of the

complex thermal history [11e14]. The material locally expe-

riences multiple thermal cycles depending on the design

features, deposition strategies, process conditions, and ma-

terial properties. Themost common design studied is a simple

wall. The thermal history experienced by such a simple wall is

numerically evaluated and experimentally measured [15e18].

Even for a simple thin wall, as shown in Fig. 1, the thermal

history experienced by material points is substantially

different at different wall locations. For example, near the

substrate, multiple heating, and cooling cycles are experi-

enced, whereas the topmost layer of the wall experiences only

a single heating and cooling cycle. The material deposited

near the substrate exhibits a higher hardness than the
Fig. 1 e Schematic representation of the WAAM pro
material deposited farther away. This is because the substrate

acts as a heat sink and facilitates rapid cooling for thematerial

points close to it, leading to a microstructure with a dominant

martensite phase [15]. However, the effect of the substrate for

material points further away from it diminishes, causing a

reduction in cooling rates and a reduction in the martensite

phase fraction [19e21]. Thin walls intersecting at a junction

are also studied [22,23]. These studies conclude that since

there is more material in the proximity of the junction local

thermal diffusivity is high, which facilitates heat towards the

base plate at the junction compared to regions far away. The

design-induced thermal inhomogeneity is also partially due to

the number of times the junction is in contact with the heat

source compared to the material points far away from the

junction. Heat accumulation due to local design change also

leads to low cooling rates [24].

Apart from the local design features, process parameters

that influence the thermal history are wire feed rate, travel

speed of the heat source, inter-pass dwell time, and the

associated inter-pass temperature. The heat input is propor-

tional to the ratio of wire feed rate and travel speed [11,15,25].

Consequently, variation in the heat input can lead to varia-

tions in the microstructure [15]. Inter-pass dwell time is the

duration between the end and initiation of two subsequent

layers. Increasing the inter-pass dwell time allows more time

for the part to cool down. For thin walls, increasing the dwell

time can result in a more uniformmicrostructure because the

thermal conditions of the deposited material and pre-

deposited material would remain the same for every layer

[26]. However, increasing dwell time increases the duration of

manufacturing and therefore implies a higher cost of pro-

duction [27]. Inter-pass temperature is the temperature at

which the deposition of the next layer starts. It is observed

that a thin wall structure manufactured with high inter-pass

temperature, leads to a thermal condition where the mate-

rial experiences high temperatures for a longer time. For

steels, the cooling rates reported at the high inter-pass tem-

perature are low. The low cooling rate results in solid-state

phases with lower strength which reduces the overall yield

strength of themanufactured part [28]. The deposition pattern
cess of a thin wall in a layer-by-layer manner.

https://doi.org/10.1016/j.jmrt.2023.01.214
https://doi.org/10.1016/j.jmrt.2023.01.214


Fig. 2 e Schematic illustration of deposition paths of the overlapping and oscillating deposition strategies used by Aldalur

et al. [14] to investigate their effect on the mechanical properties.
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also influences the thermal history experienced throughout

the part. Thinwall structures produced by deposition patterns

with overlapping and oscillating strategies, shown in Fig. 2,

show that the oscillating strategy leads to lower cooling rates

than the overlapping strategy [14,29]. This is because, with an

oscillating strategy, the frequency of the heat source returning

to the same material point is higher than that of the over-

lapping strategy, consequently leading to higher temperatures

and lower cooling rates, hardness, and strength. This could be

attributed to the presence of a high fraction of the soft ferrite

phase.

Our aim is to establish the relationship between the ther-

mal history obtained from the WAAM process and the

resultingmechanical properties. This will pave the way to use

this particular relation in to generate designs with desired

properties. A requirement for TO is that a simulation corre-

lating between a physical quantity and resulting properties

should be computationally inexpensive. This is because of the

iterative nature of the optimization process typically con-

sisting of hundreds of iterations and the simulation per-

formed for each iteration of the optimization.

We choose to study the effect of the WAAM process on

High-Strength Low Alloy (HSLA) steel ER110S-G, which ex-

hibits excellent weldability and is suitable for the WAAM

process [30]. Microstructure of HSLA steel encompasses

various aspects such as grain size and morphology, crystal-

lographic texture, solid-state phases, and tempering effects,

all dictated by the transient thermal history. The combination

of thermal gradients in the melt pool and solidification rates

determines the grain size and morphologies [31]. After solid-

ification, the formation of predominantly columnar grains of

the austenite phase (g) commences in HSLA steels. Once the

austenite is formed, solid-state phase transformations of in-

terest begin. Below the critical temperature Ac3, the austenite

(g) transforms to a phase mixture containing various mor-

phologies of ferrite (a) (polygonal ferrite, upper bainite, and

acicular ferrite) and martensite (am). These solid-state phases

significantly control mechanical properties such as strength

and ductility [32,33]. The formation of each of these phases

depends on the cooling rate austenite encounters. Martensite

can further transform into tempered martensite, given it is

held above a critical tempering temperature. It has been re-

ported that there is no preferred orientation or strong texture

in the WAAM printed HSLA steels resulting in isotropic me-

chanical properties [15,34e36].
Various modelling approaches can be used to model

various aspects of microstructure. To understand micro-

structure development in detail cellular automata models

[37e39], phase field model [40], kinetic monte carlo model [41]

and representative volume method [42] can be used. These

models provide a detailed representation of the microstruc-

ture development but are computationally expensive, which

makes them unsuitable for optimization study. Therefore, we

choose a finite element-basedmodel to evaluate the transient

thermal history and correlate it to the material properties.

Since there are no strict models that can predict the phase

transformation and tempering kinetics for HSLA steels,

therefore, our objective in this particular study is to model the

solid-state phase transformation and the effect of tempering

of a WAAM-manufactured HSLA part and validate it through

experiments. Thus, we set aside the considerations related to

grain size, and morphology for simplicity. Hereon, the termi-

nologymicrostructure refers to solid-state phases and its their

phase fractions. For the powder bed AM process, Zhang et al.

[43] estimated the metallurgical phases of Steel 5140. How-

ever, no experimental validation is reported. Also, the effect of

tempering is not accounted for in their analysis.

In this study, the deposition process inWAAM is simulated

using the finite element activation method, and the heat

added to the material is modelled using the Double Ellipsoid

Goldak heat source [44]. A finite element analysis is performed

to determine the thermal history. The thermal history ob-

tained from the simulation is validated by the temperature

measured through multiple thermocouples during the actual

printing of these parts. The critical cooling rate responsible for

the solid-state phase transformation from the thermal history

is identified. A Continuous Cooling Transformation (CCT) di-

agram is constructed from dilatometry experiments and used

for estimating the phase fractions of the metallurgical phases

due to the corresponding simulated critical cooling rate of the

material points for the entire part. After that, the tempering of

the martensite phase is accounted for through the Johnson-

Mehl-Avrami-Kohnogorov (JMAK) equation. A series of

tempering experiments are done in which the samples are

placed at isothermal temperatures for a fixed time to calibrate

the JMAK equation. This equation is then applied to the

transient thermal history obtained from WAAM simulations.

Finally, the estimated phase fractions of the metallurgical

phases are used to predict themicrohardness of the part using

empirical relations from the literature [45]. These estimated

https://doi.org/10.1016/j.jmrt.2023.01.214
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values are compared to the experimentally measured hard-

ness values.

Details on the experimental setup and part geometries

studied in this paper are outlined in Section 2. Description of

the thermal modelling is given in Section 3. The procedure for

predicting the fraction and morphology of the solid-state

phases is explained in Section 4. The results obtained are

given in Section 5. Finally, the most salient points of the study

are reiterated in Section 6.
2. Experimental setup

2.1. Part geometries and deposition strategy

The schematic representations of the geometric layouts of

the parts are shown in Fig. 3. Three walls are manufactured.

Simple walls shown in Fig. 3a are produced with two

different welding conditions. The tapered wall is produced

with a single set of welding conditions to study the effect of

design on the microstructure. As deposition progresses, the

geometric layout of the tapered wall facilitates faster cooling

compared to the simple wall. Therefore, the effect of tapering

on the microstructure is also investigated. The full descrip-

tion of the process parameters is given in Table 1. The

deposition strategy for printing is based on bidirectional

deposition, i.e. the deposition direction is reversed after

completion of a layer as indicated in Fig. 3. For each geom-

etry, 20 single bead layers are deposited. The bead height (h)

and bead thickness (t) corresponding to each geometry are
Fig. 3 e Schematic illustration of the layout of the parts investiga

thermocouples indicated with black dots are attached to the su
also given in Table 1. During the experiments, four thermo-

couples are attached to each wall, and the locations of the

thermocouples are indicated with black dots in Fig. 3. From

here on, the three samples are referred to as thick, thin, and

tapered walls as given in Table 1. Preliminary single bead

experiments are performed, and a process parameter win-

dow is identified [46]. Two sets of process parameters are

selected from this process parameter window. Deposition of

thick and thin wall structures is achieved with a constant

travel speed of 8 mm/s and wire-feed rate of 4.5 m/min and

2 m/min, respectively. The tapered wall comprises bidirec-

tionally deposited 20 layers with a 120 mm long initial layer.

A 45� tapering is achieved in the tapered wall by offsetting

the beads’ start and stopping by 1.6 mm in subsequent

layers. Each bead for all the walls is deposited with an

approximate inter-layer time of 120 s. The inter-layer time of

approximately 600 s is taken after the layers in which ther-

mocouples are attached.

2.2. Setup and material

Thick, thin and tapered walls are fabricated by a Fanuc 5-axis

robot system integrated with a Fronius 5000CMT-i power

source. The first layer of the walls is deposited on an ER110S-G

steel substrate of 250mm� 80mm� 25mm. The composition

of the high strength steel wire (LNMoNiVa) with a diameter of

1.2 mm from Lincoln Electric used for theWAAM experiments

is provided in Table 2. The density r, the heat capacity cp, and

the conductivity k of the steel as a function of temperature are

given in Fig. 4 [47]. The peak of specific heat of the material at
ted. The deposition strategy is shownwith red arrows. The

bstrate at the 5th layer, 10th layer, and 15th layer.

https://doi.org/10.1016/j.jmrt.2023.01.214
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Table 1 e Process parameters used for manufacturing the
parts.

Specimen Geometry WFR
(m/min)

TS
(mm/
s)

h
(mm)

t
(mm)

# of
layers

S1 Thick Wall 4.5 8.0 1.43 8.35 20

S2 Thin Wall 2.0 8.0 1.23 4.73 20

S3 Tapered Wall 4.5 8.0 1.43 8.35 20

Fig. 4 e Thermal material properties of HSLA ER110S-G

steel used for thermal simulations [47].
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the transformation temperature is used to model heat dissi-

pation and generation during phase transformation. Pulsed

mode deposition is used as the metal transfer mode. A

mixture of 82% argon and 18% carbon dioxide is used as the

shielding gas with a flow rate of 17 l/min. During welding a

contact tip-to-work piece distance (CTWD) of 15 mm is

maintained.

2.3. Process monitoring

Current and voltage characteristics are measured at 5 kHz

frequency during the deposition using a Triton 4000 data

acquisition system. Linear heat input (HI) corresponding to the

process parameters used is determined from the measured

current and voltage data according to

HI ¼ hSn
i¼0ViIin
TS

; (1)

where Vi is the instantaneous voltage measured at ith time

instance, Ii is the instantaneous current, n is the total number

of measurements, TS is the travel speed, and h is the arc effi-

ciency. The arc efficiency depends upon the processing con-

ditions and is generally in the range of 0.75 � 0.90 [48]. K-type

thermocouples are attached to the substrate and the part

during the WAAM process (see also Fig. 3a).

Timeetemperature data from the thermocouples are recorded

with a DL75 scope at a sampling rate of 500 Hz. The height of

all the 20 layer samples is measured at three locations and

then averaged to estimate the layer height. This layer height is

further used in the thermal model to simulate the deposition

of the individual layers.

2.4. Dilatometry experiments

Continuous cooling and tempering experiments are per-

formed in a Bahr 805 DIL A/D dilatometer. Samples of

10mm� 4mm� 2mm are extracted from aWAAM deposited

ER110S-G block by wire electron discharge machining. A K-

type thermocouple is attached to the centre of the block,

which acts as the control thermocouple for executing the

controlled thermal profiles.
Table 2 e Composition of high-strength steel wire
(LNMoNiVa) as provided by the supplier.

Element C Mn Ni Si Cr Mo Cu V Fe

Weight percentage 0.09 1.7 1.4 0.54 0.3 0.24 0.06 0.08 Balance
2.4.1. Continuous cooling experiments
Continuous cooling transformation diagrams (CCT) are

generally constructed experimentally by sequentially heating

the steel grade of interest to austenitisation temperatures and

then subjecting it to controlled cooling rates. Samples are

heated to 900 �C at 20 �C/s and held at 900 �C for 120 s for full

austenitisation. The samples are subsequently cooled down to

room temperature at 5, 10, 20, 30, 40, 50, 75 and 330 �C/s. The
dilatometer recorded the change in length of the samples as a

result of thermal expansion and phase transformation with

temperature. The temperature versus dilation plot is illus-

trated in Fig. 5. During cooling from 900 �C, regions devoid of

phase transformations are indicated by linear dilation. Phase

transformation temperatures are determined by identifying

the temperature at which the temperature versus dilation plot

deviates from its linear behaviour. The lever rule is applied to

the dilatometry data to assess the phase fraction of the

austenite remaining at a particular temperature. The appli-

cation of the lever rule is based on two assumptions.
Fig. 5 e Illustration of dilatometry data during austenite

decomposition.

https://doi.org/10.1016/j.jmrt.2023.01.214
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� Partitioning of elements during cooling is ignored.

� Volume change associated with the measured dilation is

isotropic [49].

As indicated in Fig. 5, the relative position of the dilato-

metric curve between the extrapolated linear regions of

austenite and ferrite enables estimation of the transformed

austenite fraction with temperature [50].

Moreover, we assume that the alloying is homogeneous in

our dilatometry sample. The validity of this assumption is

confirmed by the Energy Dispersive Spectroscopy (EDS) of the

dilatometry samples. The result showed no significant varia-

tion in the alloying elements compared to the specified per-

centage of the alloys in Table 2.

2.4.2. Tempering experiments
Tempering experiments onWAAMprinted ER110S-GHSLA are

performed to develop a phenomenological model to predict

tempering kinetics. Since tempering is associated with

martensite, the sample is heated to the austenitic tempera-

ture of 900 �C, held for 120 s, and quenched to room temper-

ature. A high cooling rate during quenching ensures that a

fully martensitic microstructure is obtained. The sample is

subsequently heated to temperatures such as 700 �C, 550 �C
and 400 �C, which lie in the tempering zone. The samples are

held at the tempering temperature for 5 s, 120 s and 1800 s and

then quenched to room temperature. Due to tempering, the

hardness of the samples reduce. The reduction in hardness

due to tempering is a function of the tempering temperature

and duration and can be modelled using the JMAK equation.

Tomodel the tempering kinetics using the JMAK equation, it is

imperative to know the hardness of the fully tempered

martensite. For this purpose, one dilatometry sample is aus-

tenised, quenched to room temperature, and then subjected

to a tempering treatment at 700 �C for 5 h.

2.5. Microstructural characterisation

Transverse cross-sections are extracted from the centre of

thick, thin, and tapered walls for micro-hardness measure-

ments. Samples are prepared by grinding and polishing with

colloidal silica paste of 1 mm and 3 mm particle size. A 2% Nital

solution is utilised for etching, and microstructural features

are observed via optical microscopy. Vickers micro-hardness

measurements are made along the build direction of the

deposited samples with a load of 1 kg. In the case of the

dilatometry samples from the continuous cooling and

tempering experiments, hardness measurements with a load

of 1 kg are made at 10 points on each sample and averaged.
3. Thermal modelling

During the WAAM process, the heat transfer from the newly

deposited hot metal to the rest of the part and substrate oc-

curs by conduction. In contrast, heat transfer to the sur-

roundings occurs through convection and radiation. In

Section 3.1, heat transfer equations solved numerically to

simulate the heat transfer during the deposition process are

given. As mentioned previously, the WAAM process consists
of two aspects, local heating of the part with a moving heat

source and material deposition. Heat addition is modelled

through the Goldak heat source model [44]. The Goldak heat

source model is briefly described in Section 3.2. The material

addition is simulated by the finite element activation method

described in Section 3.3.

3.1. Heat transfer equation

The governing equation for heat transfer through conduction

is given by

vðrcpTÞ
vt

¼ V,ðkVTÞ þ _Q: (2)

Here, T and t are the temperature and time, while r, cp and k

are the density, specific heat capacity and thermal conduc-

tivity of the material, respectively. _Q is the power per unit

volume added to the part, in this case representing the electric

arc, which is modelled using the Goldak heat source model

[44] explained in the next section.

The heat flux j from the part to the surroundings is gov-

erned by

n,j ¼ hcðT�TaÞ þ esðT4 �T4
aÞ: (3)

Here, n is the unit outward normal of the surface from which

heat transfer occurs. hc is the convective heat transfer coeffi-

cient, e is the material emissivity, and s is the

StefaneBoltzmann constant (5.6703 � 10�8 W/m2K4). Ta is the

ambient temperature of the surrounding.

3.2. Double ellipsoidal goldak heat source model

The Double Ellipsoidal Goldak heat sourcemodel [44] is widely

used inwelding andWAAM [51], tomimic the heat addition. In

the Goldak heat sourcemodel, the complexity of theweld pool

and the heat transfer phenomenon therein are simplified by a

double ellipsoidal heat distribution schematically shown in

Fig. 6.

The heat distribution inside a general ellipsoid is given as

_Qðx; y; z; tÞ ¼ 6
ffiffiffi
3

p
hVIf

abcp
ffiffiffi
p

p exp

 
� 3ðy� vstÞ2

a2

� 3x2

b2 � 3z2

c2

�
:

(4)

Here, _Q is the power per unit volume given for a general

ellipsoid where a, b and c are the half-length, half-width and

half depth of an ellipsoid. V and I are the voltage and current,

respectively. h is the efficiency of the heat source, which

typically ranges from 0.8 to 0.9 [51]. In the Goldak heat source

model, the front and rear of the weld pool are approximated

by combinations of quarters of two general ellipsoids. The

front and rear ellipsoid are of different shapes; therefore, the

half-length of the ellipsoid is af and ar representing the front

and rear length of the weld pool, respectively. b and c are the

same for both ellipsoids. _Qf and _Qr are the power per unit

volume distributed over the front and rear ellipsoids as

shown in Fig. 6. The dimensions of the front and rear arc are

substituted in Eq. (4) to calculate the distribution of power

per unit volume _Qf and _Qr over the front and rear end,

https://doi.org/10.1016/j.jmrt.2023.01.214
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Fig. 6 e Schematic representation of the Goldak heat source [44] to model the heat addition process duringWAAM. _Qr and _Qf

is the power per unit volume given in Eq. (4) for the rear and front regions with respect to the origin, which is schematically

represented by the red curve.
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respectively. The factor f represents the fraction of power

attributed to an ellipsoid. ff and fr are power factors associ-

ated with the front and rear ellipsoid. These factors are

calculated as

ff ¼
2af

af þ ar
; fr ¼ 2ar

af þ ar
: (5)

3.3. Finite element analysis and element activation
method

The weak form of the heat equation is solved by the finite

element (FE) analysis within a time integration scheme [52]
Fig. 7 e Schematic representation of finite element activation me

the time and location of the heat source, the deposited elemen

elements of the part that are not yet deposited are kept deactiv
using the commercial software COMSOL to obtain the tem-

perature distribution of the part. As an example, the FE mesh

used for discretising the wall geometry is schematically

shown in Fig. 7. The elements on the surface are subjected to

the convection and radiation boundary conditions given in Eq.

(3).

A FE activation scheme is used to model the deposition

process, i.e., the growing domain. In this FE activation

approach, each element e is assigned a variable xe to scale the

associated thermal conductivity. If xe is equal to 0 or 1, the

finite element is deactivated and activated, respectively. The

conductivity k for an element e(ke), is given as
thod to model material deposition duringWAAM. Based on

ts are activated, represented in yellow. In contrast, the

ated, shown in pink.
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ke ¼ kmin þ xeðk� kminÞ: (6)

where, kmin is theminimum conductivity value which is taken

as 1 � 10�6 W/mK. The heat source location in Fig. 7 is used to

determinewhich elements are active (xe¼ 1) at a given time. In

contrast, the remaining elements of the layer stay deactivated

with xe ¼ 0. For each time step, the location of the heat source

changes, and new elements are activated until the deposition

is complete. After that, the temperature history at each node

of the FE mesh is obtained by a post-processing script.
4. Microstructure prediction

4.1. Solid-state phase transformation

As mentioned in the introduction, the transient thermal his-

tory experienced by a material point during the WAAM pro-

cess consists of multiple heating and cooling cycles. The first

cycle corresponds to the deposition of the material in which

the metal is melted, deposited, and solidified. After solidifi-

cation, the most critical solid-state transformation occurs

when the parent phase of austenite transforms into the child

phases of ferrite, bainite and martensite. For a material point

that has already been deposited, subsequent heating and

cooling cycles depend on the deposition path, i.e. depending

on when material deposition occurs close to the material

point of interest. For the thin wall structures we investigate,

this phenomenon occurs when the material is deposited near

the material point of interest during the deposition of the

subsequent layers. If the temperature in the already deposited

material point exceeds the Ac3 temperature in any of the

thermal cycles, the child phases transform back to the parent

phase austenite. Therefore, the cooling stage after heating for

which the temperature of the pre-deposited material exceeds

the Ac3 temperature for the last time becomes critical for

determining the fraction and morphology of child phases. In

this paper, this is termed the critical cooling stage. The cooling

rate of the critical cooling stage is superimposed onto a CCT

diagram of the ER110S-G HSLA grade constructed experi-

mentally from the dilatometry measurements to estimate the

child phase fractions. The procedure to calculate the phase

fractions of the child phases using the CCT diagram is

described in the Results and Discussion section.

4.2. Tempering of martensite

Thermal cycles with a peak temperature lower than Ac3 are

unable to transform child phases back to austenite. Although

a partial transformation of ferrite to austenite occurs when

steel is heated to a temperature between Ac1 and Ac3, this

effect is neglected for simplicity in this paper. However,

heating a material point below Ac3 can still induce tempering

for the martensite phase. If HSLA steel is heated to a tem-

perature above 250 �C, diffusion of carbon from supersatu-

rated martensite leads to the formation of tempered

martensite. Tempered martensite has relatively lower hard-

ness and strength but a higher ductility than pristine (un-

tempered) martensite [33]. Hence, determining tempered
martensite fraction is important for a realistic estimation of

hardness in WAAM parts. The tempering ratio increases with

the tempering temperature and duration which can be

accounted for with the JMAK equation as suggested in [53], i.e.

XT ¼ 1� exp
�
� ðD0expð�Qt=RTÞtÞN

�
: (7)

Here, t is the tempering duration, T is the tempering temper-

ature, R ¼ 8.3145 J/mol/K is the universal gas constant and

Qt ¼ 1.96 � 105 J/mol is the activation energy of the tempering

process [53]. D0 and N are the material constants determined

from the tempering experiments described in Section 2.4.2 for

HSLA ER110S-G steel. The tempering ratio XT of tempered

samples is estimated as

XT ¼ HT �H0

H∞ �H0
; (8)

where HT are the measured hardness value of tempered

martensite and H0 and H∞ are the hardness values measured

at XT ¼ 0 and XT ¼ 1, respectively. The tempering ratio of

0 and 1 indicates pure martensite and fully tempered

martensite, respectively. The hardnesses of the fully

tempered martensite and untempered martensite are

experimentally determined as H∞ ¼ 271.3 ± 3.3 HV and

H0 ¼ 389.6 ± 3.5 HV respectively.

4.3. Hardness estimation

After the calculation of the phase fractions of all the phases,

first using the CCT diagram and then using Eq. (7), it remains

to estimate the hardness using the rule of mixture given as

follows

HV ¼ fFHF þ fBHB þ fMHM þ fTMHTM: (9)

Here, fF, fB, fM and fTM are the phase fractions of ferrite, bainite,

martensite and tempered martensite, respectively. HF, HB, HM

and HTM are the Vicker hardness of the corresponding indi-

vidual phases. The hardness of the individual phases is eval-

uated using slightly modified correlations given in [45]. This

correlation is used because it is valid for the low-carbon steels

but developed for the conventional manufacturing processes

which exhibit lower cooling rates than WAAM. Therefore, the

correlation ismodified to account for high cooling rates. In the

modified correlation, an average cooling rate is evaluated in a

specific temperature range, in contrast to the cooling rate

evaluated at a specific temperature [45]. The modified corre-

lation is as follows

HM ¼ 127þ 949Cþ 27Siþ 11Mnþ 8Ni

þ16Crþ 21logðC=C0Þ;
HB ¼ 323þ 185Cþ 330Siþ 153Mnþ 65Ni

þ144Crþ 191Mo
þlogðC=C0Þð89þ 53C� 55Si� 22Mn

� 10Ni� 20Cr� 33MoÞ
HF ¼ 42þ 223Cþ 53Siþ 30Mnþ 12:6Ni

þ7Crþ 19Mo
þlogðC=C0Þð10� 19Siþ 4Ni

þ 8Crþ 130VÞ:

(10)

Here, the symbols of the elements indicate the weight per-

centage of the elements in the chemical composition of the
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steel given in Table 2. C is the average cooling rate in �C/h. C0 is

the constant cooling rate equal to 1 �C/h to normalize the units

of the quantity on which log(.) is being applied.
5. Results and Discussions

In this section, first, the predicted thermal history will be

validated in Section 5.1 by comparing the thermal model

predictions with the thermocouple measurements. Subse-

quently, in Section 5.2 the experimentally constructed CCT

diagram is presented. In Section 5.3, the solid-state phase

fraction fields are determined using the simulated tempera-

ture history and the CCT diagram. Tempering ratio calculation

procedure of martensite through JMAK equation and

tempering experiments are given in Section 5.4. The esti-

mated phase fractions and tempering ratios for all three

samples are discussed in Section 5.5. The optical micrographs

of the three wall samples manufactured by WAAM are shown

in Section 5.6. An empirical relation described in Section 5.3

predicts the hardness values associated with a mixture of

solid phases and is compared with the experimentally

attained hardness values of the printed samples in Section 5.7.
5.1. Thermal history validation

In the remainder, the thermocouples which are attached to

the substrate, 5th, 10th and 15th layers are labelled as L00, L05,

L10 and L15, respectively. For each specimen S1, S2 and S3

given in Table 1, there are 4 thermocouples each of which is

uniquely identified as S#L##. For example, the thermocouple

attached to layer 15 on the specimen S3 is identified as S3L15.

The locations of thermocouples are shown in Fig. 3. The

thermal history predicted by the FEA and measured through

four thermocouples for specimen S1 are superimposed and

are shown in Fig. 8. For specimens S2 and S3, the super-

imposed results are shown in Appendix A. For specimens S2

and S3, the thermocouple data are only shown for three

thermocouples each. It is because S2L15 and S3L05 thermo-

couples burned during the experiments in S2 and S3,

respectively.

Each peak in the plot indicates the deposition of a new

layer. Good agreement is observed between the numerical

model predictions and the experiments, especially after the

first few layers are deposited (see Fig. 8). The peak tempera-

ture predictions are well above the thermocouple data (S1L05,

S1L10 and S1L15) for the first few peaks. In the first peak,

temperatures are expected to exceed the melting point,

around 1500 �C. However, the maximum temperature

measured from the K-type thermocouples used in our study is

1200 �C. Moreover, the thermocouple is carefully placed away

from fusion zone to avoid damage to the thermocouple. These

factors contribute in not capturing the first temperature

peaks. Secondly, in K-type thermocouples, the time it takes to

reach the 63% of the value of the temperature it is measuring

is equal to 0.02 s. Since the heating rates in the first few layers

are typically on the order of 103 �C/s, the thermocouple mea-

surements are expected to underestimate the peak tempera-

ture.We note in passing that the discrepancy diminishes after
a few peaks because the heating and cooling rates and the

peak temperatures both decrease. The effects mentioned

above are not so dominant for the thermocouple attached to

the substrate. Therefore, the superposition of the numerical

and experimental data best matches the thermocouple

attached to the substrate (see Fig. 8a).

The thermal history is post-processed to identify the crit-

ical cooling cycle for each material point. The dotted line in-

dicates the Ac3 temperature in Fig. 8. Recall that the cooling

rate after the last time, the temperature exceeds Ac3, is

considered the critical cooling rate. The region before the

critical cooling cycle is termed the reset region, while the re-

gion after the critical cooling cycle is the tempering region.

The thermal cycles in the latter region transform martensite

to tempered martensite, granted the martensite phase is

among the child phases during the critical cooling cycle.

Fig. 9a shows the average critical cooling rates between the

temperature range 800 �C to 300 �C(C8|3), estimated by the

numerical thermal model along the line in z direction passing

through the thermocouples. The cooling rates are high near

the substrate and reduced for layers further away from the

substrate. This is because the substrate acts as a heat sink and

facilitates rapid heat evacuation for the layers deposited close

to it. Actual cooling rates close to the substrate are also

measured and reported in the literature, showing similar ob-

servations [15]. A comparison of the cooling rates obtained

from the numerical analysis and experimentalmeasurements

is shown in Fig. 9b. The cooling rates are shown after the first 5

layers for better visualisation. For all the samples, the pre-

dicted cooling rates are higher than the measured counter-

parts, as shown in Fig. 9b. Themeasured cooling rates are 25�
50% lower than the predicted cooling rates. However, the

qualitative trends along the height of the walls are well

captured. The lower cooling rate observed in the experimental

measurements can be attributed to the beforementioned poor

ability of thermocouples to capture the temperature peaks.

The discrepancy in the cooling rate measurements and

numerically obtained cooling rates becomes less severe once

the peak temperature is well captured.

It remains to rationalise the different cooling rates for the

various specimens considered in the study. The cooling rates

observed in the thin wall are higher than in the thick and

taperedwalls. This is because the heat input in the thin wall is

considerably lower than in the thick and tapered wall pro-

moting a higher cooling rate. Moreover, the predicted cooling

rates of the tapered wall for the topmost layers of the spec-

imen are slightly higher than the thick straight wall. As the

length of the deposited layer decreases after every deposited

layer in the tapered wall, more solid material underneath the

deposited layer is available for heat conduction, promoting

higher cooling rates at the top layers of the tapered wall

compared to the thick wall. This effect is visible both in the

experimentally measured and numerically predicted cooling

rates. It is also worth noting the effect of tapering is antici-

pated to be more pronounced near the edges of the specimen

than the centre where the thermocouples are situated.

Various parameters are carefully chosen in the numerical

thermal model to achieve good agreement with the experi-

mental data. These parameters involve the arc efficiency of
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Fig. 9 e (a) Average cooling rate of the critical cycle obtained from the thermal modelling along with the height of the

specimen from the substrate. (b) Comparison of the critical cycle cooling rates measured experimentally and obtained from

the thermal modelling.

Fig. 8 e Temperature data from thermocouples at (a) substrate, (b) 5th layer, (c) 10th layer and (d) 15th layer associated with

specimen S1 (red data points). Temperature predictions calculated with FEA are depicted with a solid black line and

thermocouple measurements are illustrated with red points. The black dots denote the thermocouple data points used to

calculate the critical cooling rate to compare it with the numerically simulated thermal cooling rates for validation purposes.
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the heat source (h¼ 0.8), heat transfer coefficients through the

wall and substrate to the surroundings (hc¼ 5.7W/m2�K) and

thermal material properties as suggested in [47]. All of these

parameters impact the thermal history obtained from the

simulation. The uncertainties in these parameters will

cumulatively impact the numerical predictions of the peak

temperature and cooling rates. Through the careful selection

of the parameters, the thermal history obtained from nu-

merical FE calculations agrees with thermal data measured

from multiple thermocouples. Also, the qualitative trends of

cooling rates are well captured. Therefore, the numerical

thermal history will be used to predict the solid-state phase

fractions in the printed part.
Fig. 10 e Optical micrographs obtained from dilatometry sampl

temperature.
5.2. Dilatometry experiments and CCT diagram

The optical micrographs obtained from the dilatometry sam-

ples corresponding to various cooling rates are given in Fig. 10.

A qualitative comparison of the optical micrographs indicates

the variation in microstructure caused by cooling from the

austenitizing temperature at constant cooling rates ranging

from 1 �C/s to 330 �C/s. For low cooling rates, coarse grains of

ferrite are dominant in the microstructure. The martensite

formation in samples cooled at 1 �C/s could be associatedwith

carbon diffusion. The carbon diffuses to the neighbouring

austenite grains during ferrite formation, stabilising austenite

and subsequent full or partial transformation of remaining
es cooled at different cooling rates from austenitization
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austenite to martensite [54]. A mixed microstructure of ferrite

and bainite can be seen for the sample subjected to a cooling

rate of 10 �C/s. Samples cooled at 30 �C/s have a mixed

microstructure of ferrite, bainite, and martensite. As the

cooling rate increases to 50 �C/s, the microstructure is a

mixture of bainite and martensite with traces of grain

boundary ferrite. An increase in martensite fractions can be

observed in samples cooled at 10 �C/s to 330 �C/s. A fully

martensitic microstructure is observed in the sample cooled

at 330 �C/s, indicating the complete transformation of the

austenitised sample to martensite.

The raw dilatometry data is shown in Fig. B.1. Each

experiment is repeated three times for each cooling rate to

ensure repeatability. The resultant fraction of austenite phase

(fA) versus temperature is obtained using the lever rule, dis-

cussed in Section 2.4.1, is shown in Fig. B.2. For each cooling

rate, a curve fitting operation is performed to evaluate the

relation between the phase fraction of austenite and
Fig. 11 e (a) Curve fitted dilatometry data obtained for sampled c

samples and a comparison with the predicted hardness evalua
temperature. The curve fitted datasets evaluate the average

austenite phase fraction as a function of temperature for the

sampled cooling rates, therefore also at a given time, are

shown in Fig. 11a. The corresponding measured hardness

profiles of the samples are shown in Fig. 11b by a black line.

To construct the Continuous Cooling Transformation (CCT)

diagram, the temperature and time values for a given percent

of austenite transformed are evaluated from post-processed

dilatometry data. Fig. 11a is then converted to a CCT dia-

gram as shown in Fig. 12.

The dotted black lines denote various cooling rates in the

experimentally constructed CCT diagram of ER110S-G steel.

The red iso-phase lines denote the constant phase fractions

across these constant cooling rate profiles. The area engulfed

by the iso-phase fraction lines represents where the austenite

phase transforms into a phases.

The data obtained from dilatometry are also analysed to

identify the temperatures at which the transformation of
ooling rates. (b) Hardness measurements of the dilatometry

ted using Eq. (9).

https://doi.org/10.1016/j.jmrt.2023.01.214
https://doi.org/10.1016/j.jmrt.2023.01.214


Fig. 12 e Continuous Cooling Transformation (CCT) diagram obtained from the dilatometry experiments. The dashed black

lines represent the cooling rates, and the red lines represent the iso-phase fraction lines of the austenite phase. Solid back

lines represent the bainite start temperature (Bs) and martensite start temperature (Ms). Start temperatures are assumed to

be independent of the cooling rates.
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phases such as martensite and bainite start. Martensite start

temperature (Ms) is evaluated using the dilatometry data

corresponding to the highest cooling rate 330 �C/s. At this
Fig. 13 e Tempering ratio vs. time obtained from

experiments for selected values of tempering temperature

and the corresponding predictions obtained from (7).
cooling rate, there is only a single-phase transformation from

austenite to martensite, which is also evident from Fig. 10e.

Hence, martensite start temperatures can be evaluated by

locating the temperature at which the austenite dilatometry

curve deviates from linearity. The observed martensite start

temperature is 467 �C at 330 �C/s. Also, for cooling rates 75 �C/s
and 50 �C/s at approximately the same temperature, a change

in slope is observed (see in Fig. 11a). This indicates that the
Fig. 14 e Schematic illustration of a thermal history

discretised into isothermal steps.
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martensite starts temperature can be taken as 467 �C and is

considered independent of the cooling rate.

To identify the bainite start temperature (Bs), the dilatom-

etry data of intermediate cooling rates such as 20 �C/s, 30 �C/s
and 40 �C/s are considered. The dilatometry data of interme-

diate cooling rates show a plateau type formation in the

temperature range where transformation to ferrite and bain-

ite is feasible. The associatedmicrographs further validate the

presence of both ferrite and bainite in Fig. 10. A hit and trial

method is used to estimate the bainite start temperature.

Firstly, the Bs is assumed to be in a temperature range of 490 �C
� 550 �C independent of the cooling rate. Thereafter, for the

sampled cooling rates, the corresponding HM, HB, and HF are

calculated using the relationship given in Eq. (10). The phase

fractions are calculated from the CCT diagram, assuming a

trial value of Bs. Finally, the rule of mixtures is applied to

predict the hardness value of a dilatometry sample. These

predicted hardness values are compared to the experimen-

tally measured hardness of the dilatometry samples. The full
Fig. 15 e Phase fraction predictions of (a) thick (b) thin, and (c) t

the build direction.
comparison is shown in Fig. 11b. Zooming at low cooling rates

are shown in Fig. 11c. The results also imply that the Bs de-

pends on the cooling rate. However, Bs ¼ 520 �C gives the best

fit for the broad range of samples. Therefore, Bs ¼ 520 �C is

assumed for simplicity.

5.3. Solid-state phase fraction estimation

To calculate the phase fraction of the a phases, the average

cooling rate for the critical cooling cycle is calculated be-

tween 800 �C and 300 �C. Corresponding to the average crit-

ical cooling rate, the phase fraction of the austenite is

evaluated at the start temperature of the different a phases

according to the CCT diagram. For example, the average

cooling rate during the critical cooling cycle of the thermal

history shown in Fig. 8b is superimposed on the CCT diagram

(see Fig. 12) in blue. The blue line first intersects the bainite

start temperature Bs, and subsequently the martensite start

temperature Ms. The remaining phase fractions of austenite
apered wall along the centre line of the specimens along to
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are calculated at start temperatures Bs and Ms through

interpolation. For interpolation the interp2 function of MAT-

LAB is used. This interpolation function performs linear

interpolation between the actual data points and returns the

interpolated values at the query point. The query points in

our case are the intersection points of the blue line with Bs

and Ms. After calculating the phase fractions at query points,

the following relation is used to calculate the phase fractions

of individual phases

ff ¼ 1� fAðBsÞ
fb ¼ fAðBsÞ � fAðMsÞ
fm ¼ fAðMsÞ

(11)

5.4. Martensite tempering

To account for the tempering of the martensite phase, the

dilatometry samples containing martensite are subjected to

different tempering conditions as mentioned in Section 2.4.2.

Experimentally measured hardness values and the corre-

sponding tempering ratios calculated using Eq. (8) are shown

in Fig. 13.

At a constant temperature, Eq. (7) can be curve fitted to the

experimental data, and the value of D0 and N can be esti-

mated. For a constant value of D0 ¼ 1.179 � 109 s�1 and

N ¼ 0.1695, Eq. (7) is also plotted in Fig. 13 which shows a good

agreement with the experimental data. It remains to use Eq.

(7) to predict the degree of tempering in the thermal cycles

after the critical cycle. However, the diffusion-based Eq. (7) is

only applicable for iso-thermal conditions. Therefore, the

thermal cycles where tempering occurs are discretised into

isothermal steps as shown in Fig. 14.
Fig. 16 e Comparison of predicted solid state phases fraction of

and tapered wall along the line in the z direction passing throu

the tempering ratios and phase fraction of tempered martensit
Finally, for tempering cycles, the tempering ratio is calcu-

lated from the differential form of Eq. (7), which is given as

_XT ¼ ð1� XTÞND0expð�Qt=RTÞ
ðlnð1=1� XTÞÞN=ðN�1Þ

:
(12)

We apply a finite difference scheme in the time domain to

solve the above differential equation. The tempering ratio at a

particular time is then evaluated as follows.

XTðtiþ1Þ ¼ XTðtiÞ þ ðtiþ1 � tiÞ
ð1� XTðtiÞÞND0expð�Qt=RTiÞ

ðlnð1=1� XTðtiÞÞÞN=ðN�1Þ:
(13)

A constant time step of tiþ1 � ti ¼ 1 � 10�6 s, is used. The

time step for tempering calculation is chosen well below the

minimum time step used for numerical thermal history

evaluation, which is equivalent to 0.03 s. The tempering ratio

is then scaled with the martensite's current phase fraction to

predict the tempered martensite's phase fraction.

5.5. Solid state phase fractions and tempering ratio

The phase fraction estimationwas performed along the centre

line of the specimens along the build direction. This location is

selected to minimise the effect of power modulation at the

start and stop location during printing. The predicted phase

fractions of the a phases are shown in Fig. 15 for all three

specimens.

It can be observed in Fig. 15 that the phase fraction of the

martensite decreases as the distance from the substrate in-

creases for all specimens. This effect is due to a reduction in

the average cooling rate between the critical range of 800 �C �
300 �C (C8|3) as the height of the specimen increases. The
(a) ferrite (b) bainite, and (c) martensite between thick, thin

gh the thermocouples shown in Fig. 3. (d) and (e) compares

e of three samples investigated.
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average cooling rate for the critical cooling cycle along the part

height is shown in Fig. 9.

As the cooling rate decreases, the fraction of phases such

as bainite and ferrite increases. The phase fraction of the

tempered martensite phase also decreases with the decrease

in the martensite phase. The tempering is more pronounced

in the layers close to the substrate since these layers experi-

ence higher number of heating and cooling cycles than the top

layers. No tempering occurs on the topmost layers as there are

very few or no tempering cycles after the critical cooling cycle.

At the same time, the amount of martensite is small as the

cooling rates are diminished.

A comparison of the predicted phase fractions of all three

samples is shown in Fig. 16 shows that the ferrite phase

fraction is lower for the thin wall than others. The thin wall

has more martensite phase fraction compared to other sam-

ples due to lower heat input and high cooling rates.
Fig. 17 e Optical micrographs obtained from the AM manufactu

bottom row represents the 20th, 10th and 2nd layer of the printed

cooling rates are also given.
5.6. Optical micrography

The micrographs obtained from the 2nd, 10th and 20th layer

are given in Fig. 17. The microstructure of 2nd layer is pre-

dominantly composed of martensite, even though ferrite and

bainite are present in both thick and tapered samples.

However, as the build height increases, the observed

martensite phase fractions are lower for all threewalls due to

the reduction in cooling rates endured by the material. The

martensite fractions are the lowest at the top layer for all

three walls. A combined microstructure of ferrite, bainite

and martensite is observed at the 10th layer for all three

walls. This could result from the reduced cooling rate

observed in the region 10th layer. Similarly, the microstruc-

ture of the 20th layer is also comprised of a mixture of ferrite,

bainite and martensite. The 20th layer only undergoes a

single thermal cycle but has a lower cooling rate due to the
red thick, thin and tapered walls. The top, middle and the

sample, respectively. The corresponding calculated critical
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lower thermal diffusivity caused by heat accumulation.

Therefore, a relatively lower fraction of non-equilibrium

phases like bainite and martensite can be observed at 20th

layer than at 10th layer.
Fig. 19 e Comparison of (a) experimental and (b) predicted
It can be observed that in Fig. 17h the cooling rate is 88 �C/s.
This is higher than the critical cooling rate for fully martens-

itic transformation. Hence the micrograph from Fig. 17h is

comparable to the micrograph from dilatometry experiments
hardness values of thick, thin and tapered samples.
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in Fig. 10 corresponding to a cooling rate of 330 �C/s. The mi-

crographs from the 2nd layer of thick and thin samples look

similar to the micrographs from dilatometry corresponding to

the cooling rate of 50 �C/s. Additionally, the material points

from the 10th and 20th layers of the thick, thin and tapered

have undergone cooling rates between 10 �C/s and 20 �C/s. The
micrographs from these material points show good compa-

rability with micrographs from dilatometry experiments cor-

responding to cooling rates of 10 �C/s and 30 �C/s. Note that

though Fig. 17c and d have similar cooling rates, the micro-

structures appear different. The 10th layer undergoes several

thermal cycles, remelting, reaustenitization and tempering.

However, the material point at 20th layer undergoes only one

thermal cycle, resembling the deposition of a single bead and

hence gives the microstructure devoid of tempering. The

similarity of micrographs with the dilatometry images in-

dicates good correlation between dilatometry samples and the

WAAM printed samples. This points to the reliability of the

CCT diagram obtained using dilatometry to the WAAM pro-

cess. Additionally, the optical micrographs indicate good

qualitative agreement with predicted phase fractions.

5.7. Hardness comparison

First, the corresponding hardness for the predicted phase

fractions will be evaluated using Eq. (9). Subsequently, these

hardness predictions are compared with the experimentally

measured hardness values as shown in Fig. 18.

Hardness measurements are performed at three points at

the same build height to quantify the uncertainties on the

measured hardness values. Each of these hardness indents

was 1.5mmapart in the x-direction. The standard deviation of

three measurements is calculated and indicated as the error

bars in Fig. 18. The measured hardness value decreases as the

height of the specimen increases. This suggests a considerable

martensite presence in the layers close to the substrate

diminishing towards the top. Predicted hardness values also

show a similar trend. Moreover, predicted hardness profiles

accounting for the tempering show that the effect of

tempering is more significant and the degree of tempering is

more pronounced in the layers close to the substrate than at

the topmost layers as anticipated.

The hardness predictions are in good agreement with the

measurements for the layers close to the substrate. Recall that

the value of hardness is less sensitive to the high cooling rates

as shown in Fig. 11b. The predicted cooling rates for the critical

cooling cycles for layers close to the substrate are > 75 �C=s as

can be seen in Fig. 9. This will result in a complete phase

transformation from austenite to martensite. Therefore, the

predicted hardness is reasonably accurate for layers close to

the substrate. Cooling rates become moderate or low for the

layers away from the substrate, as shown in Fig. 9. The cooling

rates of the critical cooling cycle as predicted by the thermal

model, are higher than those observed from thermocouples.

Though lack of data points at peaks limits this comparison.

Lower cooling rates would promote more ferrite content and a

reduction in hardness. A possible source of error is the constant

Ac3 temperature assumption in our model. In reality, the Ac3
temperature depends on the heating rates [55]. Depending on

the heating rate, the Ac3 temperature can change. Based on the
Ac3 temperature and peak temperature, the critical cooling

cycle might shift, impacting the cooling rates and, conse-

quently, the hardness. The critical cooling cycle for the heating

rate dependent cases will be the last cooling cycle with peak

temperature exceeding Ac3 corresponding to the heating rate.

Furthermore, the uncertainties in the experimental measure-

ments, such as the dilatometry measurements used in the

construction of the CCT diagram, start temperature of various a

phases, errors associated with the empirical model for hard-

ness predictions and uncertainties in capturing tempering ki-

netics also contribute to the mismatch between the predicted

and measured hardness values.

The comparison of the hardness of all three samples is

shown in Fig. 19. The experimental results show that the

hardness of the thin specimen is slightly higher than the thick

and tapered samples. This can be attributed to the high

cooling rates observed in the thin sample due to lower heat

input. Comparing the thick and tapered wall shows that the

hardness is comparable in the layers close to the substrate.

However, top layers of the tapered sample, exhibit a slightly

higher hardness than top layers of the thick sample due to a

slightly higher cooling rate due to tapering. The comparison of

all the samples shows no significant variation in the hardness

values due to changes in the process parameters and design.
6. Conclusions

In this study, the correlation between the experimentally

validated transient thermal history experienced by theWAAM

manufactured HSLA ER110S-G steel part is used to predict the

composition of resultant solid-state phases and the corre-

sponding hardness response. Following are some salient

points of this study.

� The superimposition of the thermal historymeasured from

the thermocouples to the thermal history obtained from

the FE modelling shows good agreement for all three wall

specimens. The actual cooling rates calculated from the

thermocouple data are 25 � 50% lower than the predicted

cooling rates.

� Multiple thermal heating and cooling cycles are experi-

enced by WAAM manufactured parts. The thermal cycles

for a material point can be divided into three zones. First is

the reset zone, in which the peak temperature of cycles are

well above the Ac3 temperature. Consequently, the micro-

structure resets to the parent austenite phase in this re-

gion. The second zone consists of the critical cycle. The

critical cycle is the cooling part of the last thermal cycle

with a peak temperature higher than the Ac3 temperature.

The solid phase transformation from the parent austenite

phase to child phases such as ferrite, bainite and

martensite happens due to this critical cycle. The third

zone is the tempering zone in which the martensite

transforms into tempered martensite.

� The predicted fractions of the solid-state phases in the

microstructure depend on the cooling rate of the critical

cooling cycle. High cooling rates result in microstructure

with a high fraction of martensite phase and low cooling

rates result in bainite and ferrite-dominated
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microstructures. This is validated through the superim-

position of the predicted microhardness and measured

microhardness of the AM samples. The results show that

predicted hardness are in the acceptable limit for regions

with high cooling rates. The predicted hardness is 10%

higher than the measured hardness which is attributed to

the over-prediction of the cooling rates.

� The effect of tempering is significant in the regions where

the martensite content is dominant and the regions expe-

rience more tempering cycles. The tempering contributed

to reduce themicrohardness by 8� 10% in the regions with

high martensite percentage.

� Comparison of the AM sampleswith approximately similar

critical cooling rates in the temperature range of 800 �C-
300 �C show similar microstructural features. The micro-

structural features of AM samples are also similar to dila-

tometry samples which are subjected to constant cooling

rates from the austenitization temperature.

� Comparing the hardness of all specimens shows that at the

investigatedlocationtheeffectof theprocessparametersand

designarenot significant. Thiscanbeattributed to the lackof

a significant effect on the cooling rates of the critical cycle.

� In addition, the developed model is very general and

applicable across different materials given, the thermal
Figure A.1 e Temperature Data from thermocouples associated t

history obtained from the thermal modelling (black solid line). T

are used to calculate the cooling rate of the critical cycle from t
properties of the material and the CCT diagram are

available.
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Figure A.2 e Temperature Data from thermocouples associated to specimen S3 (red data points) compared with the thermal

history obtained from the thermal modelling (black solid line). The black dots denote the thermocouple data points which

are used to calculate the cooling rate of the critical cycle from the experimental data.
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Appendix B. Raw Data Dilatometry
Figure B.1 e Raw Dilatometry Data for different cooling rate. For each cooling rate 3 sets of data are generated.
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Figure B.2 e Austenite phase fraction (vA) as the function of Temperature calculated from the dilatometry data using the

lever rule.
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