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Abstract

The demand for computational resources is increasing exponentially due to an increasing amount of
digital services. Cloud computing is becoming the standard for enterprises to provide these resources.
This resulted in hyperscalers which consist of a large number of servers. Data centers consume more
than 1% of the world’s electrical energy. Therefore, many techniques are developed that both help to ful-
fil the needs of digital services and reduce the energy consumption of data center services. Modern-day
servers can switch between different operating states which are often integrated in a power configura-
tion mode of servers known as eco-mode. One of these techniques throttles the clock frequency of a
central processing unit (CPU) which enables the possibility to lower the power needed for that CPU.
This technique is known as dynamic frequency and voltage scaling (DFVS) and the states it switches
between are known as performance states (P-states). A different technique that is integrated with eco-
mode is the ability to switch between different idle states of the CPU. These states define whether
certain caches of the CPU are flushed or not to conserve energy. These states are known as core
states (C-states). A different approach that is focused on conserving energy is virtualisation within data
centers. Virtualisation enables one physical server to host multiple virtual instances of servers (virtual
machines). This reduces resource wastage and energy consumption of a data center. However, this
creates the need for a strategic placement that ensures that the demands of the virtual machines are
met and that minimises energy consumption and resource wastage. This thesis analyses four of these
techniques: the best fit decreasing (BFD) algorithm, the integer linear programming (ILP) algorithm,
the particle swarm optimisation (PSO) algorithm and the genetic algorithm (GA). This thesis provides a
framework that uses a holistic approach to provide insights into the effects of using eco-mode of servers
within the dynamics of virtual machine placement in data centers. This framework serves as a first step
in parameterising the dynamics of a data center regarding its energy consumption and performance.
The results show a potential energy reduction of up to approximately 20% with negligible impact on
a data center’s performance. This result occurs when applying the best fit decreasing algorithm and
having a server with an energy-efficient eco-mode. However, this thesis does not cover all parameters
that play a role in the data center’s performance and energy consumption, so more research on this
area is recommended.
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1
Introduction

In the contemporary digital era, data centers serve as the foundational infrastructure supporting our
interconnected world. These centralized facilities manage, process, and store the vast volumes of data
generated by modern technologies, playing a crucial role in enabling applications like cloud computing,
artificial intelligence, and connectivity. As the nerve centers of the global digital ecosystem, data centers
ensure the seamless functioning of diverse services while also facing scrutiny for their environmental
impact.

1.1. Trends in data center services
The current era can be marked by the proliferation of digital services and the technological advance-
ments made herein. This is due to the high demand for data storage and computing processes. These
storage and computing elements are most of the time placed in data centers, and thus the data center
service sector is growing.
This also creates demand for larger data centers such as hyperscalers. Hyperscalers are large data
centers provided by companies such as Google, Amazon and Microsoft. They provide servers not only
for themselves but also for other companies (and consumers) of which they can rent their resources
partly. This type of data center service is known as cloud computing.
Renting only a part of the resources of a server is possible due to virtualisation. Virtualisation is the
process of creating a virtual alternative. Within the context of data centers, servers can be virtualised
by creating so-called virtual machines (VMs). Virtual machines emulate an operating system while
running on the software of a different operating system. This technology allows us to have multiple
operating systems on one physical server. To a further extent, it allows us to have multiple servers on
one physical server.
Cloud computing is not only provided by large companies such as Google, as some sectors still oper-
ate data centers themselves. Telecom operators, such as KPN, often have their own data centers to
have their service more in line with their own needs. This still uses cloud computing principles. These
operators manage their data centers for themselves, and also some of their clients. Although such
companies manage their own data centers, some of them are shifting more towards hyperscalers as
the complexities of managing a data center keep increasing and are becoming very costly.
One of the drivers for the operational costs of a data center is the electrical energy consumption by data
centers. In 2022 the energy consumed by data centers (excluding data transmission networks and cryp-
tocurrency mining) was 240-340 TWh, which is 1-1.3% of the global electrical energy demand [1]. This
issue is addressed within the Netherlands too, since 2.3% of the electricity consumption is due to its
data centers [2].
The aforementioned virtualisation techniques are used to reduce the electrical energy consumption by
data centers. Virtualisation results in a better carbon footprint and a reduction of both operational costs
and investment costs. Operational costs can be reduced since it will reduce the energy consumption of
a data center. The investment costs can be reduced as fewer servers are needed since one physical
server can handle the workload of multiple applications.

1



1.2. High-level data center architecture 2

Section 1.3 explains more about the contributions to the reduction of energy consumption of data cen-
ters and what components are responsible in what manner for this energy consumption. Before that,
Section 1.2 provides an overview of the architecture of a data center and its functionalities.

1.2. High-level data center architecture
This section expounds on the physical building along with the challenges faced by a data center on
different levels. Figure 1.1 shows a schematic overview of a data center.

Figure 1.1: Overview of a data center [3]

This figure shows the many components needed to keep a data center running. The highlighted sec-
tion, the server cabinets, is part of a data center where the core functionality is placed. All the other
components are auxiliary components to keep a data center running and secure from any threats.
As you can see, a data center needs to run its power distribution on multiple levels. Once the power is
distributed, it needs some systems that provide stable power to all the systems in the form of uninter-
ruptible power systems. Moreover, some backup power is supplied, which often are diesel generators.
The core functionality is provided by the servers, storage and network elements. This is the high-
lighted part in Figure 1.1. Of these core functionality components, this research focuses on the servers.
Servers can host many user applications. An application can consist of multiple virtual machines. A
virtual machine is a software emulation of a physical computer (or server). A virtual machine has, just
like a physical server, an operating system and specific applications that run on that virtual machine. A
user application can often be divided into sub-applications that could function better on different oper-
ating systems. Virtual machines are a suitable solution for this.
One physical server can host multiple VMs. The amount of VMs it can host depends on the resources
needed by the VMs and the resource capacity that the server has. Resources that define both a host
and a VM are: computational power, memory, network bandwidth and internal storage.
In a data center, the VMs created by all its users need to be placed on the servers that the data center
has. These servers have often been clustered for performance purposes. Figure 1.2 shows a func-
tional schematic of a data center, including the VM placement. The highlighted part illustrates the VM
placement, whereas the rest of the figure also shows the power supply and other supportive systems.
Note that this figure does not explicitly include storage devices.
The data center has rooms which are full of racks and within these racks, servers are placed. These
racks are therefore often referred to as server racks, whilst they also contain network elements and
possibly storage devices. These racks are connected through the network elements and often one
rack is full of network elements to connect that cluster of racks to other clusters.



1.2. High-level data center architecture 3

Figure 1.2: Functional schematic of data center [4]

In this way, each server is connected with any of the other servers, meaning that the VMs can be
placed on any of the servers within a data center. These VMs can not only be placed on any server,
but they could also migrate to any other server when needed, for example when a server is shut down
to conserve energy.
The process of placing andmigrating VMs on servers is handled by the virtual machine manager (VMM).
A VMM is provided by a hypervisor. A hypervisor is similar to an operating system that ensures the
possibility to run multiple VMs on one physical server. A simplified version of the functionality of a VMM
is displayed in Figure 1.3

VM 1

VM 2

VM 3

VM 4

VM 5

Virtual Machine
Manager

VM 1

VM 2

VM 3

VM 4

VM 5

Host 1 Host 2 Host 3

SHUT DOWN

Figure 1.3: Simplified functionality of virtual machine manager

The VMM ensures that the resource demands of all VMs are fulfilled by the servers these VMs are
placed on. Often, there are multiple different placements possible to fulfil these needs.
Providing the resources to the VMs is the core functionality of the VMM, but other objectives play a role
in the placement too. One of the objectives of the VMM is to minimise energy consumption. Figure 1.3
shows an example of an efficient placement so that fewer hosts are needed. This would result in a
better carbon footprint of a data center and less operational costs for the data center operator.
Another is to minimise resource wastage. This objective in practice is closely related to the objective
of minimising energy consumption. Having less resource wastage results in needing fewer servers in
total, which is also shown by Figure 1.3. Needing fewer servers leads to lower investment costs for the
data center operator.
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1.3. Data center energy consumption
As aforementioned, data centers consume a large portion of the world’s electrical energy. One way to
have a green(er) data center is to use sustainable energy sources. This mainly reduces the carbon
footprint of data centers but does not influence the energy consumption within data centers. However,
a much larger impact can be made by reducing the electrical energy consumption of a data center.
To give a measure to which portion of the electrical energy is consumed by the core functionality of a
data center and which portion is consumed by supportive systems, such as heating, ventilation and air
conditioning (HVAC), it is common to calculate the power usage effectiveness (PUE) of a data center.
The PUE of a data center can be calculated using the following equation [5]:

PUE =
EDC

EIT
(1.1)

Here EDC is the total energy consumed by the data center as a whole and EIT is the energy consumed
by all the IT equipment within the data center. The IT equipment consists of the servers, storage devices
and networking devices. Examples of other components that contribute to the energy consumption of
a data center which is not part of the IT equipment are HVAC systems, security systems and lighting.
The PUE values range between one and infinity, with one meaning the data center is marked as energy-
efficient since all of the energy consumed is used for the functional components of a data center.
To decrease the PUE, much research has been conducted on decreasing the energy consumption by
HVAC systems, since these systems were the highest contributors to the high energy consumption
from the supportive systems. This resulted in a quick decline of the worldwide average PUE between
2007 and 2018 from 2.5 to 1.58 [6].
After this period, the PUE value has stagnated. One of the reasons is that the focus of research has
shifted towards reducing the energy consumption of IT equipment. By reducing the energy consump-
tion of the IT equipment whilst the energy consumption of the supportive systems remains constant,
the PUE value will increase. The stagnation thus means that the improvement regarding the energy
consumption of the IT equipment and HVAC systems produces similar results.
Marcacci [7] categorised the energy consumption of a data center into four main categories: Servers,
network elements, storage devices and supportive systems. The first three are part of the IT equipment
and form the core functionality of a data center. The research byMarcacci shows that the greatest share
of electrical energy consumed is by the servers and by the support systems.
Thereafter, more research was condoned on reducing the energy consumption of servers, as reducing
the energy of HVAC systems had already been researched extensively. Another reason to shift the
research focus to servers specifically is that Zoie et al. [5] have shown that increasing the workload to
minimise the number of servers needed reduces the energy consumption of the data center as a whole
more than trying to decrease the PUE value of a data center by improving the supportive systems.
Reducing the energy consumption of servers can be achieved by configuring these servers different
power states. These states are defined by advanced configuration and power interface (ACPI) [8].
Energy-saving techniques are mostly based on switching between these different power states. How-
ever, these power states also affect the performance of a server.
The advanced configuration and power interface defines different types of states which affect the server
on different hardware levels. One of the most commonly known states are the core states (C-states).
These states enable to have one (or more) core(s) of a central processing unit (CPU) on hold, meaning
that it does not execute any instructions. This technique helps to conserve energy for idle servers.
On a deeper hardware level, there are so-called performance states (P-states). These states affect
the clock frequency of an individual (or multiple) core(s) in a CPU. A higher clock frequency requires
a higher gate voltage and thus draws more power. Thereafter, specific frequency-voltage pairs are
created to tune the computational power and the power dissipation by a core. These pairs are the
so-called P-states. The process of switching between these pairs is known as dynamic frequency and
voltage scaling (DFVS).
Modern-day servers are all able to configure these states. Since the workload is very dynamic, the func-
tionality of these states can be exploited when they can be switched dynamically to match the workload.
Thereafter, modern-day servers developed a so-called eco-mode which dynamically switches between
both the C-states and P-states.
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1.4. Research objective
This research combines two commonly researched areas within this scope: virtual machine (VM) place-
ment and server power management techniques. The latter is commonly known as the eco-mode of
servers. This research delves deeper into the techniques used for this and uses a holistic approach
to integrate this technique within the higher data center levels, meaning that eco-mode is applied on a
cluster level.
This research is done in cooperation with KPN as a follow-up on the LEAP [9] project by the Dutch gov-
ernment. Eco-mode is often unused within data centers since the operators have no insights into the
impact on the data center’s performance. The fear of performance degradation results in data center
operators keeping all servers configured with high-performance mode. However, with an ambition to
become climate-neutral, the energy consumption needs to be reduced.

1.5. Research questions
This research provides a framework that provides insights into the influences of these techniques within
the context of data centers when combined and it illustrates how their design choices affect each other.
This framework is provided along with the answering of the following research questions:

RQ1 What key aspects should be considered within eco-mode techniques to conserve energy without
experiencing unacceptable performance degradation on a cluster level?

a. How will the C-states of individual servers affect the energy consumption on cluster level?
b. How will the C-states of individual servers affect the performance on cluster level?
c. How will the P-states of individual servers affect the energy consumption on cluster level?
d. How will the P-states of individual servers affect the performance on cluster level?

RQ2 How will the design choices for virtual machine placement strategies influence the impact due to
the eco-mode techniques?

a. What correlation is there between eco-mode techniques and virtual machine placement
strategies regarding the energy consumption of a cluster?

b. What correlation is there between eco-mode techniques and virtual machine placement
strategies regarding the performance of a cluster?

RQ3 How will the design choices for virtual machine resource dimensions influence the impact due to
the eco-mode techniques?

a. What correlation is there between eco-mode techniques and virtual machine resource di-
mensions regarding the energy consumption of a cluster?

b. What correlation is there between eco-mode techniques and virtual machine resource di-
mensions regarding the performance of a cluster?

1.6. Thesis synopsis
The structure of this thesis is as follows. Chapter 2 provides an overview of the literature on the subject.
Moreover, it will give the theory behind the techniques that are used. Then, Chapter 3 shows the
methodology for the experiments that have been executed to answer the posed research questions.
After that, Chapter 4 displays the results of the conducted experiments of which the interpretations
are discussed in Chapter 5. The latter also discusses the unexplored parameters of this research.
After that, Chapter 6 gives an explicit answer to the posed research questions and addresses any
recommendations for further research. This chapter provides recommended practices for data center
operators too.



2
Literature Overview

This Chapter provides an overview of the current advancements of research performed on this topic.
The structure is as follows. Firstly, in Section 2.1, a detailed analysis of the functionalities that support
so-called eco-mode for servers is given. Eco-mode is a power management configuration for servers.
Subsequently, the current virtual machine policies and related goals are explained. Lastly, an overview
of research regarding combining these research fields is provided.

2.1. Functionality of eco-mode in servers
Configuring a server with eco-mode means enabling the capability of changing the core states (C-
states) and/or the performance states (P-states) as defined by advanced configuration and power in-
terface (ACPI) [8]. The influence of both of these different types of states is elaborated upon within
this research. The states are defined for a trade-off between performance and power of the central
processing unit (CPU). Eco-mode is most often designed to reduce the energy consumption of the
CPU since this is the component with the largest energy consumption for a server [10]. To have a
better understanding of the impact that can be made by these states, it should be known that the power
consumed by a processor can be divided into a static power and a dynamic power range [11].

PCPU = PCPU
static + PCPU

dynamic (2.1)

The C-states can influence the static power whereas the P-states can mainly influence the dynamic
power consumed by the CPU.

2.1.1. Core states (C-states)
The C-states influence the power dissipated by the processor when it is (nearly idle) by configuring the
processor (or individual cores of a processor) in idle mode. When a processor, or an individual core, is
in idle mode, it is not executing any instructions. The operating C-state is referred to as C0, whereas
C1 and higher are the actual idle modes. The higher the C-state, the longer the wake-up time from that
state to the active state (C0). Moreover, for a higher C-state less energy is consumed by the processor.
This means it will mainly affect the static power as described in Equation 2.1.
The aforementioned wake-up time, or latency, is the cause for the notion of the use of eco-mode on
a server. Therefore it is important to know the impact of this latency. The latency of switching from
higher C-states, such as C6, is less than a millisecond [12]. However, in application services, which
often are constructed tree-like, the effect of the latency degradation could have 10 times the impact in
the root of this application.
Decreasing the latency degradation as a result of the use of C-states has been analysed a lot. Zhan et
al. propose a technique which optimises the number of active cores and has only a subset of the cores
that reside in high C-states [13]. Traditionally, cores have the same residency distribution for C-states.
The residency distribution defines the fraction of time that a core is in a certain C-state. Their research
resulted in less switching between C-states and thus less latency degradation.
Moreover, Yahya et al. [14] provide a C-state architecture that tries to mitigate the effects of latency

6



2.1. Functionality of eco-mode in servers 7

for specific latency-sensitive applications. This would pave the way for high-performance servers to
benefit from using its C-states as well, whereas currently, this is not the case since the performance
degradation as a result of these latencies is too large.
The energy gains as an effect of the C-states are very clear when a server is completely idle. The
difference in power can be up to a third compared to when C-states are disabled within a server. Due
to the ability to configure the C-state for each core individually, an energy reduction is also seen when
the workload on the server increases, as was shown by the research of Beckett [15]. The power dissi-
pated by the server is equal for a server with C-states enabled to that of a server with C-states disabled
when the server is operating at full capacity. Beckett [15] has shown that the performance of a server
operating at full capacity only decreases by 1%, whilst the energy, even at full capacity, is decreased
by 3% (P-states were disabled).
It is noticed that this research only involves tests on one specific server, whereas Rteil et al. [16] have
researched the impacts for multiple servers and for different generations of the same server model.
Their research emphasises that the energy savings for the average enterprise server can be very sig-
nificant since the energy consumed in servers with an average CPU utilisation level of lower than 75%
is much lower. However, when the average utilisation level is above 75%, which is often the case for
high-performance cluster servers, the degradation as a result of the eco-mode on that server becomes
too high and it is not worth the small energy savings.
All in all, enabling C-states shows promising opportunities for energy savings, but especially when used
in high-performance clusters, which are often configured as tree-like architectures, the degradation in
performance as a result of increasing latency may get overhand. The benefits are largest when the
CPU utilisation level is relatively low, which for many enterprise solutions in data centers is dominantly
the case for their server clusters.

2.1.2. Performance states (P-states)
As aforementioned, the C-states mostly affect the static power dissipated by the CPU, as described in
Equation 2.1. The performance states (P-states) however, mostly affect the dynamic power dissipated
by the CPU. The dynamic power can be approximated by the following equation [17]:

PCPU
dynamic = αCV 2f (2.2)

Here, C is the load capacitance for the switches on the CPU, V is the voltage applied to the CPU and
f is the operating frequency of the CPU. Lastly, α is the activity factor, which is linearly dependent on
the workload on that CPU.
Due to the quadratic relationship between the dynamic power and the voltage applied to the CPU, it is
interesting to decrease the applied voltage to mitigate the power dissipation. However, when the volt-
age is lowered, the clock frequency should also be decreased for a stable operation [18]. Thereafter,
the performance of a CPU will degrade as execution will take longer for lower clock frequencies.
The exploitation of adapting both the voltage and frequency to the needs of the workload that needs to
be handled by CPU is known as dynamic frequency and voltage scaling (DFVS). This technique was
first proposed by Weiser et al. [19]. Their results were solely based on simulations but presented po-
tential energy savings of up to 20%, which later was demonstrated to be potentially even higher when
considering the energy consumed in idle states (C-states) too by Miyoshi et al. [20]
The ability to throttle the voltage and frequency to conserve energy has been integrated into modern-
day CPUs by manufacturers such as AMD and Intel. They have created discrete voltage-frequency
pairs for their CPUs, which have been defined as P-states [8].
As aforementioned, Rteil et al. [16] measured possible gains for modern-day servers for different types
of workloads when enabling both the C-states and P-states. With their research, they demonstrate that
servers can have great benefits from the addition of P-states when the utilisation level of a server does
not become too high. The exact value for this utilisation level depends on the server that is used and
the workload that is applied on that server. This thesis focuses on CPU-bound workload since this will
be most restrictive on potential gains due to enabling eco-mode.
Much research has been conducted on the positive impact that DFVS could achieve on single servers
and in some cases for server clusters. Chang et al. [21] demonstrated that the energy efficiency of
a server cluster will be enhanced significantly under light workload conditions. Additionally, Wang et
al. [22] showed that performance will not degrade significantly for non-critical tasks. Moreover, Huang
et al. [23] showed that in a mixed-critical system, energy efficiency can be improved whilst meeting all
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the performance requirements regarding delay. Rizvandi et al. [24] even showed substantial energy
savings when applying DFVS in a high-performance cluster.
An essential point to consider in these investigations is that, in every case, the workload types and
sizes were well-defined. In contrast, DFVS has not been extensively utilised in cloud environments
where workloads are highly dynamic and difficult to predict. The dynamic nature of these environ-
ments, attributed to hosting applications for numerous users, raises questions about the repercussions
of enabling both the C-states and P-states states. This study proposes a framework designed to offer
a more comprehensive understanding of the potential advantages and disadvantages associated with
these states enabled in a cloud environment.

2.2. Virtual machine placement
Virtualisation is the key technology for a cloud environment [25]. Virtualisation enables the possibility to
divide the service and resources provided by the physical fundamentals of a server. A virtual machine
requests a certain amount of resources of a server and thus makes use of the ability to partition its
resources. The number of virtual machines is larger than the number of servers, evidently, and thus a
mapping for VMs to these servers is needed. Servers in these environments are thereafter often called
hosts. This mapping of VMs is an important process which has a great impact on the energy-efficiency
and resource-efficiency of the IT equipment in data centers.
To minimise the power consumption of a data center, a lot of research towards consolidation of VMs
has been done to increase the resource utilisation of servers. Consolidation is the process of placing
VMs on as few servers as possible. Consolidation of VMs is only functional when the demand for re-
sources by these VMs varies over time.
The process of consolidating VMs to minimise the number of active hosts is often referred to as virtual
machine placement. The virtual machine placement problem is a well-known variant of the bin-packing
problem [26]. The bin packing problem has been proven to be NP-hard, which also holds for the VM
placement problem [27].
Extensive inquiries have been conducted regarding the VM placement problem [28, 29, 30]. Due to the
significant diversity in solution approaches, this work selectively emphasises only a subset of them.
The methods that are explained are all mono-objective, as they have been subject to more extensive
research [28]. This generalisation extends to the approaches that are covered. Furthermore, the im-
plementation of these methodologies is intended for this research. All methods are designed with a
power-aware objective, in line with the objectives of this research.
The upcoming sections of this research unfold a series of optimisation strategies, each with its strengths
and applications. Commencing with a best fit decreasing (BFD) algorithm, a greedy approach inspired
by a classical bin-packing problem solution. Subsequently, the only deterministic method in the form
integer linear programming (ILP) algorithm is discussed. This is a mathematical approach convenient
for tackling intricate decision problems. Furthermore, particle swarm optimisation (PSO) is highlighted,
leveraging principles of collective behaviour for problem-solving. The final section is dedicated to the
genetic algorithm (GA), a heuristic approach inspired by natural selection.

2.2.1. Best Fit Decreasing
The best fit decreasing algorithm represents a modification of the first fit decreasing algorithm, which,
in turn, is a refinement of the original first fit algorithm. The functioning of the first fit algorithm speaks
for itself since it will find the first possible bin in which the item fits. To place this in the context of the VM
placement problem, the algorithm will search through the already active hosts for a VM that can host
that VM. When it finds a suitable host, the VM is placed on that host. When no suitable host is found,
it will power on a new host. This is a rather fast method, but in many cases leads to a sub-optimal
solution.
Dósa and György [31] have proven that the first fit algorithm can be improved by ordering the items
according to their size in decreasing order. To put this in the context of the VM placement problem, it
sorts the VMs that need to be placed on a (new) host according to their computational power request.
Then it will first find a placement for the VM with the largest request in computational power.
Additionally, Dósa et al. [32] proposed another alternative which involves finding the best fit. This best
fit can be different types of criteria. In their proposed method, the algorithm searches for the fit in the
bin that is already fullest. However, the criteria can be anything else, depending on the problem.
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The best fit decreasing algorithm is a combination of these two algorithms. This algorithm thus searches
a placement for the largest item according to the best-fit criteria. Beloglazov et al. [33] proposed a best
fit decreasing solution within the context of the VM placement problem. Firstly, their algorithm sorts
the VMs according to their request in computational power in decreasing order. Then it finds the best
fit according to the estimated increase in power dissipation due to placing that VM in that host. The
best fit is thus the fit with the least expected increase in power. The heuristic for this algorithm can be
described as follows:

1. Sort all VMs in decreasing order according to their request in computational power;
2. Keep a list of active hosts;
3. Find the host with the least expected increase in power;

• If it fits at no host, power on a new host to place the VM on.
• If a suitable host is found, place the VM on that host.

4. Repeat step 3 for the next VM, until all VMs have been placed.

Implementation of BFD algorithm
The BFD algorithm as implemented by Beloglazov et al. [33] has been used for this research. This
greedy algorithm first sorts the VMs that need to be migrated according to their current request in
computational power descendingly. When the VMs are sorted, it thus searches a new host for the VM
with the largest computational request.
Searching for a new host is done according to only one criterion: the increase in power when placing
the VM on that host. The algorithm checks this increase for each host and it will place the VM on the
host with the smallest increase in power.
Then the BFD algorithm does the same for the next VM (from the sorted VM list of VMs that needs to
be migrated) until the algorithm has found a new host for each of the VMs that need to migrate. The
execution of this algorithm is captured in Algorithm 1.

Algorithm 1 Best Fit Decreasing Algorithm
Input: Vmigrate, Hexcluded

Output: Map(host,vm)
1: sort Vmigrate ▷ Descendingly on computational power
2: for vm ∈ Vmigrate do
3: minPower = MAX VALUE
4: newHost = null
5: for host ∈ H do
6: if host ∈ Hexcluded then continue
7: if vm fits on host then
8: powerDifference = host.getPowerAfterAllocation(vm)− host.getCurrentPower()
9: if powerDifference < minPower then
10: power = powerDifference
11: newHost = host
12: else
13: continue
14: migrationMap.add(newHost, vm)

return migrationMap

Notice that for the input, a set of excluded hosts is added (Hexcluded). This set consists of the over-
utilised hosts. This is done to decrease the computational complexity of the algorithm and is therefore
also implemented for all of the other VM placement algorithms.
Moreover, a set of VMs that need to be migrated is used (Vmigrate) since only placement for these VMs
is searched for, instead of searching a new optimal placement for all active VMs.

2.2.2. Integer Linear Programming
Integer linear programming (ILP) is an optimisation technique for which some or all of the variables are
strictly integers and where both the objective function and the constraints are linear equations. When
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some of the variables used are not strictly integers, this method is often referred to as mixed-integer
linear programming. For the extent of the VM placement problem, a stochastic nature is added to the
problem as the utilisation levels of the VMs can be modelled as a stochastic process.
ILP is a classical approach to solving the bin-packing problem and it has been applied to minimise
the active number of hosts used in the context of the VM placement problem [34]. A very important
drawback of this method is the computational complexity of this algorithm.
The run-time of ILP grows double exponentially with an increasing number of constraints and decision
variables [35]. Over the years, new algorithms have been presented showing improved run-time [36,
37]. However, the run-time still grows exponentially as a result of the constraints.
Since the use of a integer linear programming algorithm in the context of VM placement problem, the
objective often was minimising the resource wastage, as was also done by Gupta et al. [34]. Their
research illustrates that the run-time can be reduced by restructuring the problem into two stages. This
caused researchers to alternate the formulation of the problem into smaller sub-problems which are
often presented as multi-objective ILP solutions.
Regaieg et al. [38] propose a two objective model. This model first poses an ILP formulation that solves
the maximum number of requests and uses the solution of that as an input for the ILP formulation that
minimises the number of active hosts. In this way they decrease the number of constraints for the
second stage, the decrease their run time.
Later, Regaieg et al. extend their research with an additional stage in between the aforementioned
stages [39]. In this stage, they use the input of the first stage to minimise the resource wastage, which
then is used as input for the stage that minimises the number of active hosts.
Even though the run-time becomes more competitive with many of the (meta-)heuristic algorithms, they
still have a very large run-time. To decrease the run-time, meta-heuristic solutions have been proposed.
Two of these are particle swarm optimisation (PSO) and the genetic algorithm (GA), which is elaborated
upon in the forthcoming sections.

Implementation of ILP algorithm
The objective function used in this research aims to minimise the number of active hosts. The objective
function is formulated as follows:

min
∑
j∈H

ϕj , ϕj = 1 iff host j is active, else 0 (2.3)

The constraints consist of multiple components. Firstly, the Equations 2.4 hold, since these describe if
the VMs resource requests are possible with the capacity limit of each host.∑

i∈V
xijci ≤ Cj , j ∈ H; (2.4a)

∑
i∈V

xijmi ≤Mj , j ∈ H; (2.4b)

∑
i∈V

xijbi ≤ Bj , j ∈ H; (2.4c)

∑
i∈V

xijsi ≤ Sj , j ∈ H. (2.4d)

Here, xij is one and only one if VM i is placed on host j, ci is the current computational request of VM
i,mi is its current memory request, bi its current network bandwidth request and si its storage request.
Similarly, Cj is the computational power capacity of host j, Mj its memory capacity, Bj its network
bandwidth capacity and Sj its storage capacity. When one of these conditions is not met, the new VM
can not and will not be placed on that host. When no suitable host was found for that VM, it will remain
on its current host, even if this would lead to an over-utilised host and thus a performance degradation.
Note that for this research, only condition 3.1a is relevant.
Moreover, some additional constraints are added, to ensure the functioning of the algorithm. Firstly the
following set of constraints is added: ∑

j∈H
xij = 1, i ∈ V (2.5)
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This equation ensures that each VM is placed on one host exactly. Thus each VM can not be placed
on more than one host and it is always placed on at least one host. The latter part of this statement is
possible in the scope of this research since it will always be possible to place all of the VMs. This means
that the total capacity of all hosts always suffices to place all of the VMs. This is shown in Section 3.2.3.
This is done since this research does not focus on data centers or server clusters that are close to their
capacity limit.
Furthermore, the following set of constraints is added:

1 ≥ ϕj ≥ xij , i ∈ V , j ∈ H (2.6)

These constraints ensures that ϕj is one if at least one VM is placed on host j (for all hosts).
These form all the constraints. The total number of constraints account for: |H| constraints due to
Equation 3.1a, |V| constraints due to Equation 2.5 and |H||V| constraints due to Equation 2.6. The
total number of constraints is dominated by Equation 2.6.
To decrease the number of constraints, the subsets Vmigrate and Havailable = H\Hexcluded replace the
sets V and H respectively. However, to do this, some adaptations to the aforementioned constraints
should be made.
Firstly, the capacity of the hosts that already host one or more VMs should be decreased to the available
capacity. This ensures that the algorithm does not force hosts to become over-utilised.
Secondly, for all hosts that already are active due to the hosting of at least one VM, which thus are not
to be migrated, the respective variable ϕj becomes constant and set to 1. This ensures that hosts with
no VMs, and thus a larger available capacity, are not preferred over hosts that already host at least one
VM.
The algorithm thus minimises the active number of hosts and does not take into consideration the
power curve of the hosts it uses. For the implementation of this algorithm, the OR-Tools suite provided
by Google has been used [40].

2.2.3. Particle Swarm Optimisation
A popular meta-heuristic solution is the use of particle swarm optimisation (PSO). This method was
first proposed by Kennedy and Eberhart [41] and was introduced to the VM placement problem by
Dashti and Ramani [42]. Their results show energy savings of at least 14% when compared to the BFD
algorithm as proposed by Beloglazov et al. [33]
The original intention was to simulate social behaviour regarding the movement of organisms such as
a fish school [43]. In later studies, it has proven to be a solution for a wide variety of applications [44].
The basic principle of the PSO algorithms consists of having candidate solutions, called particles, that
move around in the search space to find an overall optimal solution. The movement of these particles
is described in simple equations which are based on the particle’s best-known solution as well as the
overall best-known solution [45]. Moving to new positions is done iteratively for a fixed number of
iterations, or when a tolerable solution has been found [46].
The movement of the particles can be described using the following equations:

Xi+1 = Xi + Vi (2.7a)

Vi+1 = wVi + ccrc(b− xi) + csrs(g − xi) (2.7b)

Here Xi and Vi are the particle’s position and velocity, respectively, at the ith iteration. Furthermore,
b represents the best-known solution by that individual particle, whereas g represents the overall best-
known solution. Moreover, w is the inertia coefficient which is set by the practitioner, which also holds
for the so-called cognitive coefficient (cc) and the social coefficient (cs). These hyper-parameters have
a great impact on the performance and thus have to be researched for their use case. Lastly, rc and
rs are two random picked values from a uniform distribution between 0 and 1.
The inertia coefficient describes the influence of the particle’s current velocity and should always be
valued between 0 and 1 to prevent divergence [47]. For values closer to 1, the focus of the algorithm
is on exploring the search space whereas for values closer to 0, the algorithm converges faster to its
local and/or global optimal solution. Thereafter, a common practice is to decrease the inertia coefficient
over time.
The cognitive and social coefficients have a similar role as the inertia coefficient. However, especially
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the ratio between the values is important. When the cognitive coefficient is larger than the social coeffi-
cient, the algorithm explores the search more, whereas it converges faster when the social coefficient
is larger than the social coefficient. When both values are very high, the effect of the inertia diminishes.
Research has shown it is better to have the values of these coefficients between 1 and 3 [47].
To implement the PSO algorithm, the hyper-parameters should be carefully set, depending on the ob-
jective of the algorithm. Multiple researchers have tried to find optimal configurations for the use of PSO
algorithm to minimise the power consumption within data centers [48, 49]. This means that the local-
and global best-known solutions are based on the estimated power consumption of a data center. This
objective function is often referred to as a fitness function. Both researches show promising results
and therefore, an implementation of the PSO algorithm is used for the cause of this research.

Implementation of PSO algorithm
The PSO algorithm is one of the two meta-heuristic algorithms that have been implemented for this
research. The other one is the genetic algorithm (GA) and they share some similarities in configuration
to keep the comparison as fair as possible.
Firstly, a set of particles needs to be created. This set consists of 30 particles in this implementation.
Each particle consists of two characteristics: a position and a velocity. The position is defined as the
proposed mapping by that particle. The position thus could be the final solution for the mapping of
each VM to a new host. This mapping for the particle’s position is shown in Figure 2.1. The velocity
is defined as a vector that represents the change of position and thus implicitly refers to a different
mapping, see Figure 2.2.

Figure 2.1: Visualisation of VM placement mapping
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Figure 2.2: Visualisation of the velocity of particle 4 (Figure 2.1)
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As can be seen in Figure 2.1, the dimensions of each particle’s solution are equal to the number
of VMs that need to be migrated. The boundaries of the particle’s position are determined by the
number of available hosts. As for the example shown in Figure 2.1, each dimension can have 6 dis-
crete values. This thus creates a solution space consisting of |Havailable||Vmigrate| solutions, where
Havailable = H\Hexcluded and Vmigrate is the set of VMs that need to be migrated.
Each particle is initialised with a position and velocity randomly, uniformly distributed over the whole so-
lution space. Note that the position of each dimension is bounded between 0 and |Havailable|, whereas
the velocity of each dimension is bounded between −|Havailable| and |Havailable|.
Then the fitness for each of these particles is calculated. The fitness of particle i is calculated as follows:

fi =
∑
j∈H

Pj (2.8)

Here Pj refers to the power dissipated by host j when the proposed placement of that position would
hold. However, when a host is expected to be over-utilised as a result of a particle’s proposed place-
ment, the fitness score fi is set to be infinitely large.
The aim is thus to minimise the fitness score as described in Equation 2.8. Each particle keeps track
of the best fitness score and the respective position for that score. So when the fitness score for the
current position is calculated, it then immediately checks if it is better than its best fitness score. If this
is the case, the value for the personal best fitness score and personal best position are updated.
Once every particle has updated its personal best, if needed, the personal best of each particle is com-
pared to the global best. The global best is also stored with its respective position. When the best
personal best of all particles is better than the current global best, the fitness score of the global best
is replaced by the respective personal best and the global best position is updated by the respective
personal best position.
Once the global best values are updated, if needed, each particle determines its new position. This is
done by adding the velocity of that particle to its current position. After that, the new velocity for that
particle is determined. This is calculated according to the following equation [48]:

Vt+1 = wt · Vt + cc · rc · (Xbest −Xt) + cs · rs · (XglobalBest −Xt) (2.9)

Here, Vt+1 refers to the particle’s new velocity, Vt refers to its current velocity, Xt refers to its current
position, Xbest refers to its personal best position and XglobalBest refers to the global best position.
Besides, wt refers to an inertia coefficient which determines the influence of the current velocity. This
inertia coefficient changes over the number of iterations by the following equation:

wt = wmax − (wmax − wmin) · t+ 1

Nt
(2.10)

Here wmax refers to the maximum inertia coefficient and wmin to the minimum inertia coefficient. More-
over, Nt is the maximum number of iterations that are performed, which is 50 in this case. The variable
t refers to the current iteration number. The process is repeated 50 times, which means t ranges from
0 to 49.
Furthermore, the constants c1 and c2 refer to the cognitive and social constant respectively. The cogni-
tive constant (c1) determines how much the particle’s velocity is determined by its history and the social
constant (c2) determines how much the particle’s velocity is influenced by the history of all the other
particles. For this research, they both have been set equal to 2.05, which has been chosen based on
the research provided by Ibrahim et al. [48]
Moreover, r1 and r2 represent two different random values between 0 and 1, which are uniformly dis-
tributed. The velocity and position are both only defined in discrete integer values. However, Equa-
tion 2.9 could lead to non-integer values. Thereafter, the result of that equation is always rounded to
the nearest integer value, which implicitly ensures that the position always consists of integer values
only. The process of the particle swarm optimisation algorithm is captured in Algorithm 2 in Appendix A.
Note that this algorithm needs some sort of mapping between integer values and the corresponding
VM or host. The index of gBestX corresponds to the VM that has the same index in Vmigrate and the
value of gBestX corresponds to the index of Havailable.
The values that are used for the variables that need to be initialised are shown in Table 2.1.
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Symbol Value Description
Nt 50 Number of iterations
Np 30 Number of particles

wmax 0.9 Maximum value for the inertia coefficient
wmin 0.4 Minimum value for the inertia coefficient
cc 2.05 Cognitive constant
cs 2.05 Social constant
P Set of particles
Xp Position of particle p
V p Velocity of particle p

Table 2.1: Variables for the PSO algorithm

2.2.4. Genetic Algorithm
Another meta-heuristic solution is the genetic algorithm (GA), which is inspired by the natural process
of evolution. It consists of many genetic operators which are often inspired by biological processes,
such as crossover, selection and mutation [50]. The GA can be used for a great variety of optimisation
problems too [51, 52].
Similar to the PSO algorithm, the GA starts with a set of candidate solutions. This set is often referred to
as a population. The candidate solutions can be referred to as parents. After initialising the population,
a repetitive process of genetic operations is performed. Each iteration is referred to as a generation.
The first stage of a generation is selection. This describes the process of selecting two parents that are
going to reproduce. A lot of different methods have been researched [53]. One of the most common
selection methods is the roulette-wheel selection, also known as fitness proportionate selection [54].
The probability of selecting each parent is determined according to their fitness. When a parent has
a high fitness score compared to the other parents, the probability of being selected is also high. The
selection probability is commonly defined using the following equation:

pi =
fi∑Np

j=1 fj
(2.11)

Here pi is the probability of the selection of parent i and fi is its fitness score. This is calculated for
a population of size Np. Other selection processes are not elaborated upon in this work, since there
is no implementation of the GA in the context of the VM placement problem that addresses a different
selection process.
The second stage of a generation is called a crossover. Crossover consists of cloning a part of the
solution from its first parent and cloning the other part of its solution from the other parent. Just like for
the selection process, many different crossover methods have been researched [55]. One of the most
common crossover methods is the one-point crossover. This method picks a random crossover point.
This process is visualised in the Figure 2.3.

Figure 2.3: Visualisation of crossover process

This process randomly selects a point in between the dimensions of the parents. This point indicates
that the solution mapping of parent 1 before this crossover point is taken, and the solution mapping of
parent 2 after this crossover point is taken to construct the solution mapping for the child.
After the crossover stage, a child can have some changes to its candidate solution as a result of mu-
tation. The mutation stage was the first process that later evolved to the GA [56]. The mutation stage
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alters the solution that results from the crossover stage according to a probability distribution. Just like
the other stages, many different alternatives have been proposed in the literature [57]. They mostly vary
in the distribution of picking a random number, which impacts the probability for each of the mappings
provided by the candidate solution to be altered to any other possible mapping. One of the commonly
used distributions is a uniform distribution with a very small probability of mutation, such as 1% or even
smaller.
Moreover, a process that is often combined with the GA is the process of survival of the fittest, which
originates from evolutionary algorithms [58]. Genetic algorithms are a subclass of evolutionary algo-
rithms. The survival of the fittest stage ensures that the fittest parents of the population survive and
remain in the next generation, whilst all the others are removed from the population.
There are a lot of hyper-parameters to be set and each should be chosen carefully for the problem it is
trying to solve. The GA has been used for bin-packing problems which thus is easily extended to the
virtual machine placement problem [59].
Since then, extensive research has been conducted on fine-tuning hyper-parameters [60, 61, 62]. The
foremost challenge to be tackled by designing a GA is keeping the run-time as short as possible. Even
though it is better than for implementations of ILP algorithm, GA too has a very long run-time. This, for
instance, resulted in propositions of having more efficient fitness functions to evaluate the candidate
solutions [63].

Implementation of GA
The genetic algorithm (GA) has been implemented, which is, just like PSO algorithm, a meta-heuristic
algorithm. The genetic algorithm shows some similarities with the PSO algorithm.
Just like for the PSO algorithm, a set of random solutions is created with the same dimensions. The
same mapping, as explained for the PSO algorithm, is used for the genetic algorithm. The set of solu-
tions in this case is called the population. Each solution of the population only consists of a mapping.
A solution is called a parent. From the population, two parents are selected randomly. The parents
with a better fitness value (thus a smaller value), have a higher probability of being selected. The same
fitness function as for the PSO algorithm is used for the GA (see Equation 2.8). The probability of a
parent to be selected is determined as follows:

pi =

1
fi∑

j∈P

1
fj

, with P as the set of parents (2.12)

Once two parents are selected, a new solution is generated as a result of these parents. This new
solution is called the child and the process of generating a child is called crossover. The crossover
consists of taking the mapping of the first c VMs of one parent and the mapping of the other VMs from
the other parent. This value c is a random integer number from a uniform distribution between 0 and
|Vmigrate|.
When the child has been generated, it might undergo some mutations. Each mapping of the solution of
the child has a 1% chance to mutate, which means that the mapping of that VM changes to a different
host. The processes of parent selection, crossover and mutation within the context of this research are
visualised in Figure 2.4.
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Mutation

1% chance for each
VM-host pairHost 1 Host 3 Host 4 Host 6(Mutated)

Child

Figure 2.4: Visualisation of the parent selection, crossover and mutation process of the genetic algorithm

For each parent in Figure 2.4, its fitness score and its chance of selection are shown. The fitness score
is calculated the same as for the PSO algorithm, which is described in Equation 2.8. The calculation
for the chance of selection is described in Equation 2.12. Note that the parents with the best fitness are
not automatically selected. They do have the highest probability of being selected. Figure 2.4 shows
an example where not the two parents with the best fitness are selected.
Like the PSO algorithm, the genetic algorithm consists of multiple iterations, which are called genera-
tions. The number of children that are generated differs per generation. This is because the population
size should remain the same, but the number of parents that survive a generation differs. A survival
of the fittest principle has been applied to this algorithm, which means the fittest portion of parents
survives. The number of parents that survive does increase over time. This ensures that in the earlier
stages of the algorithm, it is focused on exploring the solution space and in the later stages it is focused
on converging to an (local) optimum. The following equation is used to determine the fraction of parents
that survive:

wt = wmax − (wmax − wmin) · 1

t+ 1
(2.13)

Note that there is a small difference between Equation 2.10 and Equation 2.13. In Equation 2.10, wt

changes over the iterations from wmax to wmin, whereas in Equation 2.13 wt changes from wmin to
wmax. This differs for these algorithms to ensure that both algorithms focus on exploring the search
space in the early iterations and converge to an optimum in the later iterations.
In the end, the solution with the best fitness score of the last population is selected as the final solution
for the mapping. The functioning of the genetic algorithm is captured in Algorithm 3 in Appendix A. For
this algorithm, the mapping is done similarly to the mapping for the PSO algorithm. The values that are
used for the variables that need to be initialised are shown in Table 2.2.

Symbol Value Description
Nt 50 Number of generations
Np 30 Number of parents

wmax 0.9 Maximum value of survival coefficient
wmin 0.4 Minimum value of survival coefficient
P Population, set of parents

Table 2.2: Variables for the genetic algorithm
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2.3. Integrating eco-mode into virtual machine placement
Virtual machine placement algorithms mostly do not consider eco-mode techniques that servers are
capable of. Of course, in many of the algorithms, the power dissipated by each of the servers is
considered, but it does not account for the possible switching between P-states.
A few DFVS-aware algorithms have been proposed in the literature. Wang and Wang [64] proposed
a DFVS-aware algorithm, but they have not considered the impact of the frequency. Effectively, this
means that the proposed VM placement algorithm and the eco-mode of servers operate in parallel.
Petrucci et al. [65] proposed a frequency-aware VM placement algorithm for small data centers. They
did not cover any impact on the performance and only focused on the conservation of energy. Arroba
et al. [66] also proposed a frequency-aware model which also presented an improved (very slightly)
improved performance. However, they lack in their elaboration on the actual VM placement policy.
There is not yet research that delves into the decomposition of the influence of different key parameters
in data center environments. The problem of getting a data center more energy efficient consists of
very many parameters, which makes it extremely hard to tune a data center, or even a cluster, to its
most power-efficient form [67]. This research provides a framework for a subset of these parameters
and explicates the relationships between these parameters.



3
Methodology

This chapter outlines the methodology employed in this research. Firstly, an explanation of the func-
tioning of the simulation tool, CloudSim [68] is provided, as it forms the foundation of this study. Sub-
sequently, Section 3.2 elaborates upon the parameters that are varied over in the experimental setups.
Finally, Section 3.3 provides details on the experimental setup itself.

3.1. CloudSim
CloudSim is a simulation tool that has been used very widely within this research area. CloudSim is
a toolkit for modelling and simulating the behaviour of cloud environments, such as VMs, data centers
and resource provisioning services, which includes the VM placement algorithm [69]. CloudSim is an
event-driven simulation tool, which means that all components maintain a received message queue
and all components generate messages to pass along to other components. The components that
form the core of CloudSim are:

• Cloud Information Service Registry: A registry that maintains data center characteristics informa-
tion.

• Broker : The broker resembles the user query, which consists of VMs and acts as a scheduler of
this query among the data centers.

• Data Centers: The data center entity resembles a data center, including a virtual machine man-
ager (VMM).

3.1.1. CloudSim Core Components
For the scope of this research, only the data center entity is of relevance, since only one data center
is simulated. The other two components only have a significant role when more than one data center
is simulated. The data center entity consists of multiple components.

Virtual Machine Manager (VMM) This describes the VM managing policies, which mainly consists
of the VM placement algorithm. This is the most important component of the VMM for this research.
Furthermore, it consists of the host over-utilisation detection algorithm and the VM selection policy. The
exact functionality of each component of the VMM is explained later.

Host List This is a list of all hosts, ergo servers, that are placed within the data center. Each host
contains two main components: technical specifications and its own VM list.
The technical specifications consist of multiple common server characteristics, such as computational
power, remote access memory (RAM), network bandwidth and storage. However, for this research,
only the computational power is of relevance. Furthermore, the energy consumption for all utilisation
levels of the computational power is described for each host by its power curve, as is explained in
more detail in Section 3.2.1. Within this characteristic of the host, the difference between eco-mode
and high-performance mode is defined. In this research, the delays as a result of switching between
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C-states [70] and P-states [9] are neglected, since these are negligible for the performance of a data
center as a whole.
The VM list of the host only contains the VMs that are provided resources by that host. The host only
knows the current computational power request of the VMs, and it does not know the dimensions of
the VMs. More details about the dimension of the VMs are given in Section 3.2.3.

VM List This list contains all VMs that should be processed within this datacenter. For this research,
this means all VMs. Each VM consists of similar characteristics as hosts do. However, it describes
the maximum request for each resource. Thus, each VM is described by its maximum computational
power, maximum memory (RAM), maximum network bandwidth and maximum storage. Furthermore,
each VM keeps track of its current utilisation for each resource. Again, this research only keeps track
of the computational power. It is important to note that this VM list has insight both into the dimensions
of the VM and the current request of computational power. Note that a VM is defined by a maximum
computational request (and so for all other resources), but the computational request during simulation
varies over time. The configuration thus defines the maximum computational request by a VM, which
is referred to as the dimensions of a VM.

The information known to each entity is like a tree. Thus the virtual machine manager has insight
into all information, both of the host list and the VM list. The individual hosts only have insight into its
technical specifications and the current utilisation of its VMs. Each individual VM has insight into its
dimensions and current utilisation but has no insight into the technical specifications of the host it is
placed on or of any of the other virtual machines. This is visualised in Figure 3.1.

Figure 3.1: Visualisation of the data center entity

As mentioned before, the VM knows its current utilisation. This is based on the tasks of the applications
that are running on this VM. Since the purpose of this research is to investigate the dynamic between
VMs and the VMM in combination with the eco-mode of hosts, each VM has one application running
with a task that is produced stochastically according to a uniform distribution. This effectively means
that the utilisation level of each VM is at random according to a uniform distribution between zero and
the maximum request of that VM. These applications are referred to in CloudSim as cloudlets. How-
ever, these are not of importance in this research. In this research, workload thus means the VMs and
not the actual set of instructions that should run on these VMs.

3.1.2. Data Center Configuration
A simulation first needs to be set up before it can start. This is done by the following steps.

1. A Cloud Information Service registry is created;
2. A broker is created
3. A data center with all its hosts is created;
4. The broker submits all VMs to the, in this use case only one, data center ;
5. Now the simulation can start.
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The important part of these steps is to a have correct host list for the data center (step 3) and a correct
VM list for the simulation (step 4).
For this experiment, a homogeneous data center is created, which means that all the hosts have the
same technical specifications. In this way, the impact of the eco-mode on a cluster level can be ex-
tracted in a consistent environment. For further research, it would be very interesting to investigate the
impact within a heterogeneous data center, since this is a much more realistic scenario [71].
For this research, the homogenous data center consists of 50 Dell PowerEdge R630 servers with
an Intel Xeon E5-2699 v4 2.2 GHz processor [72]. This server with this processor has been chosen
since research has been done on the eco-mode provided by the Intel processor on this server for one
server [16]. Of this research, this server has been chosen since it is most common in commercial use
and is not a server designed for high performance.
The Intel Xeon E5-2699 v4 2.2 GHz processor can functionally have 2 CPUs [72], which has been
simulated as 2 cores in CloudSim. This differs from the number of cores as specified in the sheet In-
tel provides, but in practice, this would be the same. This is because the way cores are simulated in
CloudSim is similar to the way the number of functional CPUs Intel refers to in its datasheet. Therefore,
the computational power capacity is 2.2 GHz per core, so a total capacity of 4.4 GHz this host has.
The computational power in CloudSim is specified in millions instructions per second (MIPS), which is
not known. However, the 2.2 GHz is converted as 2200 MIPS assuming the processor to have one
instruction per clock cycle. This assumption holds since the same conversion is used for the virtual
machines. The dimensions of these virtual machines are discussed in Section 3.2.3, since this is one
of the aspects that is analysed in this research.
Not only does the host list need to be set up, but also the configuration for the functioning of the virtual
machine manager needs to be set up. This consists of the components as described in Section 3.1.1.
The VM placement algorithms are described in Section 3.2.2. Moreover, the host over-utilisation detec-
tion algorithm and the VM selection algorithm, which decides which VMs migrate from an over-utilised
host, are configured along default configurations of CloudSim. The effect on and from these algorithms
is not analysed within the scope of this research and thus is the same for all simulations.
Since the over-utilised detection algorithm is not analysed within this research, one of the default algo-
rithms provided by CloudSim has been chosen. Therefore, the host over-utilisation detection algorithm
is based on a linear regression algorithm that predicts the host utilisation based on the last 10 utilisation
samples. This prediction is multiplied by a safety parameter. When the result of this multiplication is
larger than 100%, the host is marked as over-utilised. The safety parameter used in this research is
1.2, which effectively means that the predicted utilisation level can not be higher than 83%.
For the same reason as is used for the choice of an over-utilised detection algorithm, the choice for the
VM selection algorithm has been chosen. This is for the VM with the smallest migration time, which
effectively means the VM with the smallest memory. This is based on the current utilisation level of the
VMs, not on the dimensions of the VMs. However, the memory specification of VMs is not used within
the scope of this research. Therefore, it is assumed that VMs with a larger request of computational
power, have a larger memory, which ensures that the VM with the largest request in computational
power is selected to migrate to a different host. This assumption holds for many VM instances, for
example when using Amazon EC2 instances [73]. This too, is a default configuration of the CloudSim
tooling.

3.1.3. Simulation Flow
Once the data center is configured as described in Section 3.1.2, the simulation can start. Firstly, all
VMs are submitted to the data center by the broker. Since there is only one data center entity for this
research, they are all submitted to that data center. When this is done, the data center provides a
first placement. There is no optimisation process here, which means that for the first time frame, a
different VM placement policy is used. This is done using a first fit algorithm based on the maximum
computational power of a VM. This means that the initial placement is the same for each simulation
run. After that, on an interval basis, the placement is optimised. This is done by the following steps:

1. Find all over-utilised hosts;
2. Select VMs that need to be migrated from these hosts;
3. Find new placement for VMs that need to be migrated;
4. Find under-utilised hosts after this placement;
5. Find placement for VMs of under-utilised hosts, if possible.
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This is done once every five minutes for this simulation. Steps 4 and 5 enforce that all VMs of hosts that
have a very low utilisation will migrate to hosts that can host these VMs besides the VMs they already
host. This process is necessary to be able to shut down hosts, which is done to conserve energy. The
utilisation threshold is 1% of the host’s capacity, which is a CloudSim default value. This value might
seem extremely low, but in practice is often surpassed. One percent of the capacity of the host in this
case means 440 MHz (or MIPS). For example, when only one small VM with a maximum computational
request of 500 MHz is placed on this host, the chance of being below this threshold is 88%.
The utilisation level of each VM is not updated during the timeframe of five minutes. At the end of the
timeframe, the utilisation level of each VM is updated. The utilisation level (before it is updated) can be
regarded as the average utilisation level for that VM for the last five minutes. Then the utilisation levels
of all the VMs are updated. After this update, the steps described above are performed. In this way,
the algorithms operate with the current utilisation levels.
Once the new VM placement is determined in step 3 (and possibly steps 4 and 5), CloudSim tries to
migrate the VMs accordingly. When migrating a VM from one host to another, it checks if it is possible.
This is done by checking the following criteria when placing a VM on a host:∑

i∈V
xijci ≤ Cj , j ∈ H; (3.1a)

∑
i∈V

xijmi ≤Mj , j ∈ H; (3.1b)

∑
i∈V

xijbi ≤ Bj , j ∈ H; (3.1c)

∑
i∈V

xijsi ≤ Sj , j ∈ H. (3.1d)

Here, xij is one and only one if VM i is placed on host j, ci is the current computational request of VM
i,mi is its current memory request, bi its current network bandwidth request and si its storage request.
Similarly, Cj is the computational power capacity of host j, Mj its memory capacity, Bj its network
bandwidth capacity and Sj its storage capacity. When one of these conditions is not met, the new VM
can not and will not be placed on that host. When no suitable host was found for that VM, it will remain
on its current host, even if this would lead to an over-utilised host and thus a performance degradation.
Note that this set of equations forms the basis for the ILP algorithm as described in Section 2.2.2.
Figure 3.2 summarises the workflow of a CloudSim simulation.

Figure 3.2: CloudSim simulation flow

The steps described above are repeated every five minutes until the total simulation time has passed,
which is a simulation time of 1 day exactly. This is chosen since it is the default value of the CloudSim
tooling. Since this research does not look at workload patterns or workload prediction, this simulation
time suffices for this research. This means that the steps described above are repeated 288 times per
simulation. The workload that will be used for simulation is randomly generated but seeded. Thus it is
the same for each simulation (that has the same VM type distribution). This is chosen to obtain a fair
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comparison of the different power dissipation curves and the different VM placement algorithms.
To illustrate the confidence of using a seeded workload, the first experiment also has been conducted
100 times. Each run randomly generates a workload. This results in confidence in the calculated
averages and a spread of each of the results. These are shown in Appendix B.

3.2. Analysed Parameters
To give insights on the impact of the eco-mode on cluster level within data centers, three main param-
eters that could influence its impact are analysed. These are the shape of the eco-mode power curve
(Section 3.2.1), the VM placement algorithms (Section 3.2.2) and the workload dimensions of the virtual
machines (Section 3.2.3).

3.2.1. Shape of Eco-Mode Power Dissipation Curves
The shape of the eco-mode power dissipation curve is dependent on the server hardware and mostly
the CPU. As explained in Section 2.1, processors can switch between so-called power-performance
states (P-states) and CPU power states (C-states).
The C-states switch between different levels of sleep modi of the cores. These states can conserve
the energy of servers when their workload is relatively low. These benefits will thus be largest when a
server is mostly idle. For a more detailed description of this, read Section 2.1.1
The P-states throttle the computational power to conserve energy. They switch between voltage-
frequency pairs to conserve energy. The processors can lower the voltage, to decrease the power
dissipated by the server. However, the maximum operating frequency should also be lowered, which
means a smaller computational power.
Furthermore, the eco-mode power dissipation curve can be different when a different set of instructions
is performed on the processor, as illustrated by Rteil et al. [16]. This research does not analyse the
relationship between the type of instructions that need to be performed on a processor and the shape
of the eco-mode power curve.
However, to include this aspect within the impact of the eco-mode of servers on a cluster level, differ-
ent eco-mode power dissipation curves have been implemented. As a reference, the eco-mode power
curve shape of the Dell R630 PowerEdge server with an Intel Xeon E5-2669 v4 processor has been
used. The reference curve shape is taken from the experiments performed by Rteil et al. [16] with a
workload fully based on stochastical simulation in Java (ssj) operations. This type of instruction set
has been chosen since it is the most common and general use case for many commercial applications.
Other instruction sets have often a very specific use case.
This reference eco-mode power curve shape has been assumed to be the most optimistic power curve
shape. This power curve shape has been parameterised. This is also done for the high-performance
power curve from the same experiment.
Moreover, 8 other power curves have been parameterised. They differ in the power dissipated when
there is no workload, which can be referred to as the impact of the C-states, and the shape of the curve
towards the maximum power dissipated, exponential, linear or root-like. This can be referred to as the
impact of the P-states.
The eco-mode power dissipation curves have been parameterised by the following simple equation:

P (u) = c+ γup (3.2)

with
γ = (380− c)100−p

Here c represents the power dissipated when there is no workload (in watts), thus the impact made by
the C-states, and p represents the curve of the power profile, thus the impact made by the P-states.
Furthermore, u represents the utilisation level in percentages, which explains the value 100 in the
equation for γ. The values that were used for c and p are listed in the table below.
Moreover, the high-performance power curve has been parameterised similarly, which is a linear line
starting from 220 watts and going linearly to 380 watts at a 100% workload.
These power curves are shown in Figure 3.3. The reference curve is visualised by Figure 3.3g. This
reference curve has been assumed to be the most optimal curve due to the eco-mode of a server, which
means this power dissipation curve has the lowest value for any utilisation level.
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(a) c = 110, p = 0.7
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(c) c = 170, p = 0.7
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(d) c = 110, p = 1
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(f) c = 170, p = 1
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(g) c = 110, p = 2
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Figure 3.3: Parameterised power curve shapes

c (Watt) p
110 0.7
140 1
170 2

Table 3.1: Values of c and p

3.2.2. Virtual Machine Placement Algorithms
For the scope of this research, four different VM placement algorithms have been implemented which
all have the objective to minimise the energy consumption of the data center. To have a fair comparison,
all algorithms are single objective and thus only try to minimise energy consumption and do not use any
technique to preserve the performance of the data center. In this way, the impact of eco-mode is the
dominant aspect to be analysed and not the impact of the different VM placement algorithms. However,
it is analysed for multiple VM placement algorithms to analyse if there is a dependency between the
impact of the eco-mode and the VM placement algorithms.
The algorithms that have been implemented are described in Section 2.2. The implementations of
these VM placement algorithms have been created as separate Java files in the CloudSim tooling and
have been integrated within the flow as shown in Figure 3.2.

3.2.3. Virtual Machine Dimensions
The last parameter that is varied over in some of the experiments is the VM dimensions. With the VM
dimensions, the maximum request for each of the resources is meant. Since the scope of this research
is only focused on the computational power resource, this is the only resource that varies.
The requested computational power of a VM is noted in Megahertz (MHz), which is also the common
practice for the capacity of the hosts. However, since CloudSim only operates in millions instructions
per second (MIPS), the simple one-on-one conversion for both the capacity of hosts and the requests
of VMs is made from MHz to MIPS.
For this research, three different VMs are used: 500 MHz, 1000 MHz and 2000 MHz. In CloudSim,
these would have the values: 500 MIPS, 1000 MIPS and 2000 MIPS.
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There are four different distributions of VMs that are processed. For each different type, there is a
distribution that only consists of that type of VM and a fourth distribution that consists of a uniform
distribution of all VM types.
To have a fair comparison, the expected workload of each of these distributions is matched. The
utilisation levels during each simulated time frame are the same for each of these VMs and they all
have a uniform distribution. This means that for the distribution that only consists of VMs that request
500 MIPS more VMs are processed than for the distribution that only consists of VMs that request 2000
MIPS. The actual numbers that are used are shown in Table 3.2.

VM size(s) #VMs
500 MHz 112
1000 MHz 56
2000 MHz 28

500 MHz, 1000 MHz, 2000 MHz 16, 16, 16

Table 3.2: Distribution of number of virtual machines

They all lead to an expected workload of 28000 MIPS at any point in time of the simulation, since the
expected request MIPS is half of its maximum request due to a uniform distribution. All of these VMs
request one virtual CPU, thus each VM can be fully placed on one physical CPU of a host.
The hosts, each with a capacity of 2200 MIPS and 2 CPUs have a combined capacity of 50 x 2200 x
2 = 220000 MIPS. The capacity thus more than suffices, since the expected workload only accounts
for 12.7% of the capacity. The maximum workload for each distribution would account for 25.4%. This
illustrates that the total capacity limit is not encountered in this research. In this way, the focus is really
on the functioning of the VM placement algorithms and the impact of the eco-mode when it can fully
operate.

3.3. Experimental Setup
To test the impact of eco-mode and answer the research questions mentioned in Section 1.5, three
experimental setups have been created. These are elaborated upon in this section. Moreover, Table 3.3
shows the variables that have been kept constant in each of the experiments, but are needed for the
setup in CloudSim. This is mainly the configuration for the data center consisting of the hosts.

number of hosts 50
MIPS capacity per core 2200
number of cores per host 2

Table 3.3: Environment variables for setup in CloudSim

3.3.1. Experiment 1: Power curve shapes versus VM placement algorithms
In the first experimental setup, the impact of the eco-mode as a result of different power dissipation
curves is compared for the different implemented VM placement algorithms. The workload that should
be processed in all of these simulations consists of the uniformly distributed VM types.
For each different power dissipation curve, as can be seen in Figure 3.3, a simulation run is done. This
is also done for the linear high-performance power dissipation curve. This would result in 10 different
results for each VM placement algorithm.
These runs are performed for each of the different implemented VM placement algorithms, resulting in
4 different results per power curve. This would result in a total of 40 different results, where each result
is linked to one combination of a power curve and a VM placement algorithm.
There are two different kinds of results measured. Firstly, the total energy consumption for the simula-
tion time (of 1 day) is measured for each simulation run. This is calculated as follows:

E =
∑
j∈H

Tsim∑
t

P j(u) · T · δ(t mod T ) (3.3)
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Here, E is the energy in kWh, Tsim is the total simulation time (24 hours), P j
t (u) is the power dissipated

by host j at time t for the utilisation u at that time and T is the time frame of the simulation (5 minutes).
The δ function forces that the energy consumed during the last time frame is calculated at the end of
the time frame.
Since the simulation environment does not change during a time frame, this method suffices to calculate
the total energy consumed during the simulation. Moreover, when the utilisation u of a host is equal to
zero, the power dissipated is assumed to be zero, since the host can be shut down.
Moreover, the research the impact mode on the performance, the percentage of missed instructions is
calculated as follows:

SLAV =

∑
i∈V

∑Tsim

t cit,r · T · δ(t mod T )−
∑

i∈V
∑Tsim

t cit,a · T · δ(t mod T )∑
i∈V

∑Tsim

t cit,r · T · δ(t mod T )

= 1−
∑

i∈V
∑Tsim

t cit,a · T · δ(t mod T )∑
i∈V

∑Tsim

t cit,r · T · δ(t mod T )

(3.4)

Here cit,a is the allocated computational power in MIPS for VM i at time t, whereas cit,r refers to the
requested computational power.
This does calculate the percentage of instructions that are missed due to an under-allocation by the
host, which is caused by hosts that are over-utilised since then its capacity can not fulfil the needs of
all the VMs it hosts.
This performance metric is noted as the percentage of missed instructions. However, this does not
mean that actual instructions are missed when these scenarios happen. In practice, this percentage of
missed instructions is experienced as a delay. The percentage of missed instructions is namely a result
of an under-allocation and thus the computational power that is requested by the VMs is not provided
by the host’s capacity.
CloudSim can provide more performance metrics, which are all focused on the allocation of computa-
tional power. All of these performance metrics are some form of an average of the whole simulation,
thus some effects are not able to be obtained from this simulation tool. This metric is used since it
covers most accurately the impact on the server cluster’s performance as a whole compared to the
other performance metrics.
With the metrics as described in Equations 3.3 and 3.4, an analysis can be made of the impact of the
eco-mode as a result of different power curve shapes for that eco-mode. Moreover, it can be concluded
if there is a dependency of the impact of the eco-mode based on the VM placement algorithm.

3.3.2. Experiment 2: Power curve shapes versus VM dimensions
In the second experimental setup, the power dissipation curves are analysed again, but this time com-
pared for the different VM dimensions. In this setup, the virtual machine (VM) placement algorithm that
is used is the same for each simulation run. This is the BFD algorithm. The explanation for this is given
in Section 4.2.
Thus a simulation, again, is run for each of the power dissipation curves as shown in Figure 3.3, in-
cluding the high-performance power dissipation curve. For each of these curves, 4 simulation runs are
done for each of the different workload distributions, as described in Table 3.2. This results in a total of
40 different results for this experimental setup.
For the results, the samemetrics as in experiment 2 are used, which are described by Equations 3.3 and 3.4.
With these metrics, an analysis can be made of whether the impact of the eco-mode is influenced by
the VM dimensions (regarding computational power).

3.3.3. Experiment 3: VM placement algorithms versus VM dimensions
In the third and last experimental setup, the VM placement algorithms are compared for the different VM
dimensions. This is tested for one eco-mode power dissipation curve and the high-performance power
dissipation curve. The eco-mode power dissipation curve that is used is explained in Section 4.3.
A simulation is run for each of the VM placement algorithms for each of the workload distributions as
described in Table 3.2. This would lead to a total of 32 results since the simulation is run for one eco-
mode and the high-performance power dissipation curve.
Again, the same metrics, that are described by Equations 3.3 and 3.4 are used. With these metrics,
it can be analysed whether the design choices that can be made are dependent on the VM placement
algorithm that is used (and vice versa).



4
Results

This chapter reveals the findings from the experiments discussed in Section 3.3. This chapter breaks
down the results of each experiment. Lastly, an overall conclusion is drawn based on these findings.

4.1. Exp. 1: Power curve shapes versus VM placement algorithms
In this first experimental setup, the different power dissipation curves, as described in Section 3.2.1, are
compared against the different implemented VM placement algorithms: the best fit decreasing (BFD)
algorithm, the integer linear programming (ILP) algorithm, the particle swarm optimisation (PSO) algo-
rithm and the genetic algorithm (GA). The VMs that are processed in the simulations for this experimen-
tal setup are all constant. The uniformly distributed VM types are used, as described in Section 3.2.3.
Each of the aforementioned algorithms has been applied for each of the applied power dissipation
curves. The simulations utilising either the particle swarm optimisation (PSO) algorithm or genetic al-
gorithm (GA) have been executed 10 times each. Then the average of these results is taken for all
metrics. This repetition is essential to average out the variation in the produced results due to the ran-
dom features in their algorithms.
It is sufficient to only repeat the simulations for the PSO algorithm and the GA since the BFD algorithm
and the ILP algorithm will reproduce the same results always for their simulations. This is because the
random generator for the utilisation levels of the VMs is seeded and thus will always be the same for
each simulation. The reason to seed the random generator is to compare the different simulations for
the same workload which shifts the focus of the analysis towards the VM placement algorithms and the
power dissipation curves.
To compare the different simulation results, two metrics are used: energy consumption and percentage
of missed instructions. The energy consumption is the total energy consumption of the server cluster
after simulating one day. The percentage of missed instructions is also based on simulating one day.
The calculations for these metrics are shown in Equations 3.3 and 3.4. The reason to use these metrics
is described in Section 3.3.
Figure 4.1 shows the result for the case where each host has a power curve with c = 110 and p = 2 (as
is depicted in Figure 3.3g) for the energy consumption metric. Each colour thus represents a different
VM placement algorithm (BFD algorithms is blue, ILP algorithm is orange, PSO algorithm is green and
GA is red). The hosts all have the same power dissipation curve with the aforementioned parame-
ters. Additionally, the high-performance reference for each of the different VM placement algorithms is
shown with the box surrounded by black lines. These reference boxes differ since they are dependent
on the VM placement strategy.
Figure 4.1 shows that the ILP algorithm has the highest energy consumption both when the hosts are
configured with eco-mode and when the hosts are configured with high-performance mode. The PSO
algorithm has in both cases the lowest energy consumption.

26
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Figure 4.1: Energy consumption of a server cluster (with c = 110 and p = 2) for different VM placement algorithms

Figure 4.2 shows the results for all power dissipation curves for this experiment regarding the energy
consumption metric. Each of these bar graphs is structured the same as for Figure 4.1, but each bar
graph represents a different power dissipation curve. The parameters that characterise these power
dissipation curves are shown in the captions.
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(f) c = 170, p = 1
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Figure 4.2: Energy consumption for different power curves and different VM placement algorithms

Figure 4.2 shows that the PSO algorithm (green bars) always has the lowest energy consumption com-
pared to the algorithms with hosts that have the same power dissipation curve. The ILP algorithm
(orange bars) always has the largest energy consumption.
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Figure 4.3 shows the percentage of missed instructions when all hosts have enabled eco-mode char-
acterised by c = 110 and p = 2 for the different VM placement algorithms. The same colour scheme as
is used for Figures 4.1 and 4.2 is used. Again, a white box with black edges represents the simulation
with the same VM placement algorithm, but with all hosts in high-performance mode.
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Figure 4.3: Percentage of missed instructions of a server cluster (with c = 110 and p = 2) for different VM placement
algorithms

When looking at the height of the bars, in both cases of the eco-mode and high-performance mode,
the PSO algorithm (green bar) has the highest percentage of missed instructions and thus performs
the worst. Moreover, the ILP algorithm (orange bar) performs the best. The BFD algorithm (blue bar)
performs almost as well as the ILP algorithm.
When the energy consumption is lower, it can be expected that the percentage of missed instructions
is larger since the same workload is probably placed on fewer hosts. Thereafter, the probability of
under-allocation increases. However, whereas the energy consumption metric is relatively close to
each other, the variance within the performance metric for the different simulation results varies much
more.
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(a) c = 110, p = 0.7
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(b) c = 140, p = 0.7
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(c) c = 170, p = 0.7
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(d) c = 110, p = 1
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(e) c = 140, p = 1
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(f) c = 170, p = 1
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Figure 4.4: Performance for different power curves and different VM placement algorithms
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Figure 4.4 shows similar graphs as for Figure 4.3, but for all the other power dissipation curves too.
The parameters that describe these curves are shown in the caption of each of the graphs.
The PSO algorithm has the highest percentage of missed instructions for all of the power dissipation
curves. The GA also performs significantly worse than the BFD algorithm and the ILP algorithm. The
BFD algorithm and ILP algorithm have a comparable performance.
Furthermore, the effect of different power dissipation curves due to eco-mode seems not to correlate
with any of the VM placement policies. The percentage of missed instructions when using the BFD
algorithm decreases in six of the nine different eco-mode power dissipation curves. For all the other
VM placement algorithms, the percentage of missed instructions decreases for only four of the nine
eco-mode power dissipation curves. Thus there seems to be no clear correlation at first glance regard-
ing the performance.

To gain a full insight into the impact resulting from different power dissipation curves and different VM
placement algorithms, both metrics should be considered. This is visualised in Figure 4.5. Each graph
represents the impact of a different power dissipation curve for each of the implemented VM placement
algorithms. The vertical axis shows the values for the performance metric (percentage of missed in-
structions) and the horizontal axis shows the energy consumption. Each VM placement algorithm is
represented by a different colour, which corresponds with the colour schemes of Figures 4.2 and 4.4.
The respective high-performance reference is shown with a full marker, whereas the result due to eco-
mode is represented by an open marker. A line is drawn between these points to emphasise the impact
due to configuring the hosts with eco-mode.
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Figure 4.5: Comparison on performance and energy metric resulting from experiment 1 for different power curves

When examining the performance metric in Figure 4.5, the impact due to eco-mode is relatively small,
whereas the energy consumption is much more affected when configuring all hosts with eco-mode.
This can be seen since almost all lines in Figure 4.5 are nearly horizontally flat. This illustrates that the
risk of configuring all hosts with eco-mode is minimal since the performance (as is described for this
research) remains at a similar level.
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The reduction in energy consumption, however, can become very high. The savings could potentially
be around 15 kWh (or 20 kWh for the ILP algorithm) when considering the power dissipation curve
characterised by c = 110 and p = 2 (Figure 4.5g). In other cases, such as c = 170 and p = 0.7, the
reduction in energy consumption is almost negligible.
Based on Figure 4.5, enabling the eco-mode of all servers in a cluster is almost always beneficial,
even when considering the possible impact on the performance. This is especially true when p = 1 or
p = 2 (middle and bottom row in Figure 4.5). These values indicate that the power dissipation curve
is reduced more as a result of the P-states, as is described in Section 2.1. Moreover, for decreasing
values of c, the energy reduction becomes more (the energy reduction in the left column is larger than
in the middle column, which is larger than the reduction in the right column). This shows that C-states
that are capable of reducing the idle power more result in a larger reduction in energy. The increase in
energy consumption reduction as a result of decreasing values of c is smaller than that of increasing
values of p.
Besides analysing the effects which result from the different power dissipation curves, the different VM
placement strategies can be analysed too based on Figure 4.5. Firstly, it is clear that the performance
of the BFD and ILP algorithms is better since the percentage of missed instructions is lowest for these
algorithms for any power dissipation curve. Furthermore, the PSO algorithm always performs worst.
Regarding energy consumption, the BFD algorithm, the PSO algorithm and the GA have similar results.
The ILP algorithm always has a higher consumption than any of the other algorithms.
The most desired position in the graphs of Figure 4.5 is the left bottom as this region indicates the
lowest energy consumption and the lowest percentage of missed instructions. In almost all cases the
BFD algorithm is closest to this most desirable region. However, this depends on how strict the re-
quirements for energy consumption are. When the energy consumption should be lowest, the PSO
algorithm outperforms the BFD algorithm.
Currently, data center operators often value the performance metric higher than the energy consump-
tion metric [9]. In that case, the BFD algorithm is most preferred, based on Figure 4.5.

Experiment 1 shows that energy consumption could be significantly reduced by configuring all hosts
with eco-mode. The order of reduction depends mostly on the power dissipation curves of the hosts
in the server cluster and slightly on the VM placement algorithm that is used. Furthermore, the per-
formance of the cluster could even improve under the right circumstances, but there is a risk that it
degrades. This is mostly dependent on the influence the P-states have on the power dissipation curve.
Based on the results of this experiment, a server that has a power dissipation curve similar to that
depicted in Figure 3.3g is desired. The preferred algorithm for the VM placement on that server cluster
is the BFD algorithm.

4.2. Exp. 2: Power curve shapes versus VM dimensions
Experiment 2 has been set up to get more insight into the relationship between the VM dimensions
and the impact of eco-mode for different power curves. Besides that, the results can be used to verify
the observations of experiment 1 regarding the impact of different power dissipation curves. The VM
placement algorithm is the same for each simulation in this experiment. The best fit decreasing (BFD)
algorithm is used since its computational complexity is the lowest, so the run time of these simulations
is the shortest and it shows the most promising results in experiment 1.
Just as for experiment 1, the energy consumption and percentage of missed instructions after simulat-
ing one day are measured. Figure 4.6 shows the energy consumption with parameters c = 110 and
p = 2. The vertical axis shows the energy consumption for simulating one day. Each different pattern
on the blue bar represents a different VM type distribution. The bars are all blue, since for all the simu-
lations the BFD algorithm is used and the blue bars are also used for the BFD algorithm in experiment
1. The results due to configuring all hosts with high-performance mode for that respective distribution
is shown by the white box with black edges.
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Figure 4.6: Energy consumption of a server cluster (with c = 110 and p = 2) for different VM types
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(b) c = 140, p = 0.7
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(c) c = 170, p = 0.7
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(d) c = 110, p = 1
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(e) c = 140, p = 1
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(f) c = 170, p = 1
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(g) c = 110, p = 2
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(h) c = 140, p = 2
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(i) c = 170, p = 2
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Figure 4.7: Energy consumption for different power curves and VM dimensions

The results for all the other power dissipation curves are shown in Figure 4.7. Note that the expected
requested computational power (both overall and at any given time in the simulation) is the same for
each simulation run. Thus it is expected to have an (approximately) equal energy consumption for each
of the simulations in this experiment. Figure 4.7 shows that the energy consumption when having VMs
that can maximally request 2000 MHz (for any given power dissipation curve), instead of 1000 MHz or
500 MHz, the energy consumption is slightly higher.

Besides calculating the energy consumption for each simulation, the percentage of missed instructions
is also calculated. The results for a power dissipation curve characterised by c = 110 and p = 2 are
shown in Figure 4.8. Each bar represents a different VM type distribution. The black edges around each
of these bars, with sometimes a white box on top of the blue bar are the high-performance reference
for the respective VM type distribution. The vertical axis shows the percentage of missed instructions.
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Figure 4.8: Percentage of missed instructions of a server cluster (with c = 110 and p = 2) for different VM types

Figure 4.9 shows the result regarding the performance metric for all different power dissipation curves.
The characteristics that describe these curves, the values for c and p, are shown in the caption for each
bar graph.
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(a) c = 110, p = 0.7
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(b) c = 140, p = 0.7
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(c) c = 170, p = 0.7
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(d) c = 110, p = 1
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(e) c = 140, p = 1
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(f) c = 170, p = 1
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(g) c = 110, p = 2
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(h) c = 140, p = 2
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(i) c = 170, p = 2
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Figure 4.9: Percentage of missed instructions for different power curves and VM dimensions

It is immediately clear that the (average) computational request correlates with the percentage of
missed instructions. When the workload distribution consists only of VMs with a maximum compu-
tational request of 2000 MHz, the percentage of missed instructions is the highest, whereas the per-
centage of missed instructions is very small for distributions that consist only of VMs with a maximum
computational request of 500 MHz.
This result is expected due to the stochastic nature of the utilisation level of the VMs. The variance
for VMs that can have a high maximum request is larger and thus the probability of under-allocation
increases. This effect will be discussed more elaborately in Chapter 5.
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Besides analysing the performance and energymetric individually, an analysis that combines thesemet-
rics gives more insight into whether to use eco-mode or not and which VM type distribution is preferred
regarding the energy consumption and performance delivered to these VMs. Figure 4.10 shows the
performance metric (percentage of missed instructions) on the vertical axis and the energy consump-
tion on the horizontal axis. Each different marker shape represents a different VM type distribution.
The high-performance reference marker is a full marker whereas the eco-mode marker is shown by an
open marker. Each different graph in Figure 4.10 represents a different power dissipation curve. The
characteristics of these curves are shown in the caption of each graph. The lines emphasise the impact
due to eco-mode for that specific VM type distribution for the power dissipation curve of that graph.
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(a) c = 110, p = 0.7
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(h) c = 140, p = 2
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Figure 4.10: Comparison on performance and energy metric resulting from experiment 2 for different power curves

Since in almost all the graphs of Figure 4.10 all the results are nearly flat horizontal lines. Thus the im-
pact on the performance is negligible. The change on the horizontal axis, which represents the impact
on energy consumption, is for certain power dissipation curves much larger. The reduction in energy
consumption for this experiment follows a similar pattern as for experiment 1. Thus, for decreasing
values of c (columns from right to left), the reduction in energy consumption increases. For increasing
values of p (rows from top to bottom), the reduction in energy consumption becomes larger. The reduc-
tion due to increasing values of p is larger than that for decreasing values of c.
When examining the different VM type distributions, each graph has a similar pattern. The percentage
of missed instructions is nearly linear with the average computational request by its VMs. Thus, the
percentage of missed instructions when using only VMs of size 2000 MHz is approximately four times
as much compared to the simulation where each VM maximally requests 500 MHz.
Moreover, the energy consumption for each distribution is the nearly same for all of the graphs. The
apparent differences become smaller when the energy reduction due to configuring all hosts with eco-
mode is larger.

Experiment 2 confirms the findings of experiment 1 regarding energy consumption. Thus the energy
consumption will always decrease when configuring all hosts with eco-mode. The potential depends on
the power dissipation curve of the hosts. The VM type distribution has little to no influence on energy
consumption. However, the used VM type distribution influences both the impact due to eco-mode
regarding the server cluster’s performance as well as the performance in general. A larger VM type
distribution has worse performance in general, but configuring all hosts with eco-mode has the most
impact on this distribution.
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4.3. Exp. 3: VM placement algorithms versus VM dimensions
This last experiment is mostly to verify the results of experiment 1 regarding the VM placement algo-
rithms and the results of experiment 2 regarding the workload distributions. This experiment thus varies
the different VM placement algorithms and the different workload distributions. These simulations are
done for the high-performance power curve and the eco-mode power curve with c = 110 and p = 2
(depicted in Figure 3.3g). This specific eco-mode power curve is chosen since it performs best both in
reducing energy consumption and reducing the percentage of missed instructions.
The same metrics as for the other experiments are used. Each bar represents a combination of one
algorithm with one workload distribution. The colours that are used represent different algorithms and
match that of experiment 1 and the patterns that are used represent a different workload distribution
match that of experiment 2.
The energy consumption for one day for these simulations is shown in Figure 4.11. The energy con-
sumption for the different workload distributions differs only slightly for all different VM placement algo-
rithms.
The PSO algorithm and the ILP algorithm show a different pattern for the different VM type distributions
than the BFD algorithm and the GA. The PSO algorithm and ILP algorithm achieve lower energy con-
sumption when the workload consists of only large (2000 MHz) VM instances, whereas the inverse can
be seen for the BFD algorithm and the GA. Thus there is a dependency between the VM type distribu-
tion and the VM placement strategy. This research does not cover the details of this dependency.
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(b) Integer Linear Programming0
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(c) Particle Swarm Optimisation
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Figure 4.11: Energy consumption for different VM placement algorithms and VM dimensions

To compare the energy consumption as a result for the different VM placement algorithms, the average
value is taken over all the different VM type distributions. These values are shown in Table 4.1. The
PSO algorithm has the lowest energy consumption when the hosts are in high-performance mode as
well as when they are in eco-mode. The ILP algorithm always has the highest energy consumption.

VM placement algorithm High-Performance Mode Eco-mode
BFD algorithm 72.1 kWh 55.2 kWh
ILP algorithm 76.5 kWh 57.1 kWh
PSO algorithm 67.1 kWh 53.7 kWh

Genetic algorithm 68.7 kWh 54.6 kWh

Table 4.1: Average energy consumption per VM placement strategy
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However, the energy reduction due to enabling eco-mode is not equal for all the different VM placement
algorithms. The impact of eco-mode on the reduction of energy consumption is larger for the algorithms
that have a worse absolute performance. Thus, the impact is largest on the ILP algorithm and smallest
on the PSO algorithm, as can be seen by the averages shown in Table 4.1. This can also be seen in
the results of experiment 1.
All in all, the results regarding the energy consumption of this experiment are in line with the results of
experiments 1 and 2. This thus confirms the findings of these experiments.

The percentage of missed instructions for the simulations of this experiment is shown in Figure 4.12.
When examining these results regarding the different workload distributions, the distribution consisting
of only VMs with a high maximum computational request has the worst performance. To a further ex-
tent, the higher the (average) maximum computational request, the higher the percentage of missed
instructions. This is in line with the results of experiment 2.
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Figure 4.12: Percentage of missed instructions for different VM placement algorithms and VM dimensions

Moreover, the PSO algorithm has the worst performance. The percentage of missed instructions is
significantly higher than for the other algorithms, especially when only large VM instances (2000 MHz)
are applied. The other three algorithms’ performances are relatively similar. The GA performs slightly
worse than the BFD algorithm and ILP algorithm. These results are similar to those of experiment 1.
Furthermore, the percentage of missed instructions decreases when applying the GA. This is the only
algorithm that has performance enhancement for any of the workload distributions.

4.4. Summary of results
All in all, the different power curves due to enabling the eco-mode always reduce the energy consump-
tion of a data center. Having energy-efficient P-states could potentially lead to an improved perfor-
mance. Moreover, when considering both the performance and energy consumption, the BFD algo-
rithm seems to perform the best.
The degree of impact eco-mode can have on the server cluster’s energy consumption and performance
is dependent on the VM placement algorithm and VM type distribution. However, the general impact
is always the same, which is that the energy consumption is reduced and the percentage of missed
instructions could potentially decrease too.



5
Discussion

This chapter discusses how to interpret the results as presented in Chapter 4. Furthermore, this chapter
identifies the gaps and limitations of this research, recognising the opportunities to enhance the robust-
ness of this research by refinement. Recommendations for further research is provided in Section 6.2

Configuring a host with the eco-mode effectively means enabling the capability to switch between core
states (C-states) and performance states (P-states). Experiment 1 (Section 4.1) and experiment 2
(Section 4.2) have illustrated that these states allow for reducing the energy consumption of a data
center significantly. Moreover, when the P-states are cause for an energy-efficient power dissipation
curve, the percentage of missed instructions could improve rather than degrade.
For this simulation, an energy reduction of 15 kWh in a day could be achieved for 50 virtual machines
(VMs) on 50 servers. Many medium-sized data centers have over a thousand servers. This is 20 times
as much as the environment simulates in this research. When extrapolating these results, this would
mean an energy reduction of 15x20 = 300 kWh within one day for one data center. This is equal to
approximately 44 households on average [74]. The potential could be even higher since none of the
algorithms ever use all 50 of the servers. However note that the simulations did not accurately model
this situation, so this potential is not exact.
When considering the performance metric, the change due to configuring all hosts with eco-mode is
almost negligible. Some slight changes might occur, as the percentage of missed instructions, experi-
enced as delay or a slower application, increases when p = 0.7 whereas it decreases when p = 2. This
means that having energy-efficient P-states might help the performance of a server cluster.
These results that might improve a cluster’s performance are experienced when p = 2 when using
Equation 2.1. However, this is the only value larger than one, meaning the only exponentially shaped
power dissipation curve. This research has no analysis regarding different values of p larger than one,
which could give more insight into the importance of the exponential order of the power curve.
An exponential power dissipation curve shows a smaller performance degradation or even slight per-
formance enhancement since the increase in power dissipation of placing a VM on a new host that was
shut down before is similar to placing a VM on a host that becomes highly utilised as a result of that
placement. Thereafter, exploring different exponential power dissipation curves would provide more
insight into the importance of the order of exponentiality.
To a further extent, the power curves have all been parameterised and not deducted from an analysis
of actual servers. However, realistic values have been used based on the research of Rteit et al. [16]
The reference taken from this research is under a workload consisting of stochastic simulation in Java
(ssj). This is most suitable for the CloudSim tooling and it resembles enterprise applications the most.
Using measurements of the actual servers to model the power dissipation curves would result in a more
realistic simulation.
To a further extent, the simulation environment would be more realistic in a heterogeneous environ-
ment [71], implying hosts that have different power curves and different resource capacities. Analysing
a heterogeneous environment could lead to significantly different results.
Even though this research does not perfectly simulate a realistic data center scenario, it does indicate
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that there is a potential reduction in energy consumption whilst maintaining, or even improving the data
center’s performance.

Moreover, this research gives insight into a small set of virtual machine (VM) placement policies that
all aim to minimise a server cluster’s energy consumption. The results indicate that they are all very
competitive regarding energy consumption, as can be seen in experiment 1 (Section 4.1) and experi-
ment 3 (Section 4.3. The particle swarm optimisation (PSO) algorithm outperforms the others with a
slight difference. On the contrary, the PSO algorithm has a significantly higher percentage of missed
instructions compared to the other algorithms. The best fit decreasing (BFD) algorithm and ILP algo-
rithm perform the best regarding this metric.
Since this research does not propose a new VM placement algorithm, the VM placement policies that
are used are deducted from the literature. After that, the parameters used have not been adapted for
the scope of this research which could potentially lead to different results.
Moreover, the objective functions for all these algorithms are (or have been slightly altered to be) mono-
objective. Therefore, the objective of all these algorithms is to minimise a server cluster’s energy con-
sumption, whereas having multi-objectivity could enhance the performance metric of some of these
algorithms.
To a further extent, the objective function slightly differs for the used VM placement algorithms. This
could explain why the ILP algorithm results in a higher energy consumption than the other algorithms.
The ILP algorithm’s objective is to minimise the active number of hosts, implying that this would result
in a minimised energy consumption. This is not necessarily true, but this design is chosen to reduce
the run time of this algorithm. Even with this implementation, it takes very long.
On further inspection of the functioning of the ILP with the implementation for this research, it does not
function accordingly. It cannot minimise the number of active hosts compared to the algorithms, as can
be seen in Appendix C. This seems to cause the unexpected results of the ILP algorithm. This also
explains the good score on the performance metric since the VMs are spread over more hosts.
Moreover, the BFD algorithm does not consider the energy consumption of the data center (or server
cluster) as a whole, but only for the VM that it is placing. This is done to reduce computational com-
plexity and thereafter run time compared to algorithms such as the PSO algorithm and GA.
Besides, the cause for the PSO algorithm and the GA to have a higher percentage of missed instruc-
tions than the BFD algorithm is that the PSO algorithm and the GA can find a more efficient placement
of the VMs. This results in lower energy consumption but a higher probability of under-allocation since
the placement is based on the utilisation levels of the previous time frame.
As explained based on Figure 4.5, the BFD algorithm scores best overall since it has (almost) the best
performance of all algorithms regarding the performance metric and is very competitive with the PSO
algorithm and the GA regarding the energy consumption metric. It is also the least complex algorithm
and thus very quick. Thus, based on this research, the BFD algorithm seems most promising within
the context of VM placement.

Furthermore, the results of experiment 2 (Section 4.2) and experiment 3 (Section 4.3) show that the
workload distributions as described in this research do not influence the energy consumption of a data
center significantly. On the contrary, a data center’s performance is affected by the workload distribu-
tion. The higher the maximum computational request of the VMs, the higher the percentage of missed
instructions.
The latter is probably due to the stochastic nature of the set of instructions that needs to be performed
on each of the VMs. The utilisation level of a VM is based on a uniform distribution, meaning that the
variance is higher when the maximum computational request is higher. When the variance is higher, the
mismatch by the VM placement algorithm is often higher regarding the number of missed instructions
resulting in a larger percentage of missed instructions, since the total number of instructions remains
the same.
Furthermore, the simulations do not consider the creating of new or ending of VMs within this simula-
tion. In practice, VMs have an end of life when they have served their purpose or when the application
is changed in such a way that the configuration changes. Moreover, over time, new VMs are added
due to various reasons such as the launch of a new application. This aspect could influence the results
but has not been considered due to time limitations.
Moreover, the stochastic nature of the utilisation levels of the VMsmeans that there is no real-life-based
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workload regarding the utilisation level of the VMs. A uniform distribution of utilisation levels has been
chosen to ensure that VMs are sometimes very highly or lowly utilised. Moreover, it constrains the
utilisation levels between 0 and 1 (0 and 100%).
Even though the utilisation levels of the VMs vary, the sum of the expected and/or the sum of the maxi-
mum utilisation of all VMs does not approach the data center’s full capacity. In this way, the restriction
of not being able to place all VMs is not considered and affects the data center’s performance and
energy consumption. Since this most probably will diminish the impact due to configuring all hosts with
eco-mode and since many data center do not have a workload near their full capacity, this situation is
not considered for this research.
The utilisation levels have only been described for the computational power since the other resources
have not been considered. Especially the remote access memory (RAM) could alter the results ac-
cording to Rteit et al. [16] Their research finds that the benefits of enabling eco-mode are larger for a
memory-bound workload. The workload used in this research is defined as CPU-bound. This is cho-
sen due to the limitations and complexity of CloudSim. However, the results are still promising, even
though eco-mode is thus suggested to be less effective in a CPU-bound environment.
Furthermore, some data centers have more specific use cases, such as telecom operators like KPN.
These operators provide a stable and secure network, which is much more bandwidth-bound. The
requested bandwidth thus varies much over time and should be considered in research to provide a
more accurate prediction on utilising eco-mode in its server clusters.
Based on the results of experiment 1 and experiment 2, neither the VM placement algorithms nor the
VM workload distribution correlates with the eco-mode. This implies that a decision on whether or not
to configure hosts with eco-mode can be made independently of the used VM placement policy or VM
workload distribution.
However, since this research has not investigated the hyper-parameters for the different VM placement
algorithms, no statement could be given whether one of these parameters correlates with a parameter
from eco-mode. When analysing or proposing a new VM placement algorithm, this should be consid-
ered.
The results of experiment 3 indicate that there is a certain correlation between the VM placement policy
and the maximum request in computational power of the VMs. The exact relationship between these
can not be deducted from the results of this experiment. Rather, some evident statements can be made
based on the results as is done in Section 4.3.
Based on experiments 2 and 3, it is clear that the percentage of missed instructions for the VM type
distribution consisting of only VMs that maximally request 2000 MHz (or MIPS) is significantly higher.
A possible explanation for this is that the algorithms predict the utilisation levels of all VMs at time t+1
to be equal to the workload of that VM at time t. Assuming that nothing is known about the history of
the utilisation and nothing is known about the distribution, this is the most accurate predictor. This is
known as the martingale distribution.
Since the distribution is known, due to the configuration for this simulation, one could argue that using
the expected value, which is equal to half of the maximum computational request in this case, would be
a better predictor. It is to be expected that this decreases the number of missed instructions, especially
for the workload distributions that consist of large VM instances.

On a more general note, the performance metric used in this research does not cover the overall
performance of a data center (or a server cluster). The reason to only choose this metric is due to the
limitations of the CloudSim tooling. Other performance metrics are measured in CloudSim too, which
are all similar alternatives or derivations of the performance metric used in this research and thus do
not provide different insights.
Other metrics such as the delay due to eco-mode are not considered. Configuring hosts with eco-mode
will (almost) certainly lead to delays in executed workload since it will lower frequency to save power.
The order of these delays on a cluster level within a cloud (or dynamic) environment is not known, but
is assumed to be negligible for this research based on the research of Huang et al. [23].

All in all, the simulations provided in this research show a promising potential when enabling the eco-
mode for all servers in a server cluster. However, the environment used in this research is abstracted
too much from a realistic scenario and no measurements on an actual server cluster have been done
to give sufficient insights to implement these results in an operating data center.



6
Conclusions

This chapter answers the research questions posed in Section 1.5. Furthermore, recommendations
are given for further research. Moreover, some recommended practices for data center operators are
provided.

6.1. Conclusions
This research provides a framework that combines the energy-saving technologies that are fundamen-
tal to eco-mode within the complex system of virtual machine (VM) placement. Eco-mode is defined
as the capability of a server to switch dynamically between C-states and P-states. The impact as a
result of configuring all servers to eco-mode in a server cluster is analysed for multiple VM placement
policies. The VM placement policies that have been used for comparison are the best fit decreasing
(BFD) algorithm, the integer linear programming (ILP) algorithm, the particle swarm optimisation (PSO)
algorithm and the genetic algorithm (GA).
Configuring servers with eco-mode effectively enables the capability to switch between the different
C-states and P-states. The technique of switching between these states, both C-states and P-states,
is developed to conserve energy on a server. When configuring all servers in a cluster with eco-mode,
potentially, a significant reduction in energy consumption is obtained. This depends on the technolo-
gies that switch between the C-states and P-states.
Energy-efficient dynamic frequency and voltage scaling (DFVS) (by switching between P-states) can
alter the power dissipation curve of a server into an exponentially shaped curve, whereas advanced
technologies for C-states result in the power dissipation of a server being lower when the server is
(nearly) idle. DFVS thus creates a larger overall difference compared to the power dissipation curve
of a server in high-performance mode, which is the reason why the potential energy savings are larger
for advanced technologies for the P-states compared to advanced technologies of the C-states.
However, the P-states are assumed to have a larger impact on the performance than the C-states
on a cluster level. This research has demonstrated that this is not true for an energy-efficient power
dissipation curve due to the P-states. To a further extent, well-developed P-states could improve the
performance of a cluster. Moreover, the C-states neither have a positive nor a negative impact on the
performance of a cluster when enabled.
Note that this research has not considered the delays caused by these states. Especially the P-states
are prone to cause delays since it lowers the operational frequency of the servers. The lowering of this
frequency will cause instructions to be executed more slowly.
Furthermore, the choice for a VM placement policy can bemade independent of the decision on whether
to configure servers with eco-mode or not. The choice for VM placement policy neither affects the en-
ergy savings due to eco-mode nor the performance degradation/improvements due to eco-mode.
Besides, within the scope of this research, the BFD algorithm seems to perform best overall. This
algorithm does not result in the lowest energy consumption but is relatively close to the results of the
other algorithms and scores best on the performance metric used in this research.
Lastly, the computational resource dimensions of the VMs that need to be hosted on the server cluster
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do not affect the impact made by eco-mode regarding the potential energy savings. The performance
degradation/improvement due to eco-mode is affected by the computational resource requests of the
VMs. For a larger request, the performance improves (more).
Even though configuring servers with eco-mode has a more positive influence for VMs that have a
large(r) request in its computational resource, a server cluster would meet its performance require-
ments more easily when the workload consists of many small VM instances.
All in all, the potential of configuring servers with eco-mode on all servers in a cluster shows promis-
ing potential energy savings and potentially could improve performance. However, this is based on
simulations and not yet actual measurements, so more research is recommended.

6.2. Recommendations for further research
This section addresses some opportunities and aspects that have not been touched upon in this re-
search which could be explored in further research.
Firstly, creating a simulation environment that is closer to a real-life scenario. This consists of multiple
aspects, that have not been considered within the scope of this research. One of the aspects that
should be considered is the memory resource. This is a resource that plays a substantial role in many
VM placement policies. The memory capacity of a server could be fully utilised whilst the computational
resource is not nearly fully utilised. Especially in enterprise applications of data centers, this is the case.
However, as shown by Rteil et al. [16], this might cause an even bigger potential for configuring servers
with eco-mode.
Furthermore, some data centers such as those for telecom operators have a more defined use case.
The applications that run on the servers within these data centers are often network bandwidth-bound.
It would prove valuable to model an environment that covers these dynamics more accurately.
Moreover, creating heterogeneity in the simulation environment would give more useful insights. This
consists of creating a simulation environment that consists of hosts that have a variety in their resource
capacities and a variety in their power dissipation curve. An environment that resembles certain real-life
use cases should be carefully chosen, such as the aforementioned environment for telecom operators.
Besides, the workload that needs to be executed on the VMs could be chosen more carefully to resem-
ble real-life scenarios. The reasoning for choosing a specific workload depends on the use case that
is researched.
Furthermore, different performance metrics can be analysed that consider the delays caused by config-
uring servers with eco-mode. The performance metric used in this research lacks this information. The
CloudSim tooling has a variety of performance metrics which are all related to a misallocation of VMs.
However, performance metrics such as actual delays, which can be caused by DFVS for example, are
not considered sufficiently in this research. New metrics should be designed, within the perimeters of
CloudSim, to cover other performance metrics such as delays.
Lastly, research into the use case of containers, or a hybrid version of containers and virtual machines
should be considered. Containers are used more and more and will increase the dynamicity of cloud
computing.

6.3. Recommendations for common practices
This section provides some recommendations on how to implement these findings as a data center
operator. Before configuring all servers within a data center with eco-mode, an analysis of the specifics
of the data center should be made.
Firstly, one should research the power dissipation curves of the servers that are placed within the data
center or a cluster. The analysis of these power dissipation curves should be analysed with a typical
set of instructions (thus a typical application) running on these servers and the load should vary from
very low to very high.
Once these power dissipation curves are known, one could estimate whether it is beneficial to configure
a server with eco-mode. When the power dissipation curve shows an exponential relationship when
compared to the load on that server, there is little to no risk for configuring that server with eco-mode.
When the power curve shows a more linear or root-like relationship, the data center operator should
consider whether a small performance degradation would be acceptable. Performance degradation
is mostly experienced in the form of queries taking longer to process, thus having a slightly slower
application.
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So far the enabling of eco-mode, a data center operator could also consider having a joint analysis
with the provider of the hypervisor about the VM placement policy. This research has not proposed a
novel VM placement policy, but in general, these policies could be aligned with the objectives of a data
center operator. A data center operator can have multiple objectives such as minimising the energy
consumption of a data center whilst meeting certain performance requirements such as a maximum
delay.
Lastly, designing the workload in many small VM instances would have better results regarding both
energy consumption and performance. This research has not provided a framework for containerised
applications, but due to the assumptions made in this research, the results of a containerised workload
will probably be comparable to having many small VM instances.
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A
Pseudocode

Algorithm 2 Particle Swarm Optimization algorithm
Input: Vmigrate, Havailable

Output: Map(host,vm)
1: Initialize parameters: Nt, w

max, wmin, c1, c2
2: Xmax = |Havailable|, Xmin = 0, Smax = |Havailable|, Smin = −|Havailable|
3: gBestF itness = MAX VALUE
4: for p ∈ P do
5: pBestF itness = MAX VALUE
6: vm = 0
7: while vm < |Vmigrate| do
8: Xp

0,vm = randomInt(Xmin, Xmax)

9: Sp
0,vm = randomInt(Smin, Smax)

10: vm = vm+ 1
11: t = 0
12: while t < Nt do
13: for p ∈ P do
14: while vm < |Vmigrate| do
15: if Xp

t,vm > Xmax then
16: Xp

t,vm = Xmax

17: else if Xp
t,vm < Xmin then

18: Xp
t,vm = Xmin

19: vm = vm+ 1
20: Calculate f ▷ based on Equation 2.8
21: for p ∈ P do
22: if f < pBestF itness then
23: pBestF itness = f
24: vm = 0
25: while vm < |Vmigrate| do
26: pBestXp

vm = Xp
t,vm

27: vm = vm+ 1
28: if f < gBestF itness then
29: gBestF itness = f
30: vm = 0
31: while vm < |Vmigrate| do
32: gBestXvm = Xp

t,vm

33: vm = vm+ 1
34: for p ∈ P do
35: determine wt ▷ based on Equation 2.10
36: vm = 0
37: while vm < |Vmigrate| do
38: determine Sp

t+1,vm ▷ based on Equation 2.9
39: Xp

t+1,vm = Xp
t,vm + Sp

t+1,vm

40: t = t+ 1
return Map(Vmigrate, gBestX)
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Algorithm 3 Genetic Algorithm
Input: Vmigrate, Havailable

Output: Map(host,vm)
1: Initialize parameters: Nt, w

max, wmin

2: for p ∈ P do
3: vm = 0
4: while vm < |Vmigrate| do
5: pvm = random(0, |Havailable|)
6: t = 0
7: while t < Nt do
8: determine wt ▷ based on Equation 2.13
9: numSurvival = round(wt|P|)
10: survivalParents← select numSurvival fittest parents
11: c = 0
12: while c < |P| − numSurvival do
13: parent1← selectParent ▷ based on Equation 2.12
14: parent2← selectParent ▷ based on Equation 2.12
15: child← crossover(parent1, parent2)
16: child← mutate(child)
17: children.add(child)
18: population.clear()
19: population.add(survivalParents)
20: population.add(children)

21: bestF itness = MAX VALUE
22: for p ∈ P do
23: Calculate f ▷ based on equation 2.8
24: if f < bestF itness then
25: bestF itness = f
26: bestParent = p

return Map(Vmigrate, bestParent)

27: procedure selectParent(P)
28: fitnessSum = 0
29: for p ∈ P do
30: Calculate f ▷ based on equation 2.8
31: fitnessSum = fitnessSum+ 1

f

32: r = random(0, 1) · fitnessSum
33: tempFitness = 0
34: for p ∈ P do
35: Calculate f ▷ based on equation 2.8
36: tempFitness = tempFitness+ 1

f

37: if tempFitness > r then return p

38: procedure crossover(parent1,parent2)
39: crossoverPoint = randomInt(0, |Vmigrate|)
40: vm = 0
41: while vm < crossoverPoint do
42: cvm = parent1vm
43: vm = vm+ 1
44: while vm < |Vmigrate| do
45: cvm = parent2vm
46: vm = vm+ 1

return c

47: procedure mutate(child)
48: vm = 0
49: while vm < |Vmigrate| do
50: r = random(0, 1)
51: if r < 0.01 then
52: childvm = randomInt(0, |Havailable|

return child



B
Confidence intervals

B.1. Spread of results
This image shows the 95% spread (2 standard deviations on both sides) of all simulation results when
simulating 100 times with a randomly generated workload for each simulation. Due to time complexity,
it is not calculated for the ILP algorithm.
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(a) c = 110, p = 0.7
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Figure B.1: Spread of energy consumption results experiment 1 with randomly generated workloads for 100 simulations
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B.2. Confidence interval on average 50
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Figure B.2: Spread of performance results experiment 1 with randomly generated workloads for 100 simulations

B.2. Confidence interval on average
The figures below show the 95% confidence interval based on the margin of error. The calculations for
this are shown after the figures.
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Figure B.3: Confidence on average of energy consumption results experiment 1 with randomly generated workloads for 100
simulations
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(b) c = 140, p = 0.7
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(c) c = 170, p = 0.7
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(d) c = 110, p = 1
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(e) c = 140, p = 1
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(f) c = 170, p = 1
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Figure B.4: Confidence on average of results on the performance metric of experiment 1 with randomly generated workloads
for 100 simulations

The margin of error is based on the following equation:

MoE = z(0.95) ·
√

σ2

n
=≈ 1.64 ·

√
σ2

n
(B.1)

Here MoE is the margin of error, σ2 is the variance of the results and n is the number of simulations,
which is 100 in this case.



C
Trace of Active Hosts

Note that for the particle swarm optimisation (PSO) algorithm and the genetic algorithm (GA) the aver-
age of all 10 simulations is taken.
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Figure C.1: Number of active hosts during simulation (c = 110, p = 0.7)
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Figure C.2: Number of active hosts during simulation (c = 140, p = 0.7)
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Figure C.3: Number of active hosts during simulation (c = 170, p = 0.7)
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Figure C.4: Number of active hosts during simulation (c = 110, p = 1)
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Figure C.5: Number of active hosts during simulation (c = 140, p = 1)
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Figure C.6: Number of active hosts during simulation (c = 170, p = 1)
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Figure C.7: Number of active hosts during simulation (c = 110, p = 2)
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Figure C.8: Number of active hosts during simulation (c = 140, p = 2)
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Figure C.9: Number of active hosts during simulation (c = 170, p = 2)
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Figure C.10: Number of active hosts during simulation (c = 220, p = 1 ,high-performance)
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