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#### Abstract

Carrying orbital angular momentum per photon, the optical vortex has elicited widespread interest. Here, we demonstrate that dual coaxial longitudinal polarization vortices can appear upon a nonparaxial propagation of a tightly focused Pancharatnam-Berry tailored Laguerre-Gaussian beam. Most importantly, it is capable of accessing arbitrary independent topological charges for both vortices, as well as predesigned tunable spacing distances between them.
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A light beam may possess angular momentum (AM) in addition to linear momentum [1-13]. For paraxial beams such as the Laguerre-Gaussian beams discussed in this Letter, there are two categories of AMs including spin angular momentum (SAM) and orbital angular momentum (OAM). However, for a general case, especially for the nonparaxial case, this separation becomes problematic due to the insistency to the transversality condition for photon [1,2]. Being related to the vectorial nature of light, SAM is intrinsic, having only two possible quantized values of $\pm \hbar$ depending on the handedness of the circular polarization, $\hbar$ is the reduced Planck constant, $h$ divided by $2 \pi[3,4]$. In contrast, OAM has both intrinsic and extrinsic terms, the latter being coordinate dependent [7]. The intrinsic OAM, hereafter simply referred to as OAM, is related to the azimuthal dependence of the optical phase. When a light beam possesses a vortex phase of $\exp (i l \phi)$, it can carry an optical OAM of $l \hbar$ per photon, where $l$ is the topological charge, indicating the repeating rate of $2 \pi$ phase shifts azimuthally along the beam cross section [5-13]. Such vortex beams exhibit a helical wave front and possess a phase singularity at the beam center, resulting in a dough-nut-shaped intensity profile $[14,15]$.

Since the discovery of light's OAM in the paraxial region [5], optical vortices have provided insights into the fundamental properties of light and lead to many applications, including micromanipulation $[16,17]$, optical communication [18-23], superresolution imaging [24-26], and quantum information processing [27,28], etc. Various advances have been achieved in the creation and manipulation of optical OAM. Conventionally, OAM beams may be generated in various ways, like a spiral phase plate [29-32], computer-generated holograms [33,34], and subwavelength gratings [35]. These techniques rely on introducing a phase discontinuity in the wave front to generate beams
with desired OAM modes. Under specific conditions, the intrinsic optical degree of freedom (DOF) of polarization also enables the manipulation of optical OAM states via the procedure referred to as spin-orbit coupling (SOC) [36-45]. Such processes provide a direct connection between SAM and OAM. Most recently, the conversion of arbitrary elliptically polarized states into states with independent values of OAM was also achieved [46].

When the paraxial beam is tightly focused, a strong longitudinal component appears at the focal region [47,48]. This longitudinal polarization component of light can be further structured, resulting in linked and knotted longitudinal vortex lines [49] and longitudinally polarized optical needles [50]. In addition to being of academic interest, the longitudinal field has many attractive applications, for instance, in particle acceleration, harmonic generation, fluorescent imaging, and Raman spectroscopy. It is demonstrated that, by tightly focusing an incident circularly polarized beam, a helical phase of the longitudinal component of the electric field can be created [51]. However, the topological charge of these longitudinal electric fields remains either +1 or -1 , depending on the handedness of the incoming circular polarization; the challenge is to have access to arbitrary topological charges in the longitudinal component.

In this Letter, we demonstrate the creation of dual coaxial longitudinal polarization vortex structures with arbitrary topological charges that are spatially separated and the distance between them is tunable. To do this, we invert the problem and show how one can structure the transverse polarization and phase structures of an input field in the pupil plane to generate the vortex structures with the stated longitudinal polarization vortices. Then, we develop a rigorous analytical model to calculate the electromagnetic field and energy flow in the focal volume of the structured
input field we propose. Finally, we apply this method and present the first examples of dual coaxial longitudinal optical vortices with the same topological charge.

Polarization, as an intrinsic optical DOF, is one of the salient features of light. In addition to being the simplest and most fundamental homogenous states of polarization, a light beam admits spatially inhomogeneous states of polarization, the so-called vector optical field [52-55]. From theory, light with an arbitrary locally linear state of polarization (SOP) is expressed as

$$
\begin{equation*}
\mathbf{E}_{o}=A_{0}(r, \phi) \times\left[\cos \delta(r, \phi) \hat{\mathbf{e}}_{x_{0}}+\sin \delta(r, \phi) \hat{\mathbf{e}}_{y_{0}}\right] \tag{1}
\end{equation*}
$$

where $A_{0}$ denotes the complex amplitude and $\delta$ specifies the orientation. The local SOP in the beam cross section of the light given in Eq. (1) is linearly polarized, because the orthogonal base vectors in terms of $x_{0}$ and $y_{0}$ components are always in phase. Using the relations $\hat{\mathbf{e}}_{x_{0}}=$ $\left(\hat{\mathbf{e}}_{r}+\hat{\mathbf{e}}_{l}\right) / \sqrt{2}$ and $\hat{\mathbf{e}}_{y_{0}}=i\left(\hat{\mathbf{e}}_{r}-\hat{\mathbf{e}}_{l}\right) / \sqrt{2}$, Eq. (1) is also representable in terms of orthogonal circularly polarized base vectors,
$\mathbf{E}_{o}=\frac{A(r, \phi)}{\sqrt{2}} \times\left\{\exp [-i \delta(r, \phi)] \hat{\mathbf{e}}_{l}+\exp [i \delta(r, \phi)] \hat{\mathbf{e}}_{r}\right\}$,
where $\hat{\mathbf{e}}_{l}$ and $\hat{\mathbf{e}}_{r}$ are the respective left- (LH) and right-hand (RH) circularly polarized unit vectors. Therefore, any local linear vibration can be viewed as the superposition of two circular vibrations that have opposite handedness and carry opposite Pancharatnam-Berry (PB) phases [56,57]. Hence, achieving and observing double SOCs is possible if we can ensure the two states of the LH and RH SOCs are spatially separated.

To produce the dual coaxial longitudinal polarization vortex structures, a high-NA objective lens is introduced (Fig. 1). Tight focusing is highly desirable, ranging from microimaging to optical manipulation and high-density storage. In such systems, the optical field in the image space should be analyzed using vectorial diffraction theory [58], because the contribution of the input polarization cannot be neglected. According to the Richards and Wolf vectorial diffraction theory, the electric field near the focus of arbitrary polarized beam is given by a diffraction integral [58],

$$
\begin{equation*}
\boldsymbol{E}_{i}=\frac{-i k}{2 \pi} \iint_{\Omega} a \times \exp [i k(s \cdot r)] d \Omega, \tag{3}
\end{equation*}
$$

where $k$ is the wave number in image space, $\mathbf{a}$ is the strength vector that is related to the electric field in object space, $s=\left(\sin \theta \cos \varphi_{\mathbf{s}}, \sin \theta \sin \varphi_{\mathbf{s}}, \cos \theta\right)$ is the unit vector along a typical ray in image space, $\boldsymbol{r}$ is the radius vector of arbitrary point $P(\rho, \varphi, z)$ in image space, and $\Omega$ is the solid angle formed by all the geometrical rays that pass


FIG. 1. Schematic of the creation of dual coaxial longitudinal polarization vortex structures and geometry, as well as the coordinate system followed in our calculations. The focal plane is located at $z=0$. A carefully tailored Laguerre-Gaussian distribution $\mathrm{LG}_{(l, p)}$ input light with Pancharatnam-Berry phase, propagating along the $z$ axis is incident on a high-NA objective lens $(N A=0.95)$, which acts as a modulator that enables the two components of RH and LH circular vibrations of the input beam to be focused to different predesigned locations on the axis. Hence, twin foci along the optical axis are obtained, resulting in helical phases with arbitrary topological charges for the longitudinal field of each focus.
through the exit pupil of the system. When the focus is located at the origin $O(0,0,0)$, for an arbitrary point $P$ near the focus in the image region and considering $\varphi_{\mathrm{s}}=\pi+\phi$, where $\phi$ is the azimuthal angle with respect to the $x_{0}$ axis in the object space, we have

$$
\begin{equation*}
\boldsymbol{s} \cdot \boldsymbol{r}=-\rho \sin \theta \cos (\phi-\varphi)+z \cos \theta \tag{4}
\end{equation*}
$$

In contrast, when the focus is shifted to another position $O^{\prime}(0,0, \Delta z)$ along the optical axis by radius vector $\boldsymbol{r}_{O O^{\prime}}=(0,0, \Delta z)$, considering the spatial translation invariance of the focus, $\boldsymbol{s} \cdot \boldsymbol{r}$ in Eq. (3) is modified to

$$
\begin{align*}
\boldsymbol{s} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{O O^{\prime}}\right) & =\boldsymbol{s} \cdot \boldsymbol{r}-\boldsymbol{s} \cdot \boldsymbol{r}_{O O^{\prime}} \\
& =-\rho \sin \theta \cos (\phi-\varphi)+z \cos \theta-\Delta z \cos \theta \tag{5}
\end{align*}
$$

Physically, the input field is now modulated by an additional phase, compared with the situation without shifting. When the high-NA objective lens obeys the sine condition, the corresponding phase distribution in the input pupil plane becomes

$$
\begin{equation*}
\chi=-k \Delta z \sqrt{1-\left(\frac{r N A}{r_{0} n}\right)^{2}} \tag{6}
\end{equation*}
$$

where NA and $n$ are the numerical aperture of the objective lens and the refractive index in image space, and $r$ and $r_{0}$ denote the polar radius in the polar system and radius of the input optical field.

From theory, when $\delta$ in Eq. (2) has the form $\delta=\chi+m \phi$, where $m$ is the azimuthal index, the two components of the RH and LH vibrations are focused on different locations, $(0,0, \Delta z)$ and $(0,0,-\Delta z)$, respectively, which are points of symmetry. As a result, this enables the two components of LH and RH SOCs to be spatially separated. Furthermore, we are able to generate arbitrary values for the optical OAM. To verify the theoretical prediction, we employ the Laguerre-Gaussian distribution $\mathrm{LG}_{(l, p)}$ input field with the polarizations constructed above, where $l$ and $p$ are the numbers of intertwined helices known as the topological charge and the additional concentric rings. With $p=0$, the electromagnetic field in the image space of the strongly focused $\mathrm{LG}_{(l, 0)}$ input field in the pupil plane becomes

$$
\begin{align*}
{\left[\begin{array}{l}
\boldsymbol{E} \\
\boldsymbol{H}
\end{array}\right]=} & -\frac{i k f}{2 \pi} \int_{0}^{\alpha} \int_{0}^{2 \pi} \sqrt{\cos \theta} e^{\{i k[-\rho \sin \theta \cos (\phi-\varphi)+z \cos \theta]\}} \\
& \left.\times\left(\frac{\sqrt{2} \beta \sin \theta}{\sin \alpha}\right)^{|l|} e^{\left(-\frac{\beta^{2} \sin ^{2} \theta}{\sin ^{2} \alpha}\right.}\right)
\end{align*} e^{(i l \phi)}\left[\begin{array}{c}
\boldsymbol{V}_{E}  \tag{7}\\
\boldsymbol{V}_{H}
\end{array}\right] \sin \theta d \phi d \theta,, ~ \$
$$

where $f$ is the focal distance, $\alpha=\arcsin (\mathrm{NA} / n)$ is the maximum aperture angle, and $\beta$ is the ratio of the pupil radius to the beam waist that we take as one in the following calculations. The vectors $\boldsymbol{V}_{E}$ and $\boldsymbol{V}_{H}$ represent the electric and magnetic field polarization vectors in the image space with the three mutually perpendicular components being
$\boldsymbol{V}_{E x}=\sin (\phi-T) \sin \phi+\cos (\phi-T) \cos \theta \cos \phi$
$\boldsymbol{V}_{E y}=-\sin (\phi-T) \cos \phi+\cos (\phi-T) \cos \theta \sin \phi$
$\boldsymbol{V}_{E z}=\cos (\phi-T) \sin \theta$,
$\boldsymbol{V}_{H x}=A[-\cos (\phi-T) \sin \phi+\sin (\phi-T) \cos \theta \cos \phi]$
$\boldsymbol{V}_{H y}=A[\cos (\phi-T) \cos \phi+\sin (\phi-T) \cos \theta \sin \phi]$
$\boldsymbol{V}_{H z}=A[\sin (\phi-T) \sin \theta]$.
Here $T=-k \Delta z \cos \theta+m \phi$, and $A=\sqrt{\varepsilon / \mu}$, where $\varepsilon$ and $\mu$ denote the permittivity and permeability, respectively.

The longitudinal component of the electric field is

$$
\begin{align*}
E_{z}= & C e^{i(l+m-1) \varphi} \int_{0}^{a} B e^{-i k \Delta z \cos \theta} i^{l+m-1} J_{l+m-1}(-k \rho \sin \theta) d \theta \\
& +C e^{i(l-m+1) \varphi} \int_{0}^{a} B e^{i k \Delta z \cos \theta} i^{l-m+1} J_{l-m+1}(-k \rho \sin \theta) d \theta \tag{10}
\end{align*}
$$

where $\quad B=\sqrt{\cos \theta}(\sqrt{2} \beta \sin \theta / \sin \alpha)^{|l|} e^{\left[-\left(\beta^{2} \sin ^{2} \theta / \sin ^{2} \alpha\right)\right]}$ $e^{i k z \cos \theta} \sin ^{2} \theta, \quad C=-i k f / 2, \quad$ and $J_{s}(-k \rho \sin \theta)$ is the Bessel function of the first kind and order $s$. It can be seen clearly that the longitudinal field $E z$ has two different phase vortices with topological charges $l+m-1$ and $l-m+1$, indicated by the terms $e^{i(l+m-1) \varphi}$ and $e^{i(l-m+1) \varphi}$. They are located at $\Delta z$ and $-\Delta z$, respectively. By tuning $l$ (topological charge in the incoming paraxial beam) and $m$ (the topological charge in the PB phase at the input pupil) independently, the two topological charges of the $E_{z}$ component can be tuned. Their separation $2 \Delta z$ is determined by the phase modulation $\chi$ in Eq. (6). By changing $\chi$, the spacing distance can be tuned.

In terms of the full time-dependent three-dimensional electric and magnetic fields, the energy current is defined by the time-averaged Poynting vector [58],

$$
\begin{equation*}
\boldsymbol{S} \propto \operatorname{Re}\left(\boldsymbol{E} \times \boldsymbol{H}^{*}\right) \tag{11}
\end{equation*}
$$

where the asterisk denotes complex conjugation.
We first consider the $\mathrm{LG}_{(0,0)}$ beam and set $\chi$ in the input pupil according to Eq. (6) with $\Delta z=3 \lambda$ ( $\lambda$ is the wavelength of the incoming light) and $m=-1$ ( $\mathrm{NA}=0.95$, $n=1$ ). Based on the above analysis, we would expect to see two foci with topological charges $l+m-1=-2$ and $l-m+1=2$ in the $E_{z}$ component at $z=3 \lambda$ and $z=-3 \lambda$, respectively. The calculated focal field distribution is shown in Fig. 2. Obviously, twin foci with nearly the same profiles for all the total [Fig. 2(a)], transverse [Fig. 2(b)], and longitudinal [Fig. 2(c)] fields are obtained. They all exhibit, moreover, twin hollow-shaped patterns with a zero field distribution on the axis. The upper focus, which is


FIG. 2. Simulated electric field intensity distributions of a tightly focused $\mathrm{LG}_{(0,0)}$ input field in the $x-z$ plane when $m=$ -1 and $\Delta z=3 \lambda$ : (a) total, (b) transverse, and (c) longitudinal field components.


FIG. 3. Simulated electric field intensity and phase distributions of the longitudinal component, as well as the transverse energy flow of tightly focused $\mathrm{LG}_{(0,0)}$ beams in the two $x-y$ planes at $z=3 \lambda$ (a)-(c) and $-3 \lambda$ (d)-(f) when $m=-1$ and $\Delta z=3 \lambda$, respectively. (a),(d) Intensity distributions and (b),(e) phase distributions for the longitudinal component. (c),(f) Energy flow of the transverse component (black arrows indicate the direction of flow).
contributed by the input component of the RH vibration, is located at $(0,0,3 \lambda)$, whereas for the lower focus, it is located at $(0,0,-3 \lambda)$ and is contributed by the input component of the LH vibration. These results agree with theory very well. We pay special attention to the longitudinal field of light. The corresponding intensity and phase distributions of the longitudinal component and transverse energy flow in the two $x-y$ planes at $z=3 \lambda$ and $-3 \lambda$ are simulated (Fig. 3). The electric field exhibits doughnutshaped intensity distributions for both the upper [Fig. 3(a)] and lower [Fig. 3(d)] foci and has double clockwise [Fig. 3(e), upper focus, where $\exp [i(l+m-1) \varphi]=\exp (-i 2 \varphi)]]$ and anticlockwise [Fig. 3(e), lower focus, where $\exp [i(l-m+$ 1) $\varphi]=\exp (i 2 \varphi)]]$ helical phase distributions. The corresponding transverse energy flows in the two aforementioned $x-y$ planes are calculated [Figs. 3(c) and 3(f)]. Evidently, they are both ring-shaped patterns with the same profiles and magnitude but exhibiting energy flows of opposite direction (black arrows indicate the direction of flow) arising from the opposite helical phases of the longitudinal fields. When particles are trapped at these two locations, they would rotate along different directions in the horizontal $x y$ plane following the transverse energy flow. This also provides a way to observe the creation of conjugate phase vortexes [59].

When another optical DOF of $l$ is introduced, arbitrary independent topologies for the two longitudinal polarization vortex structures can be achieved. To prove this, we consider a $\operatorname{LG}_{(2,0)}$ input beam with $\Delta z=3 \lambda$ and $m=1$ ( $\mathrm{NA}=0.95, n=1$ ). In this case, the two foci should have the same topological charge $l+m-1=-2$ and $l-m+1=2$, which is quite different from the previous case. The simulated electric field intensities in the $x-z$


FIG. 4. Simulated electric field intensity distributions of tightly focused $\mathrm{LG}_{(2,0)}$ input field in the $x-z$ plane when $m=1$ and $\Delta z=3 \lambda$ : (a) total, (b) transverse, and (c) longitudinal field components.
plane (Fig. 4) show two foci distributions for the total, transverse, and longitudinal fields and are located at ( 0,0 , $3 \lambda)$ and $(0,0,-3 \lambda)$, respectively. Both foci for the total field exhibit hollow-shaped profiles but of different sizes, which is quite different from the longitudinal component. Similar to Fig. 3, the corresponding intensity and phase distributions of the longitudinal component and transverse energy flow in the two $x-y$ planes at $z=3 \lambda$ and $-3 \lambda$ are studied in detail (Fig. 5). The twin foci exhibit the same


FIG. 5. Simulated electric field intensity and phase distributions of the longitudinal component, as well as the transverse energy flow of tightly focused $\mathrm{LG}_{(2,0)}$ beams in the two $x-y$ planes at $z=3 \lambda$ (a)-(c) and $-3 \lambda$ (d)-(f) when $m=1$ and $\Delta z=3 \lambda$, respectively. (a),(d) Intensity distributions and (b),(e) phase distributions for the longitudinal component. (c),(f) Energy flow of the transverse component (black arrows indicate the direction of flow).
intensity [Fig. 5(a), upper focus; Fig. 5(d), lower focus], phase [Fig. 5(b), upper focus, where $\exp [i(l+m-1) \varphi]=$ $\exp (i 2 \varphi)$; Fig. 5(e), lower focus, where $\exp [i(l-m+1) \varphi]=$ $\exp (i 2 \varphi)$ ], and transverse energy flow [Fig. 5(c), upper focus; Fig. 5(f), lower focus]. Compared with the energy flows in Fig. 3, the energy flows here in the two aforementioned $x-y$ planes have not only the same profiles and magnitude, but also the same flow directions, arising from the same helical phases of the longitudinal fields. This means that, if particles are trapped around the two foci, they would rotate along the same direction in the horizontal xy plane, which further illustrates the powerful capability of manipulation of the longitudinal polarization vortex structures.

In addition to the wide range of academic interest and the huge potential and practical applications, a precise measurement of the refined structure in the longitudinal polarization is a very important topic. Fortunately, advances have been achieved in the probing of the longitudinal field in recent years. The fluorescence of single molecules with fixed absorption dipole orientation were used to probe the longitudinal field strength [60]. Gold nanorings and tipenhanced near-field microscopes were also applied in detecting the longitudinal field $[61,62]$. The amplitudes and relative phases of the focal field components can now be reconstructed using a simple measurement scheme that is also straightforward to implement and a reconstruction algorithm based on the scattering signal of a single spherical nanoparticle [63].

In conclusion, we have presented a simple method to realize dual coaxial longitudinal polarization vortices capable of possessing arbitrary independent topological charges, as well as tunable spatial separations between them. We described how to choose the optical DOF of the transverse phase and polarization structures in realizing them. We developed a rigorous analytical model to calculate the electromagnetic field and energy flow in the focal volume of the structured input field we proposed. The application of this method has the potential to broaden the field concerning structured vortices and thereby open discoveries of new techniques in optical manipulation and imaging.
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