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Epigraph 

 
  

“ 
No man can reveal to you aught but that which already lies half 

asleep in the dawning of your knowledge. 
 

The teacher who walks in the shadow of the temple, among his 

followers, gives not of his wisdom but rather of his faith and his 
lovingness. 

 

If he is indeed wise he does not bid you enter the house of his 
wisdom, but rather leads you to the threshold of your mind. 

 

The astronomer may speak to you of his understanding of space, 
but he cannot give you his understanding. 

 

The musician may sing to you of the rhythm which is in all space, 

but he cannot give you the ear which arrests the rhythm nor the 
voice that echoes it. 

 

And he who is versed in the science of numbers can tell of the 
regions of weight and measure, but he cannot conduct you thither. 

 

For the vision of one man lends not its wings to another man. 
 

And even as each one of you stands alone in God’s knowledge, so 

must each one of you be alone in his knowledge of God and in his 
understanding of the Earth. 

“ 

– Khalil Gibran 

 
 

“ 
All models are wrong 

But some are useful 

“ 
– George Box 
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Abstract 
This report presents the methodology and findings of a study on the impacts of free long waves on dune 

erosion predictions in XBeach. In this paper a distinction is made between two types of infragravity waves: 

bound infragravity waves and free infragravity waves. Bound infragravity waves are generated by short-wave 

group forcings and are bound to the propagation of the wave groups. Conversely, free waves are infragravity 

waves that are released from the wave-group in the surfzone, reflect at the shoreline, and propagate back 

out of the surf zone. In a semi-enclosed basin with mild bathymetric changes such as the North Sea, free 

long waves that reflect off one coast can propagate large distances and impact other coastlines.  

 

Modelling the response of a coastline during a storm event requires an offshore boundary condition that 

represents the incident short and long waves. The boundary condition for the incident infragravity waves is 

often derived by assuming a local equilibrium between the directionally spread sea-swell waves and bound 

infragravity waves following the K. Hasselmann (1962) method. This approach has proven to be problematic 

for two main reasons. First, the method tends to overestimate the incident infragravity wave height by 

assuming a local equilibrium is achieved at the model boundary; however, observations have shown that the 

transfer of energy from the short-wave groups to the underlying bound wave is gradual on a sloping bed. 

Second, by applying the equilibrium K. Hasselmann (1962) method it is implied that only bound infragravity 

waves are present at the boundary underestimating the total incident infragravity wave energy. 

 

An analysis of XBeach in surfbeat mode revealed that the model can confidently predict infragravity wave 

behaviour on a natural beach slope with two well-developed bars during a storm event by calibrating the roller 

breaker slope coefficient and wave breaker coefficient. Infragravity wave heights were reasonably accurately 

predicted in the surfzone, but the model generally overpredicted the most energetic infragravity waves.  

 

Further, the study investigated the impact of free infragravity waves on dune erosion predictions by simulating 

the behaviour of two 1D planar beach slopes to the inclusion of free long waves at the boundary. The study 

revealed that on a beach with a 1:35 slope the relative increase in dune erosion volume was 44.1% when the 

bound infragravity energy is equal to the free infragravity energy relative to the case excluding free waves. 

For the same conditions, a 20.6% increase was observed in the maximum runup. For a milder 1:70 slope a 

36.4% and 6.1% increase in dune erosion and maximum runup was observed.  

 

The results demonstrate that the dune response of a coastline is sensitive to the inclusion of incident free 

infragravity waves at the boundary. Moreover, neglecting the presence of free infragravity waves at the 

boundary may underpredict the dune response during a storm event.  

 

Keywords: Infragravity waves, long waves, dune-erosion, XBeach, numerical modelling 
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List of Symbols and Abbreviations 
IG Infragravity  

rms Root-mean square  

RMSE Root-mean square error  

ss Sea-swell  

WTI Wattelijk Toets Instrumentarium  

𝐴 Wave action density [m2Hz2radian-1] 

𝐴!",	𝐴!! Bed and suspended load coefficient [-] 

𝑐 Wave celerity [ms-1] 

𝑐# Wave group celerity [ms-1] 

𝐶 Bound-wave interaction coefficient [-] 

𝐶!$% Depth-averaged sediment concentration [m3m-3] 

𝐶$& Equilibrium sediment concentration [m3m-3] 

𝐷% Wave breaking depth [m] 

𝐷' Sediment diffusion coefficient [-] 

𝐷(𝜃) Directional energy distribution [1/rad] 

𝐷() Median grain size [𝜇m] 

𝐸(𝑓) Wave energy density [m2Hz-1] 

𝐸* Roller energy [kgs-2] 

𝑓 Frequency [Hz] 

𝑓+$,- Peak frequency [Hz] 

𝑔 Gravitational acceleration [ms-2] 

𝐻. Maximum wave height [m] 

ℎ Water depth [m] 

ℎ/ Bed slope [m/m] 

𝐻 Wave height [m] 

𝐻! Significant wave height [m] 

𝐻*.! Root-mean square wave height [m] 

𝑘 Wave number [m-1] 

𝑚0 nth order spectral moment [m2] for n=0 

𝑚 Wave-energy distribution width [-] 

𝑅 Roller area [m2] 

𝑟1 Correlation coefficient [-] 
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𝑆// Short wave radiation stress [kgs-2] 
𝑇! Sediment adaptation time [s] 

𝑇+ Peak period [s] 

𝑢6 Wave-group averaged velocity [ms-1] 
𝑢23 Low-frequency oscillatory component [ms-1] 
𝑢'4 High-frequency oscillatory component [ms-1] 
𝑈5* Critical entrainment velocity [ms-1] 

𝑍!) Surge-level [m] 

𝑎 Wave amplitude [m] 

𝛽' Normalized bed-slope [-] 

𝜂 Water-surface elevation [m] 

𝜃 Wave direction [degrees] 

𝜌 Water Density [kgm-3] 

𝜎 Intrinsic frequency [Hz] 

𝜏*322$* Roller induced shear stress [kgs-2m-1] 
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1 Introduction 

With the growing need to address coastal resilience to flooding due to fluctuating climate patterns, 

a comprehensive understanding of the near-shore processes that impact dune erosion and wave 

runup are an imperative. However, field observations of waves in the surf zone and runup on 

beaches during extreme storm events are limited. Therefore, predictions of runup and dune erosion 

are largely based on empirical models derived from data sets of relatively milder conditions. 

Furthermore, the contribution of infragravity waves to morphological changes at the coastline is 

relatively poorly understood partially due to the lack of field observations of long waves (Ardhuin, 

Rawat, & Aucan, 2014; Bromirski, Sergienko, & MacAyeal, 2010; Kannberg, 2018). Additionally, it 

is relatively difficult to recreate field conditions that are conducive to infragravity wave formation in a 

laboratory setting, further complicating studies of low frequency waves. For this reason, numerical 

models such as XBeach have proven to be an attractive alternative to physical modelling. Numerical 

models offer researchers the opportunity to recreate field conditions and easily alter them to better 

understand infragravity wave generation and dissipation mechanisms and their effects on nearshore 

hydrodynamics and morphodynamics. However, numerical models require an offshore wave 

boundary condition that characterizes the wave climate entering the model domain. Hence, the aim 

of the following study is to investigate the impact of the imposed offshore boundary condition for long 

waves on the reliability and robustness of wave run-up and dune erosion predictions at the shoreline.  

 

The frequency and directional spreading of propagating free surface waves leads to the formation 

of wave-groups. This in turn leads to water surface level modulations on the scale of the wave-group 

typically ranging from 25s to 250s which are referred to as infragravity waves (D. J. A. Roelvink & 

Reniers, 2011). The phenomenon was first recognized by Munk (1949) who identified a relation 

between low frequency motions along the shoreline with amplitudes proportional to incident short-

wave groups. Tucker and Deacon (1950) were the first to identify a linear relation between the short-

wave energy envelope and the infragravity wave amplitude. Subsequently, Biésel (1952) 

demonstrated that there was a 180° phase lag between the incident short-wave group and bound 

infragravity wave suggesting that there was a negative relationship between the wave height of the 

short-wave group and the mean water level. However, it was Longuet-Higgins and Stewart (1962) 

who later theorized that the water-surface modulations within the short-wave group were the result 

of the spatial variability of the short-wave momentum flux. As the short-wave groups propagate into 

the surf zone and begin breaking, the bound infragravity waves are subsequently released and 

reflect at the shoreline. Upon reflection at the coast the waves can propagate outside of the surf 

zone and are referred to as leaky (free) waves. Conversely, some waves are refractively trapped in 

the surf-zone, referred to as edge waves, and can lead to periodic alongshore-travelling patterns on 
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the coastline, such as beach cusps  (A. Reniers, Roelvink, & Dongeren, 2001; A. J. H. M. Reniers, 

van Dongeren, Battjes, & Thornton, 2002).  

 

Infragravity waves are abundant in the surfzone and can lead to the formation of rip-currents, 

contribute to wave run-up and dune erosion, and sediment transport amongst other phenomena 

(Bertin et al., 2018). However, the phenomena most relevant to this study are wave run-up and dune 

erosion. Several studies have shown that there is a significant contribution to wave run-up due to 

the extensive length of infragravity waves (Stockdon, Holman, Howd, & Sallenger, 2006). 

Additionally, it was observed by Guza and Thornton (1982) that on dissipative beaches wave run-

up is dominated by infragravity waves. Therefore, in order to accurately model the morphodynamic 

response of a coastline during extreme storm conditions the energy contained in the infragravity 

wave band must be well represented at the boundary. Current numerical models such as XBeach 

compute the bound-long wave energy by employing the frequency directional spectrum equilibrium 

estimate introduced by K. Hasselmann (1962) which is dependent on the incoming short-wave 

climate imposed at the offshore boundary.  

 

1.1 Problem Statement 
 

In numerical models such as XBeach, infragravity-wave boundary conditions are imposed by 

assuming a local equilibrium between the directionally spread sea-swell wave forcing and the bound 

infragravity waves (K. Hasselmann, 1962; Longuet-Higgins & Stewart, 1962; A. J. H. M. Reniers et 

al., 2002). This approach has proven to be problematic in several cases. Bound wave solutions such 

as the K. Hasselmann (1962) approach lose their validity with increasing short-wave nonlinearity. 

Additionally, the transfer of energy between the short waves and long waves on a sloping bed is 

gradual and therefore the equilibrium solution is not met resulting in an overestimation of the 

incoming bound long wave energy. Moreover, the method implies that only bound long waves are 

present at the boundary which can underestimate the total incident long wave energy. Free 

infragravity waves can be generated at distant sources and propagate large distances before arriving 

at the model domain; therefore, it is difficult to predict and anticipate the free shoreward propagating 

infragravity waves in advance. Consequently, intermediate water depths ranging between 10-30m, 

where numerical model domain boundaries are frequently defined, are often dominated by 

directionally spread free infragravity waves. (Ardhuin et al., 2014; Bromirski et al., 2010; Fiedler, 

Smit, Brodie, McNinch, & Guza, 2019).  
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Several studies including Naporowski (2020) have demonstrated the prevalence of free infragravity 

waves in The North Sea to be significant. Naporowski (2020) observed surface elevation 

measurements at several wave buoys in The North Sea presented in Figure 1. Observations during 

the Sinterklaas Storm, which occurred towards the end of December 2013, were considered for the 

analysis. The water-surface elevation measurements were processed with a low-pass filter with a 

frequency cut-off of 0.005 Hz to capture the energy contained in the infragravity frequency band. 

The difference in the observed infragravity significant wave height and predicted bound infragravity 

wave height can be seen in panel B of Figure 2. From the difference in the observed significant 

infragravity wave height signal (blue) and predicted bound infragravity wave height signal (red) it is 

evident that there is a clear discrepancy between the two. This trend is further reinforced by the 

observations at station Q1, closer to the shoreline, shown in Figure 3.  The observations demonstrate 

that only considering bound long waves in coastal models may considerably under-estimate the 

incoming long wave energy.  

 
Figure 1: Wave measurement stations in the North Sea. 
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Figure 2: Infragravity observations at station A12 (Naporowski, 2020) where (A) water surface elevation; (B) 

long wave significant wave height; (C) short wave significant wave height. 

 
Figure 3: Infragravity observations at station Q1 (Naporowski, 2020). where (A) water surface elevation; (B) 

long wave significant wave height; (C) short wave significant wave height. 
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1.2 Hypothesis 
 

The K. Hasselmann (1962) method assumes that an equilibrium condition is reached between the 

short-wave group and infragravity waves. However, for steep beaches changes in water depth and 

changes in the incident sea-swell waves are rapid and hence the equilibrium condition may not be 

satisfied. Ultimately, this will lead to an over-estimation of the infragravity wave height at the 

boundary. In addition, if free waves are not explicitly imposed at the offshore boundary of numerical 

models the only incoming long waves at the boundary are bound long waves. Nonetheless, Ardhuin 

et al. (2014) and Rawat et al. (2014) have demonstrated that infragravity waves that reflect against 

one coastline may travel large distances and impact other coasts. In basins such as the North Sea, 

where bathymetric changes are mild and gradual, a considerable portion of infragravity waves that 

reflect off one coast may travel and effect wave run-up and dune erosion on other coastlines. As a 

result, neglecting the contribution of free (leaky) infragravity waves may significantly under-estimate 

dune erosion predictions.  

 

1.3 Research Questions 
 

The overarching goal of this thesis is to understand the role of free infragravity wave boundary 

conditions imposed on offshore boundaries of numerical models such as XBeach, and thus the 

thesis will address two main research questions:  

1. Can XBeach confidently predict the evolution of long waves in the surf zone during storm 

events? 

2. What is the relative contribution of free infragravity waves imposed at the offshore boundary 

on dune erosion and wave run-up predictions during storm events? 
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2 Theoretical Background 

 

Infragravity waves are formed by the spatial variability in short-wave momentum flux within a wave 

group. There are several other generation mechanisms that explain the energy transfer from the 

short-wave envelope to the infragravity waves namely: bound wave, moving breakpoint, and Bore 

merging theories. The three generation mechanisms and their respective impacts on the 

transformation and propagation of infragravity waves in the surf-zone is explained in the following 

section. In addition, dune erosion regimes and wave runup are pertinent to this study. The 

fundamental dune erosion mechanisms associated with long waves expected during storm events 

are explained and discussed.  

 

2.1 Infragravity Wave Generation and Transformation 
 

In the following section the various generation and transformation mechanisms of infragravity waves 

in the surf zone are outlined and explained. Furthermore, the governing equations and their 

respective relevance to the assessments pertinent to this study are elucidated. 

 

2.1.1 Bound-Wave Theory 

 

Due to the frequency dispersion relation of waves in deep water, short waves tend to travel in groups. 

As a result, the groupy behavior of waves forces secondary modulations of the water surface on the 

scale of the wave group. The spatial variability of the short-wave momentum flux within a wave group 

results in modulations of the water surface that propagate with, and are bound to, the wave group 

forcing and are called bound infragravity waves, see Figure 4. The term bound highlights the fact 

that the waves are confined to the propagation of the wave group in deep water; however, in the 

surf-zone the release of short-wave energy in the form of wave-breaking releases the bound long-

wave.  

 

In deep water the height of infragravity waves is small, on the order of 1cm (Bertin et al., 2018), due 

to the limited exchange of energy between the short-waves and the bound long wave. Longuet-

Higgins and Stewart (1962) derived an equilibrium solution that relates the height of the resulting 

bound infragravity wave to the energy contained in the short-wave group envelope given by equation 

(1).  
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 𝜂(𝑥, 𝑡) =
−𝑆//(𝑥, 𝑡)
𝜌(𝑔ℎ − 𝑐#1)

+ 𝐾 (1) 

 
Where: 

𝑆// [kgs-2] = Short wave radiation stress 

𝜌 [kgm-3] = Water density  

𝑔 [ms-2] = Gravitational acceleration 

ℎ [m] = Mean water depth 

𝑐# [ms-1] = Short wave group celerity 

K [-] = Constant 

 

 
Figure 4: Time series of two sinusoidal waves and the resulting bound infragravity wave (Bertin et al., 2018). 

 

The equilibrium solution proposed by Longuet-Higgins and Stewart (1962) is only applicable for a 

flat bottom, or for deep water conditions. For a sloping bottom the bound infragravity wave is no 

longer in equilibrium with the short-wave group and the bound wave begins to deviate from the 180° 

phase shift observed under equilibrium conditions, so the bound long wave is lagging behind the 

wave group (Bertin et al., 2018). The phase shift promotes the transfer of energy between the short 

waves and the underlying infragravity wave allowing the infragravity wave to grow in amplitude. It 

was theorized by van Dongeren et al. (2007) that the rate of growth of infragravity waves lies between 

the rate of conservative shoaling, referred to as Greens’ Law, which is proportional to ℎ7
!
", and the 
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equilibrium solution proposed by Longuet-Higgins and Stewart (1962) (ℎ7
#
$), where h refers to the 

water depth. As a result of this non-linear depth dependance, the bound wave generation 

mechanism is dominant in mildly sloping conditions. However, in a steep-slope beach regime the 

growth of infragravity waves is dominated by the Moving Breakpoint mechanism. 

 

2.1.2 Moving Breakpoint Theory 

 

The spatially varying short-wave height within a wave group means that the short-wave breakpoint 

varies in time as the wave group propagates in the surf zone. It follows that the largest waves in the 

wave group break before the smallest ones causing a time-variation of the radiation stress gradient 

in the surf zone which in turn results in a time-variation in the wave induced set-up (Symonds, 

Huntley, & Bowen, 1982). As the short waves propagate into the surf zone the waves shoal and 

increase in height, thus amplifying the variation in radiation stress within the wave group and 

increasing the amplitude of the bound infragravity wave. Subsequently, the waves begin to break as 

they approach the shoreline. As the short waves begin breaking, their energy is dissipated and the 

radiation stress is diminished, so the set-down effect also vanishes. In order to achieve a force 

equilibrium, the set-down is compensated by a water level setup at the shoreline (Symonds et al., 

1982). The result is a gradual change from a standing wave at the shoreline to a seaward progressive 

wave offshore of the breaking point being created at infragravity frequencies (Bertin et al., 2018). 

Likewise, the shoaling and breaking of short waves in the surf zone leads to another mechanism 

that contributes to the amplification of infragravity waves known as Bore Merging.  

 

2.1.3 Bore Merging Theory 

 

After short waves propagate into the surf zone and begin breaking, the waves produce bores 

analogous to bores observed in a hydraulic jump. A bore can overtake the bore ahead of it and they 

can combine into a single larger wave front. This non-linear process leads to the formation of a 

resultant wave with a larger period - with respect to its constituents - in the surf zone and contributes 

to the transfer of energy to the infragravity spectrum. Based on field observations, Huntley and 

Bowen (1975) remarked that bore merging tends to be most prevalent in mildly sloping beaches due 

to the wide surf-zone.  
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2.2 Dune Erosion Regimes 
 

In addition to infragravity wave generation mechanisms, dune erosion and cross-shore sediment 

transport mechanisms are pertinent to this study. During storm conditions dunes are especially 

vulnerable as a result of increased wave attack due to storm surge (Bosboom & Stive, 2015). The 

mechanisms by which dunes erode are fundamentally dictated by the level at which the waves attack 

with respect to the dune-foot level, which is determined by wave run-up and near-shore set-up, (A.H. 

Sallenger, 2000). A.H. Sallenger (2000) defined four distinct impact regimes that are categorized by 

comparing the wave run-up levels to the dune foot and dune crest levels. The various storm impact 

regimes are summarized in Table 1. 

 
Table 1: Storm Impact Regimes (A.H. Sallenger, 2000)  

Swash 
Regime 

• Run-up is confined to the foreshore. 
• Foreshore typically erodes and sand is 

transported offshore. 
• After the storm, sand is gradually 

transported back onshore. 

 

Collision 
Regime 

• Run-up collides with the base of the 
foredune ridge. 

• The impact causes sand to be eroded 
from the dune and transported offshore. 

• Eroded sand is not readily restored to 
the dune. 

 

Overwash 
Regime 

• Run-up exceeds the level of the dune 
foot or berm. 

• Wave overtopping is expected 
occasionally. 

• Sediment is transported to the landward 
side of the dune. 

 

Inundation 
Regime 

• The elevation of the swash motion 
exceeds the level of the dune foot, and 
the entire dune is inundated. 

• Results in the landward migration of the 
dune. 
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Moreover, cross-shore sediment dynamics are highly topical and are governed by complex 

mechanisms which seldom have analytical solutions (Bosboom & Stive, 2015). Sediment transport 

formulations are often dominated by the third power of the flow velocity near the bed where the 

expected suspended sediment concentrations are highest. The near-bed flow velocity under a 

propagating wave group is comprised of three main components as described by equation 2 (J. A. 

Roelvink & Stive, 1989). 

 

 𝑢 = 𝑢6 + 𝑢23 + 𝑢'4 (2) 

 

Where 𝑢6 is the wave-group averaged component which is the under-tow flow velocity in the surf 

zone. Additionally, the components 𝑢23 and 𝑢'4 are the oscillatory components corresponding the 

low and high frequency waves respectively. To distinguish between the relative contribution of the 

time-varying flow components the third odd velocity moment is considered. J. A. Roelvink and Stive 

(1989) demonstrated that the most significant contributions to the third odd velocity moment are 

given by the following relation: 

 

 〈𝑢|𝑢|1〉 = 3〈𝑢6|𝑢'4|1〉KLLMLLN
(9)

+ 〈𝑢'4|𝑢'4|1〉KLLMLLN
(1)

+ 3〈𝑢23|𝑢'4|1〉KLLLMLLLN
(;)

 (3) 

   

Where term (1) is related to transport by the mean current, (2) represents the contribution of the 

oscillatory component of the short wave instantaneous velocity, and (3) represents the interaction 

between the long wave velocity and short-wave velocity variance.  

 

Beneath a long wave bound to a shoreward propagating wave group, the trough of the bound long 

wave coincides with the crests of the largest waves in the wave group, and hence the corresponding 

oscillatory flow components for the short and long waves are 180° out of phase as shown in Figure 

5. The high frequency velocity component, corresponding to the short waves, is thought to stir the 

sediments up when the low frequency component corresponding to the bound wave is offshore 

directed resulting in a net offshore directed transport of sediments. The occurrence of this 

phenomenon is contingent on the 180° phase shift between the short and long waves. However, as 

the wave group propagates into the surf zone and the bound long wave is subsequently released at 

breaking, the phase relationship deviates from 180° resulting in a net onshore directed sediment 

transport contribution from the long waves.  
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Figure 5: Offshore directed sediment transport under bound long waves (Deigaard, Jakobsen, & Fredsøe, 

1999) 
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2.3 Xbeach Model Equations and Setup 
 

XBeach is a numerical model which is capable of simulating nearshore hydrodynamic and 

morphodynamic processes along sandy coastlines. The model is capable of resolving the 

morphodynamic evolution of a coastline on the time scale of a storm and on a domain size of several 

kilometres. For the following study Xbeach is run in the instationary Surfbeat mode. In Surfbeat mode 

short wave variations are resolved on the wave group scale and consequently water surface 

modulations on long wave scales are also resolved. 

 

2.3.1 Governing Equations 

 

The short-wave surface modulations are reproduced by solving the wave-action balance equation. 

The wave-action balance equation is based on the Eulerian approach of the spectral action balance 

of waves which is a time dependant forcing of the Hindcasting Shallow Water Waves (HISWA) 

equations and is given by the following relation (L. H. Holthuijsen, Booij, & Herbers, 1989): 

 

 
𝛿𝐴
𝛿𝑡 + P

𝛿
𝛿𝑥
(𝑐/𝐴) +

𝛿
𝛿𝑦 R𝑐<𝐴S +

𝛿
𝛿𝜃
(𝑐=𝐴) +

𝛿
𝛿𝜔

(𝑐>𝐴)U = 𝑇 (4) 

  (1) (2) (3)   

 
 

Where T is the action source term representing the total effect of generation and dissipation of action, 

and A is the action density in the presence of an ambient current defined as (L. H. Holthuijsen et al., 

1989; Whitham, 1965): 

 

 𝐴(	𝑥, 𝑦, 𝑡, 𝜃) = 𝐸(𝑥, 𝑦, 𝑡, 𝜃)/𝜎(𝑥, 𝑦, 𝑡) (5) 

 

Where E is the wave energy density defined as a function of the x, y grid coordinates, and time t,  

and the angle of incidence with respect to the x-axis, q.  

 

 

 

 



  

 

13 

In addition, 𝜎 is the relative (or intrinsic) frequency defined as a function of space (x,y) and time (t) 

as per the following (Leo H. Holthuijsen, 2007): 

 

 𝜎(𝑥, 𝑦, 𝑡) = W𝑔 ⋅ 𝑘(𝑥, 𝑦, 𝑡)	tanh	(𝑘(𝑥, 𝑦, 𝑡) ⋅ ℎ(𝑥, 𝑦, 𝑡)) (6) 

 

In which k is the wave number and h is the water depth. The action balance equation consists of 

three main terms (L. H. Holthuijsen et al., 1989): 

(1) The Local rate of change of spectral action density. 
(2) The propagations terms including refraction and shoaling describe the net transport of action 

in the x, y, and q.  
(3) The source term which envelopes the total generation and dissipation of wave action as a 

function of x, y, and q. 
 

2.3.2 Roller Energy Balance 

 

Further relevant to this study is the roller energy balance adopted by XBeach. When short waves 

begin to break there is a short delay between the breaking of a wave, or the point at which the 

radiation stress gradients are greatest, and the resulting water-level setup and longshore current. 

This delay is explained by the presence of a roller which serves as a momentary storage of 

shoreward momentum. Furthermore, the roller promotes the spatial displacement of the short-wave 

energy, moving energy further into shallower water and enhancing the generation of infragravity 

waves. The development of infragravity waves in the surf zone is related to the transfer of energy 

from the short-wave frequencies to the long wave frequency band. This transfer of energy is 

facilitated by the infragravity wave generation mechanisms discussed in sections 2.1.1, 2.1.2, and 

2.1.3. Hence, the model’s ability to capture and reproduce the generation and propagation of 

infragravity waves in the surf zone is contingent on the model’s ability to accurately reproduce short-

wave breaking mechanisms. 

 

A roller can be described as a disturbance of entrapped air and water, with section area R, that 

slides down a wave front, with wavelength L, of a breaking wave as shown in Figure 6. The tangent 

of the wave front at the interface between the undisturbed and disturbed water is represented by b. 

The slope of the wave front, b, dictates the storage of wave energy and momentum and is a user 

defined XBeach model input which by default is set to 0.1. For relatively large values of b large 
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stresses are expected which corresponds to an instantaneous dissipation of energy resulting in a 

small roller area. Consequently, the roller doesn’t develop and less energy is transported into shallow 

water. On the other hand, relatively small values of b result in a well-developed roller which promotes 

the transport of wave energy into shallow water depths. In a one-dimensional model, the absence 

of longshore currents can be counteracted by adjusting b to fine tune the infragravity response in 

the surf zone. (Longuet-Higgins & Turner, 1974; Nairn, Roelvink, & Southgate, 1991; A. J. H. M. 

Reniers & Battjes, 1997; J. A. Roelvink & Stive, 1989; Stive & Vriend, 1995; Svendsen, 1984).    

 
Figure 6: Schematization of wave roller 

 

Fundamentally, wave-energy released at breaking is transferred to the roller energy which travels 

on the wave front with the same phase speed as the wave underneath. The disparity between the 

phase speed of the roller and the velocities of the water particles at the wave front results in a shear 

stress between the roller and the undisturbed water at the wave front. Therefore, the energy 

dissipated by the roller is equivalent to the work done by the shear stress at the interface between 

the roller and the wave front. The roller serves as a momentary storage of energy causing a spatial 

lag between the point at which the waves break and the point at which they subsequently dissipate 

their energy (Nairn et al., 1991). Henceforth, the roller exerts a shear stress, t, on the water beneath 

it which is described by the relation given by (Duncan, 1981): 

 

 𝜏*322$* =
𝜌𝑔 ⋅ 𝑅
𝐿 ⋅ 𝛽! (7) 
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Additionally, the roller area, R, is related to the roller energy given by (Svendsen, 1984): 

 

 𝐸* =
𝜌𝑅𝑐1

2𝐿 	 (8) 

 

 

Where c is the phase speed given by the linear dispersion relation:  

 

 𝑐 = _
𝑔
𝑘 tanh	(𝑘𝑑) 

(9) 

 

The roller contributes to the water-level setup and energy balance through the cross-shore 

momentum balance, the energy balance, and time-averaged wave energy balance (A. J. H. M. 

Reniers & Battjes, 1997). The contribution of the roller energy to the cross-shore radiation stress is 

given by the wave-averaged roller momentum flux (Svendsen, 1984): 

 

 𝑆//,* = 2𝐸* cos1(𝜃) =
𝜌𝑅𝑐1

𝐿 ⋅ cos1(𝜃) (10) 

 

The relation proposed by Svendsen (1984) serves as an upper limit approximation of the radiation 

stress contribution of the roller assuming the propagation of the roller is purely horizontal. 

Accordingly, the depth averaged momentum equation in the cross-shore direction is given by 

Svendsen (1984):  

 

 𝜕𝑆//,@
𝜕𝑥 +

𝜕𝑆//,*
𝜕𝑥 = 𝜌𝑔ℎ

𝜕�̅�
𝜕𝑥 = 0 (11) 

 

Where 𝑆//,@ and 𝑆//,* denote the momentum flux for the wave and roller respectively. The relation 

suggests that a decrease in shoreward momentum flux results in a set-up of the water level.  
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2.3.3 Wave Breaking 

 

In addition to the roller energy balance, the short-wave breaking formulation used in Xbeach is 

relevant to the study. In the instationary Surfbeat mode, the wave breaking formulation introduced 

by J. A. Roelvink (1993) is used: 

 
𝐷" =

𝛼
4 𝜌𝑔𝑓𝐻.

1  

𝐻.1 = 𝛾(𝑑 + �̅�) 
(12) 

 

Where a is a calibration coefficient, f is the frequency, and Hm denotes the maximum wave height. 

In accordance with (Battjes & Janssen, 1978) the maximum wave height, Hm, is defined as a fraction, 

g, of the water depth. The breaker index g is a user defined input variable in Xbeach and is set to 0.5 

by default. Increasing the breaker index means the maximum wave height can be a larger fraction 

of the water depth. Consequently, a larger breaker index allows more wave energy to propagate to 

shallower depths. Conversely, a smaller breaker index results in waves breaking further offshore 

and limits the wave energy that propagates to shallower water depths.  

 

2.3.4 Sediment Transport  

 

In XBeach sediment concentrations are modelled using a depth-averaged advection diffusion 

equation given by equation 13 (Galappatti, 1983). 

 

 
𝛿ℎ𝐶!$%
𝛿𝑡 +

𝛿ℎ𝐶AB

𝛿𝑥 +
𝛿ℎ𝐶CB

𝛿𝑦 +
𝛿
𝛿𝑥 j𝐷'ℎ

𝛿𝐶
𝛿𝑥k +

𝛿
𝛿𝑦 j𝐷'ℎ

𝛿𝐶
𝛿𝑦k =

ℎ𝐶$& − ℎ𝐶
𝑇!

 (13) 

 

Where C represents the depth-averaged sediment concentration which varies on the wave-group 

time scale, Dh is the sediment diffusion coefficient, and Ts represents the sediment adaptation time. 

In this model, the entrainment and deposition of sediments is determined by the disparity between 

the actual sediment concentration in the water column C and the equilibrium sediment concentration 

Ceq represented by equation 14.  

 

 𝐶$& = max	(min o𝐶$&," ,
1
2 𝐶.,/	q + min o𝐶$&,!,

1
2 𝐶.,/	q , 0) 

(14) 
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When the depth-averaged sediment concentration C is greater than the equilibrium sediment 

concentration Ceq sediments are deposited on the bed. Conversely, when C is smaller than Ceq then 

sediments are entrained in the water column. The transport formulation used in this study is derived 

by (Rijn, 2007); van Thiel de Vries (2009), known as the Van Thiel – Van Rijn formulation. The 

equilibrium sediment concentrations are computed according to the following equations: 

 𝐶$&," =
𝐴!"
ℎ r_𝑣.#1 + 0.64𝑢*.!,11 − 𝑈5*v

9.(

 (15) 

  

 𝐶$&,! =
𝐴!!
ℎ r_𝑣.#1 + 0.64𝑢*.!,11 − 𝑈5*v

1.E

 (16) 
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3 Methodology 

 

The thesis is split up into two main numerical modelling exercises with the ultimate goal of answering 

the previously stated research questions. First, the skill and ability of XBeach to model the generation 

and propagation of infragravity waves during a storm event is evaluated. Field measurements near 

Egmond aan Zee, The Netherlands obtained between October and November 1998, are used to 

compare the observed hydrodynamic changes in the surf zone with XBeach predictions. Second, 

the relative importance of free infragravity waves on dune erosion and surf zone hydrodynamics is 

investigated. Two synthetic 1-D planar beach profiles are constructed by extracting an existing dune 

profile characteristic of the Dutch coast and altering the bed slope of the shoreface. XBeach 

simulations are run for both profiles with a synthetic wave field imposed at the offshore boundary to 

determine if morphological predictions produced by XBeach are sensitive to the inclusion of incoming 

free infragravity waves at the offshore boundary. 

 

3.1 Phase I: Coast3D Model-Data Comparison 
 

In the following section the Coast 3D field experiment and model-data comparison procedure is 

outlined and explained. First, the conditions observed at the Dutch coast at Egmond aan Zee are 

outlined. Subsequently, the adopted methodology for comparing the results yielded from the Xbeach 

model and the Coast3D field measurement campaign is discussed.  

 

3.1.1 Coast -3D Field Measurement Campaign 

 

Data was collected near the town of Egmond aan Zee, The Netherlands from October to November 

1998 known as the Coast-3D measurement campaign. The site is characterized by a sandy beach 

with two well developed-bars as shown in Figure 8. Offshore conditions such as significant zero-

down crossing wave height, mean direction, and peak period have been measured at an offshore 

directional-wave buoy located at 16m depth approximately 5km offshore. Furthermore, an array of 

sensors located in the surf zone included bidirectional current meters and pressure sensors as 

illustrated in Figure 8. Data from the sensors was captured for approximately 34min per hour at a 

sampling rate of 2 or 4Hz. In addition, the alongshore water level gradient was measured by two 

tidal stations separated by 30km centred at the town of Egmond aan Zee. Bathymetric changes were 

measured every few days with an amphibious vehicle, and noted relatively insignificant alongshore 

variations of the beach until the formation of a cross-shore profile at approximately 500hrs after the 
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start of the measurement campaign (Ruessink, Miles, Feddersen, Guza, & Elgar, 2001; Ruessink, 

van Enckevort, Kingston, & Davidson, 2000). During the measurement campaign a wide range of 

sea states were observed. The significant wave heights ranged between 0.2 – 5.2m and the peak 

period ranged 2.1 – 11.1s with the mean wave direction ranging between ±45° (relative to the shore 

normal) (Rijnsdorp, Ruessink, & Zijlema, 2015).  

 

3.1.2 Coast-3D Data Processing 

 

The Coast-3D field measurement campaign is comprised of several series of sensors aligned along 

cross-shore transects, see Figure 8. Sensor series 1 is comprised of a transect of four collocated 

bidirectional current meter and pressure sensors. The sensors report the pressure head under a 

wave in meters. The pressure head time series, sampled at 2Hz, is linearly detrended and divided 

into 2048s segments with 50% overlap. Afterwards, the segments are tapered with a Hanning 

window and co-spectra are computed with 30 degrees of freedom based on ensemble average 

Fourier transforms (Rijnsdorp et al., 2015; Sheremet, Guza, Elgar, & Herbers, 2002); subsequently, 

the energy densities are integrated over the infragravity wave frequency band. The following 

frequency bands are used: 

 
• 𝑓!! ≥ 0.3	𝐻𝑧 

• 𝑓"# = 0.04 − 0.005	𝐻𝑧 

 

Next, the variance density of the surface elevation, or the zeroth order spectral moment for the 

desired frequency band denoted by 𝑚), is then computed as the integral of the spectrum between 

the desired cut-off frequencies: 

 𝑚) = z 𝐸(𝑓)𝑑𝑓
6$

6!
 (17) 

 

Finally, the root mean square (rms) wave height, 𝐻*.!, is then computed as the following: 

 

 𝐻*.! = W8𝑚) (18) 

 

The rms infragravity wave height is computed for hourly bursts of data at each sensor, thus 

producing one representative wave height for each hour.  
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3.1.3 Xbeach model at Egmond aan Zee 

 

An Xbeach model for the coastline at Egmond aan Zee, where the Coast-3D field measurement 

campaign was conducted, is setup for the October 24, 1998 storm. The bathymetry prior to the storm 

is shown in Figure 7 along with the corresponding locations of sensor series 1 and 7 that will be used 

for the model-field data comparison. The user-defined settings for the model are summarized in 

Table 2. Apart from the listed user-defined parameters, the default XBeach parameters are used as 

the model has been optimized for the conditions observed along the Dutch coast (Geer, Bieman, 

Hoonhout, & Boers, 2015). The model is run for a simulation time of 72 hours, in order to capture 

the nearshore wave behaviour across the entire storm event.  

 
Figure 7: Local Bathymetry at the Coast-3D measurement site on 24/10/1998 indicating location of the 

pressure sensors.  

 

The output results of the XBeach model are defined at locations coinciding with the locations of the 

sensors in the Coast-3D field measurements to facilitate the comparison of the numerical model 
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results and field results. The model produces a time-series of hydrodynamic parameters such as 

instantaneous water-surface elevation, instantaneous wave height, and water depth at each output 

location represented by the points in Figure 7. 
Table 2: Phase I model settings. 

Xbeach parameter Description Value 
nuhfac+ Roller induced turbulent horizontal 

viscosity 
0.5 [.

$

!
] 

Beta+ Breaker slope coefficient for roller 
model 

0.05 – 0.15 [-] 

bedfriccoef Bed friction (Chèzy) 53 [m1/2s-1] 
Wavemodel Wave model type Surfbeat (1) [-] 

Gamma 
sq 

Breaker parameter 
Directional spreading 

0.4 – 0.55 
10 - 30 

[-] 
[°] 

 
3.1.4 Boundary Conditions 

 

Hourly significant wave height and peak period measurements were collected at an offshore 

directional wave buoy during the Coast-3D measurement campaign. The depth of the offshore buoy 

corresponds to the depth at which the model boundary is defined. A spectral wave boundary 

condition is employed to capture the incoming wave climate at the model boundary. The incoming 

waves at the model boundary are derived from a JONSWAP spectrum defined by the significant 

wave height, peak period, and directional spreading measured at the offshore buoy. XBeach then 

computes a random wave time-series from the defined spectrum and computes the underlying 

bound long wave.  

 

3.1.5 Model-Data Comparison 

 

A comparison between the XBeach model results and the Coast-3D field measurement campaign 

at Egmond aan Zee is used to verify that XBeach has skill at predicting near shore hydrodynamics 

of infragravity waves along the Dutch coast. A 1-D XBeach model is setup due to the alongshore 

uniformity of the coastline in the early stages of the considered storm. The bulk wave parameters 

produced by the XBeach models are resampled to hourly estimates to correspond with the hourly 

measurements produced by the Coast 3D data analysis. When Xbeach is run in surfbeat 

(instationary) mode the propagation of wave energy in the surf zone is computed by resolving the 

wave-action balance equation. Therefore, the instantaneous short-wave amplitude, and hence the 

wave height, at a particular temporal and spatial step is computed from the instantaneous wave 

energy as follows (Leo H. Holthuijsen, 2007): 
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 𝐸(𝑥, 𝑡) =
1
8𝜌𝑔𝐻

(𝑥, 𝑡)1 → 𝐻(𝑥, 𝑡) = }
8 ⋅ 𝐸(𝑥, 𝑡)

𝜌𝑔  (19) 

 

Where H is the instantaneous wave height, r is the water density, and g is the gravitational 

acceleration. Following the computation of the instantaneous wave height, the root mean square 

wave height is computed for each hourly burst as follows: 

 

 𝐻*.!,!! = }
1
𝑁� 𝐻01

F

0
 (20) 

The infragravity wave height is then computed by a spectral analysis of the surface elevation time 

series at each sensor. Analogous to the method adopted for processing the Coast-3D data, the 

surface elevation time series yielded at each output location is linearly detrended and divided into 

2048s segments with 50% overlap. Subsequently, the co-spectra are computed and the energy 

densities are integrated over the frequency band ranging from 𝑓9 = 0.04	𝐻𝑧	(25𝑠) to 𝑓1 =

0.005𝐻𝑧	(200𝑠).  The result is a representative Hrms,IG wave height for each hourly burst of the 

simulation run time.  

 

The performance of the 1D Xbeach model is assessed based on the root mean squared error 

(RMSE) and skill factor of bulk wave parameters such as the root mean square sea-swell wave 

height and root mean square infragravity wave height. The RMSE is defined as the following: 

 

 𝑅𝑀𝑆𝐸 = 	W〈(𝛼G − 𝛼H)1〉 (21) 

 

Where 〈… 〉 indicates time averaging over the measurement gauges and 𝛼 refers to the bulk wave 

parameters denoted by P and O to indicate the predicted and observed values respectively. In 

addition, the skill factor is used as an indicator of the performance of XBeach to reproduce the 

conditions observed during the Coast3D measurement campaign. The skill factor is defined as the 

following (Gallagher, Elgar, & Guza, 1998):  

 

 𝑆𝑘𝑖𝑙𝑙 = 1 −
W〈(𝛼G − 𝛼H)1〉

W〈(𝛼H)1〉
 (22) 
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Where similarly 〈… 〉 indicates averaging over the measurement gauges and 𝛼G and 𝛼H denote the 

predicted and observed bulk wave parameters respectively.  

 

 
Figure 8: Plan view of bathymetry near Egmond aan Zee relative to mean sea level for (a) October 24, 1998 

where red circles indicate pressure sensors, and green circles indicate collocated biderectional current 
meters and pressure sensors; (b)  The depth (alongshore mean, line; alongshore standard eviation, grey 

shading); Reproduced from code by Dirk Rijnsdorp.  
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3.2 Phase II: Impact of Free Long Waves on Dune-erosion 
 

In order to assess the relative impact of incoming free infragravity waves on shoreline processes a 

second XBeach model is setup in surfbeat mode for two distinct beach profiles. In the following 

section the profiles, boundary conditions, and model parameters used for this phase of the study are 

explained.   

 

3.2.1 Model Profiles 

 

Two distinct profiles are distinguished in the study: a steep profile and a mild profile. Studies by J. 

A. Roelvink (1993); van Dongeren et al. (2007) have shown that the frequency dependent reflection 

of waves at the shoreline is related to the normalized bed slope, b, given by: 

 

 𝛽I =
ℎ/
𝜔
_
𝑔
ℎ′ 

(23) 

 

Where:  

ℎ/ [-] = Bed slope 

ω [s-1] = Radial frequency  

𝑔 [ms-2] = Gravitational acceleration 

ℎJ [m] = Representative depth 

 

Battjes, Bakkenes, Janssen, and van Dongeren (2004) found that the normalized bed slope, b, 

governs the dissipation regime of infragravity waves at the shoreline. For large values of 𝛽 (𝛽 > 0.3), 

a steep-slope regime is expected. A steep-slope regime entails that the amplitude growth in the 

shoaling zone is weak, and for steep bed slopes long waves nearly fully reflect at the shoreline 

(Battjes et al., 2004). Conversely on coasts with mild-slope regimes (𝛽 < 0.06), large amplitude 

growth in the shoaling zone and small reflections at the shoreline is expected. By considering several 

beach slopes, the effect of the bed slope on the propagation and transformation of infragravity waves 

in the surf zone can be distinguished. Consequently, the sensitivity if the dune response to the 

inclusion of free infragravity waves at the boundary is assessed for two different beach regimes.  

 

The two profiles are assembled by combining a dune profile characteristic of the Dutch coast and a 

planar shoreface with the desired slope at mean sea level (MSL). The results is a representative 
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dune profile above MSL and a planar slope below MSL.  The steep and mild profiles are shown in 

panels A and B of Figure 9 respectively.   

 
Figure 9: (A) Steep profile (m=1:35, b~0.4); (B) Mild profile (m=1:70, b~0.2)   

 

3.2.2 Boundary conditions 

 

The wave climate entering the model domain is described by a synthetic water surface elevation 

time series imposed at the offshore model boundary. The synthetic time-series is generated by 

applying a random phase model to a synthetic JONSWAP spectrum. The JONSWAP spectrum is a 

variance density spectrum developed by the Joint North Sea Wave Project (Klaus Hasselmann et 

al., 1973) and is used to describe the wave conditions observed in the North Sea. The spectral shape 

of the JONSWAP spectrum is an adaptation of the Pierson-Moskowitz spectrum to better describe 

the wave climate in the North Sea and is described by the following equation (K. Hasselmann, 1962; 

Leo H. Holthuijsen, 2007): 

 
𝐸(𝑓) = 𝛼𝑔1(2𝜋)7E𝑓7( exp �−
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(24) 

Where 𝛾 is a peak-enhancement factor, 𝜎 is a peak-width parameter, and 𝛼 is a scale parameter. In 

this study a peak enhancement factor of 𝛾 = 3.3 is used yielding the JONSWAP spectrum shape 

illustrated in Figure 10. The spectrum is then scaled as a function of the desired significant wave 

height by 𝛼 = 𝐻!1/16. 
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Figure 10: JONSWAP spectrum shape with g = 3.3 

 

Subsequently, the directional spreading of the waves is captured by the cosmq model. (Willard J. 

Pierson, John, & John, 1952):   

 
𝐷(𝜃) = 𝐴9 cos. 𝜃 													𝑓𝑜𝑟	|𝜃| < 90° 

𝐴9 = Γ(
1
2𝑚 + 1)/	Γ(

1
2𝑚 +

1
2) 

(25) 

 

Where Γ denotes the gamma function and the exponent m controls the width of the distribution. for 

this study the exponent m is defined as m~2.5 for a directional width of 𝜎= = 30°. The resulting 

frequency directional spectrum is illustrated in Figure 11. 

 

 
Figure 11: Directional energy distribution across the total frequency range. 

 

Afterwards, the bound long wave energy is estimated using the non-linear coupling derived by K. 

Hasselmann (1963) and Herbers, Elgar, Guza, and O'Reilly (1995). The bound long wave variance 
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density is computed by the non-linear difference interaction between two short waves given by 

Herbers et al. (1995): 

 

 𝐸"3X0%(𝑓) = z z z 𝐶1(𝑓 − 𝑓J, 𝑓J, Δθ)E(f − f J, 𝜃9)𝐸(𝑓J, 𝜃1)𝑑𝜃9𝑑𝜃1𝑑𝑓
1Y

)

1Y

)

6)'*

).)E
 (26) 

 

Where E(f,q) denotes the frequency-directional variance density spectrum of the sea-swell waves. 

The corresponding interaction coefficient, C, is given by: 

 

 
𝐶(𝑠9𝑓9, 𝑠1𝑓1, ∆𝜃) =

𝑔𝑘9𝑘1 cos(∆𝜃)
2𝜎9𝜎1

+
𝑔(𝜎9 + 𝜎1) cosh(𝑘9ℎ) cosh	(𝑘1ℎ)
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Where the radial frequencies are given by 𝜎4 = 2𝜋𝑠4𝑓4 and the wave numbers k1 and k2 are obtained 

from the linear dispersion relation. The difference wave number k3 is obtained from the following: 

 𝑘; = _𝑘91 	+ 𝑘11 + 𝑘9𝑘1cos	(∆𝜃)
	

	 (28) 

 

Therefore, the bound infragravity wave is imposed where the phase is derived from the difference 

of the two short wave components shifted by 180°. The free infragravity wave variance density is 

subsequently derived as a multiple of the bound long wave variance density as follows: 

 

 𝐸6*$$(𝑓) = 𝐼𝐺6*$$ × 𝐸"3X0%(𝑓) (29) 

 

Conveniently, the multiplier IGfree is used to name the different boundary conditions summarized in 

Table 3. The free infragravity wave amplitudes are then computed by linear wave theory: 

 

 
𝑎(𝑓) = _2 ⋅ 𝐸6*$$(𝑓) ⋅ 𝑑𝑓 

 
(30) 

The water surface elevation is then calculated by assigning random phases to the previously 

computed wave amplitudes: 

 𝜂 = 𝑎 ⋅ cos	(2𝜋𝑡 + 𝜙6) (31) 



  

 

28 

Where 𝜙6 represents the random phases assigned to the free infragravity waves independent of the 

short wave phases. The three boundary conditions used in the study are presented in Figure 12 

where panel A represents the boundary condition time series excluding free infragravity waves and 

panels B and C represent the time series for the IGfree = 1 and IGfree = 2 conditions.  

 
Table 3: Boundary condition summary. 

Name Significant wave height [m] Peak period [s] IGfree 
IGfree = 0 9 12 0 
IGfree = 1 9 12 1 
IGfree = 2 9 12 2 

 

3.2.3 Correlation coefficient 

 

The correlation between the long wave velocity component and the short-wave orbital velocity 

component provides an indication of the transport potential by the interaction of long and short 

waves. The Pearson Correlation Coefficient is computed by the following: 

 𝑟1(𝑋, 𝑌) =  
1

𝑁 − 1�o
𝑋4 − 𝜇/
𝜎[

q o
𝑌4 − 𝜇\
𝜎\

q
F

4]9

¡

1

 (32) 
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Figure 12: 30 minute sample of the generated offshore boundary condition for (A) IGfree = 0; (B) IGfree = 1; (C) 

IGfree = 2; Where blue represents the short waves, green represents the bound long waves, and magenta 
represents the free long waves. 
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3.2.4 Model Setup 

 

Xbeach has many input parameters used to define the hydrodynamic and morphodynamic response 

of a coastline to wave attack. A number of semi-empirical formulations are used to predict complex 

processes such as sediment transport and dune behaviour under wave attack. Therefore, in this 

study the models are simulated with the Wattelijk Toets Instrumentarium (WTI) calibration 

parameters used in studying coastal protection and sand dune behaviour along the Dutch coastline 

in order for the results to be comparable to other relevant studies (Do, Shin, Cox, & Yoo, 2018; D. 

Roelvink et al., 2009; Van Geer, Den Bieman, Hoonhout, & Boers, 2015). The WTI parameters used 

in the models are summarized in Table 4. 
Table 4: WTI Xbeach settings (Van Geer et al., 2015) 

Xbeach parameter Description WTI settings 
𝒇𝒘 Short wave friction coefficient 0.000 
𝒄𝒇 Dimensionless friction coefficient 0.001 

Gammax Maximum wave height to water depth 2.364 
Gamma Breaker parameter for Roelvink model 0.541 

beta Breaker slope coefficient in roller model 0.138 
wetslp Critical avalanching slope underwater 0.260 
alpha Wave dissipation coefficient 1.262 
facSk Skewness factor 0.375 
facAs Asymmetry factor 0.123 

 

For each profile, the wave runup and dune erosion is estimated for stationary extreme storm 

conditions for a duration of 5 hours. Experiments have shown that the dune response after 5 hours 

of stationary extreme storm conditions are representative of the behavior when observing a time 

series of varying storm conditions (Vellinga, 1982). The representative extreme storm conditions 

used in the simulations are summarized in Table 5. 

 
Table 5: Representative extreme storm conditions (Heijer, 2012) 

Xbeach parameter Description Value 
𝒁𝒔𝟎 Surge level 5.0 [m+MSL] 
𝑯𝒔 Significant wave height model 9.0 [m] 
𝑻𝒑 
𝑫𝟓𝟎 

Peak period 
Median grain size 

12 
225 

[s] 
[µm] 

 

A summary of all the simulations carried out in this phase of the study are summarized in Table 6.  
 

 



  

 

31 

Table 6: Model simulation summary 

Profile Wave boundary condition 

Steep 
IGfree = 0 
IGfree = 1 
IGfree = 2 

Mild 
IGfree = 0 
IGfree = 1 
IGfree = 2 

 

3.2.5 Wave runup and Dune Erosion Estimation 

 

Xbeach features a runup gauge output type which tracks the temporal variation of the waterline at 

the shoreline. The resulting output file is a time series of the water level elevation at the runup tongue. 

First, the runup level time series is detrended by subtracting the surge-level from the time-series 

signal. Second, a zero-down crossing analysis is carried out to distinguish between individual runup 

events. Subsequently the individual runup events are ranked by their respective crest heights and 

the 2% exceedance runup level is computed as the value corresponding to the 98th percentile. 

Additionally, the maximum runup level for each simulation is considered for the analysis. The Dune-

erosion volumes per unit width of shoreline for the various simulations are estimated by computing 

the difference between the final and initial bed levels above the dune foot level, defined as (+3.00m). 
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4 Results 

 

In the following section the results of the various XBeach modelling exercises are discussed. First, 

the results of the XBeach model validation exercise are discussed. Second, the impact of the 

infragravity wave boundary conditions of the three model profiles is elucidated.  

 

4.1 Phase I: Coast-3D Model-Data Comparison 
 

The October 28, 1998 storm was simulated in XBeach with several combinations of input variables 

in order to find the hydrodynamic parameters that produce the most robust bulk-wave predictions. 

The list of the different simulations and their respective prediction errors are listed in Table 7. In 

addition, the skill factor of the bulk-wave parameter predictions for infragravity and sea-swell waves 

are presented in Table 8. The results presented in Table 7 show a 0.13m and 0.05m improvement 

is realized for the infragravity wave and short wave predictions respectively when the roller breaker 

slope coefficient b is set to 0.15, and the short wave breaker parameter g is set to 0.40 (see column 

4 of Table 7). Likewise, the results presented in Table 8 show the predictive skill increases from 0.08 

to 0.69 and 0.66 to 0.73 for the infragravity waves and short-wave predictions respectively for the 

same conditions. The predicted rms wave heights are of a similar order of magnitude as the 

observed values during this storm event. Likewise, significant improvements were realized when the 

directional spread of the waves was increased to 30° to better represent conditions observed in The 

North Sea (Leo H. Holthuijsen, 2007). Although the simulations were run for a 1-D bathymetry, 

XBeach retains directional spreading in Surfbeat mode. Initially the simulations were run with the 

default directional spreading of 10° yielding the results shown in columns 1 through 3 in Table 7. 

Column 4 in Table 7 represents the results for the simulation with the increased directional spreading 

exhibiting considerable improvements. The influence of the directional spreading is also exhibited in 

improvements in the predictive skill factor for infragravity waves as summarized in column 4 of Table 

8.  

 

For purposes of simplicity, all the figures and predictions presented in the following section 

correspond to the results of the simulation with a roller breaker slope coefficient of β=0.15, and 

breaker coefficient of γ=0.40, and directional width of sq=30°. It is imperative to note that the model 

tended to over-estimate the infragravity wave heights. Also, it is noteworthy to highlight the fact that 

the predictions at the deepest sensor (7a) had the weakest predictive potential of all the observed 
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sensors. This trend was common across all the simulations with different input variables and was 

persistent throughout the entire simulated storm.  

 
Table 7: Root-Mean-Square Error (RMSE) of the Hrms predictions for infragravity and sea-swell waves 

 [1] 
β=0.10; γ=0.55; 

sq=10° (Default) [m] 

[2] 
β=0.15; γ=0.40; 
sq=10° [m] 

[3] 
β=0.15; γ=0.40; 

sq=10° (morphology 
off) [m] 

[4] 
β=0.15; γ=0.40; 

sq=30° (morphology 
off) [m]   

Sensor HrmsIG  Hrms,ss HrmsIG Hrms,ss HrmsIG HrmsSS HrmsIG HrmsSS 
1a 0.19 0.20 0.09 0.22 0.09 0.22 0.06 0.22 
1b 0.17 0.21 0.08 0.27 0.07 0.27 0.05 0.28 
1c 0.18 0.30 0.08 0.21 0.07 0.21 0.06 0.22 
1d 0.20 0.29 0.09 0.20 0.08 0.20 0.07 0.20 
7a 0.21 0.59 0.09 0.49 0.09 0.50 0.06 0.50 
7b 0.19 0.35 0.09 0.21 0.09 0.21 0.06 0.21 

Average 0.19 0.32 0.09 0.27 0.08 0.27 0.06 0.27 
 

Table 8: Skill1 factor of the Hrms predictions for infragravity and sea-swell waves 

 [1] 
β=0.10; γ=0.55; 
sq=10° (Default) 

[2] 
β=0.15; γ=0.40; 

sq=10° 

[3] 
β=0.15; γ=0.40; 

sq=10° (morphology 
off) 

[4] 
β=0.15; γ=0.40; 

sq=30° (morphology 
off)   

Sensor HrmsIG Hrms,ss HrmsIG Hrms,ss HrmsIG HrmsSS HrmsIG HrmsSS 
1a 0.05 0.82 0.57 0.57 0.54 0.81 0.68 0.81 
1b 0.23 0.80 0.67 0.67 0.66 0.75 0.75 0.74 
1c 0.13 0.61 0.65 0.65 0.62 0.73 0.71 0.72 
1d -0.03 0.58 0.58 0.58 0.52 0.71 0.61 0.71 
7a 0.05 0.55 0.58 0.58 0.59 0.63 0.71 0.63 
7b 0.04 0.61 0.56 0.56 0.55 0.77 0.68 0.77 

Average 0.08 0.66 0.60 0.60 0.58 0.73 0.69 0.73 
1A skill factor of 1 signifies a perfect agreement between the predicted and observed values 

 

 

4.1.1 Short Wave Pattern 

 

A time series of the water surface elevation and instantaneous wave energy for sensors 7a and 7b 

are shown in Figure 13 and Figure 14 respectively. The storm begins to grow in intensity at around 

18hrs and persists until approximately hour 60 of the simulation. From the figures it is discernible 

that there is variability in the instantaneous energy signal, and hence the instantaneous wave height 

signal, during peak storm intensity. This can be explained by the fact that waves are depth limited 

at the location of sensor 7a. Between hours 0 and 12 variability above and below the mean line is 

visible in Figure 13. However, after hour 12 of the simulation as the storm grows in intensity and the 

offshore wave heights grow, the only discernible variability is below the mean signal. This behaviour 



  

 

34 

suggests that at the early stages of the simulation unsaturated conditions are observed at the 

seaward face of the outer bar at sensor 7a. Nonetheless, as the storm grows the wave conditions at 

7a become saturated, meaning the largest waves in the incoming wave groups are breaking but the 

smaller waves in the signal are passing unbroken. Henceforth, the wave height at sensor 7a is 

capped by the local water depth indicating a saturated surf zone. This observation is further 

supported by the instantaneous wave energy time series for sensor 7b shown in Figure 14. Sensor 

7b is located at a shallower depth and therefore the variability in the signal is smaller. The reduction 

in the observed variability can be explained by the fact that one can expect smaller waves to reach 

the shallower depth at sensor 7b and hence less waves are subject to depth induced breaking.    

 
Figure 13: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 
height; and (D) instantaneous wave energy time series for sensor 7a located on the seaward edge of the outer 

bar.  
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Figure 14: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 
height; and (D) instantaneous wave energy time series for sensor 7a located on the seaward edge of the inner 

bar.  
 

4.1.2 Long Wave Pattern 

 

The comparison of the time series at sensors 7a and 7b indicate that significant changes in the 

incoming wave energy are observed in the surf zone. In order to get a more complete idea of the 

propagation and transformation in the surf zone, the predicted and observed long wave behaviour 

is compared. The temporal evolution of the predicted and observed bulk wave parameters for the 

infragravity waves and short waves are compared in Figure 15. Figure 15 shows that during the 

storm’s peak intensity the model has the propensity to over predict the long waves but under 

predicted the incident sea-swell wave climate.  
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Figure 15: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 1a. 

 

In addition, the results of the cross-shore evolution of the infragravity wave height after 24, 36, and 

48 hours are presented in panels A, B, and C of Figure 16 respectively. Additionally, the cross-shore 

distribution of the predicted and observed rms wave height for the sea-swell waves is presented for 

hours 24, 36, and 48 in panels D, E, and F respectively. Panel A and D shows the cross-shore 

evolution of the infragravity wave height and short-wave height for the early development phase of 

the storm when the offshore wave height is 2.91m. Panel A shows that the model overestimated the 

infragravity wave height at all sensors along the transect. Furthermore, panel D shows that for the 

same offshore conditions the short-wave height is also over-predicted. However, this observed 

pattern shifts as the storm develops and the offshore wave height grows to 5.23m and 4.39m for 

hours 36 and 48 respectively. The cross-shore evolution of the short-wave height in panels E and F 

indicate that the short wave height is generally underestimated with the exception of the offshore 
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most sensor during hour 48. Nonetheless, the infragravity wave behaviour depicted in panels B and 

C is consistently overestimated throughout the duration of the storm.  

 

 
Figure 16: Cross-shore distribution of (A-C) infragravity rms wave height; (D-F) short rms wave height; (G-I) 

bathymetry and sensor locations.  

The temporal evolution of the storm (see Figure 15) shows largest discrepancy between the 

predicted and observed infragravity wave heights occurs at hour 40 and hour 52 of the simulation. 

In Figure 17 and Figure 18 the cross-shore evolution of long and short waves is depicted for hours 
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40 and 52 of the simulation. For hour 40 of the simulation the infragravity wave height was over-

predicted by an average of 13cm while the short-wave height was underpredicted by an average of 

29cm. Similar cross-shore behaviour is observed for hour 52 of the simulation depicted in Figure 18. 

The average error in the infragravity and short-wave predictions is 21cm and 24cm respectively.  

 

The predicted cross-shore evolution of the infragravity wave height shows that the model generally 

overestimates the long wave energy throughout the storm. This observation is further supported by 

the comparison of the predicted and observed infragravity wave heights in Figure 19. The solid black 

line represents perfect agreement between the observed and predicted values, and the dotted lines 

represent the 15% error bands. The comparison shows that the model generally overpredicts the 

most energetic waves in the surf zone. The comparison of the predicted and observed sea-swell 

wave heights in Figure 20 show relatively poorer predictions. The most energetic short waves tend 

to be under-estimated by the mode while the least energetic waves in the wave envelope were 

generally overestimated.  

 

 
Figure 17: Cross-shore evolution of (A) infragravity rms wave height; (B) short rms wave height; (C) 

bathymetry and sensor locations for hour 40 of the simulation. 
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Figure 18: Cross-shore evolution of (A) infragravity rms wave height; (B) short rms wave height; (C) 

bathymetry and sensor locations for hour 52 of the simulation. 

 
Figure 19: Predicted vs Observed infragravity wave height (Hrms,IG). Solid line indicates perfect agreements 

and dashed lines represent 15% error bands.  
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Figure 20: Predicted vs Observed sea-swell wave height (Hrms,SS). Solid line indicates perfect agreements and 

dashed lines represent 15% error bands. 

 

4.2 Phase II: Impact of Free Long Waves on Dune Erosion 
 

In the following section the results for the steep and mild profiles simulations for the second phase 

of the study are outlined. 

 

4.3 Steep Profile 
 

In Figure 21 the cross-shore evolution of several time-averaged hydrodynamic and morphodynamic 

parameters are presented. The rms infragravity wave height is portrayed in panel A. The comparison 

demonstrates that the maximum rms infragravity wave height increase from approximately 1.18m 

for the condition excluding free waves (IGfree = 0) to a maximum of 1.5m and 1.9m for the IGfree=1 

and IGfree = 2 simulations respectively. In addition, the cross-shore evolution of the rms velocity of 

the long wave oscillatory component is presented in panel B. The comparison shows a similar trend 

with the time-averaged velocity increasing from a maximum of 1.47 ms-1 (IGfree = 0) to 1.64 ms-1 and 

1.79 ms-1 for the IGfree = 1 and IGfree = 2 boundary conditions respectively. Furthermore, the cross-
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shore evolution of the rms short wave height is plotted in panel C showing no discernible differences 

between the three simulations. In addition, the cumulative sediment transport rates per unit width 

are presented in panel D. The peak cumulative erosion at the upper dune face increases from 0.25m 

(IGfree = 0) to 0.50m (IGfree = 1) and 0.69m (IGfree = 2). 

 

 

 
Figure 21: Steep slope cross shore distribution of: (A) rms infragravity wave height; (B) rms oscillatory long 

wave velocity component; (C) rms short wave height; (D) hourly mean of cumulative sediment transport where 
positive values correspond to accretion and negative values represent erosion; (E) bed level for IGfree = 0 

(black line), IGfree = 1 (red line), and IGfree = 2 (blue line). 

 

In order to gain a more comprehensive understanding of the sediment transport and dune erosion 

patterns observed in Figure 21 and Figure 28, the cross shore evolution of the time averaged 

correlation between the low frequency velocity component and short wave velocity variance is 

plotted in panel A of Figure 22. A correlation coefficient of -1 corresponds to the case when the long 

wave is 180° out of phase with incoming short-wave groups. Hence, a correlation of -1 is indicative 
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of the case when maximum short wave stirring coincides with the maximum offshore directed long 

wave velocity. On the other hand, a perfect correlation of 1 is indicative of the case when the short 

wave stirring coincides with the maximum onshore directed long wave velocity. The cross-shore 

evolution in panel A demonstrates that the case exclusive of free long waves (black line) has a 

correlation of -0.78 at the model border. Conversely the correlation for the IGfree = 1 and IGfree = 2 

simulations at the boundary is -0.65. Further necessary to explain the sediment transport patterns 

observed in the surf zone is the velocity moment of the interaction between the long wave velocity 

and the short-wave velocity variance as shown in panel B. At the shoreline the offshore directed 

velocity moment reaches a maximum at approximately x=-35m. The maximum velocity moment for 

the simulation excluding free long waves is -0.32 m3s-3 (IGfree = 0), while the maximum long wave 

contribution to the velocity moment for the IGfree = 1 and IGfree = 2 simulations is -0.37 m3s-3 and -

0.42 m3s-3 respectively. Moreover, closer to the shoreline at around x=-35m the correlation between 

all three simulations is almost identical. 

 

 

To further decompose the contributions of the wave velocities to the total sediment transport, the 

cross-shore evolution of the main constituents of the third odd velocity moment are presented in 

Figure 23. The plot compares the total odd velocity moment for the IGfree = 0 (black) and IGfree = 2 

(blue), exhibiting a maximum offshore directed total velocity moment of -1.00 m3s-3 and -1.45 m3s-3 

respectively. Furthermore, it is evident that the peak of the total third odd velocity moment for both 

simulations coincides with their respective peaks in the long wave contribution illustrated by the 

dotted lines in Figure 23.  
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Figure 22: (A) Correlation between the ulo and u2hi; (B) Velocity moment of the interaction between long wave 
velocity and short-wave velocity variance; (C) Steep profile bed level. IGfree = 0 (black line), IGfree = 1 (red line), 

and IGfree = 2 (blue line).  

 
Figure 23: (A) Total odd velocity moments and their constituent components; black line represents IGfree = 0 

and blue line represents IGfree = 2; (B) Steep profile bed level.  
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4.4 Mild Profile 
 

Similar to the previous section, the cross-shore evolution of the time averaged short and long wave 

heights, long wave velocities, and sediment transport rates are presented in Figure 24. The rms 

infragravity wave height portrayed in panel A of Figure 24.shows the wave heights reach a maximum 

level just shoreward of the point x=0. The peak wave height for the three simulations is 1.32m (IGfree 

= 0), 1.59m (IGfree = 1), and 2.02m (IGfree = 2). Further shoreward of the peak in wave infragravity 

wave heights a peak in the rms velocity corresponding to the long waves is observed in panel B. 

The peak rms long wave velocity is 1.51ms-1 (IGfree = 0), 1.60ms-1 (IGfree = 1), 1.74ms-1 (IGfree = 2). 

Analogous to the steep profile, the cross-shore evolution of the short-wave heights shows no 

distinguishable difference between the three boundary conditions. It is also worthy to note that a 

similar pattern is observed in the cross-shore evolution of the cumulative sediment transport rates. 

The shoreward most peak in erosion rates shows a pronounced increase in erosion with increasing 

long wave energy. 

 

Furthermore, the cross-shore evolution of the correlation between the long wave velocity and short-

wave velocity variance is plotted in panel A of Figure 25. The correlation coefficient at the boundary 

is -0.73 (IGfree = 0), -0.60 (IGfree = 1), -0.66 (IGfree = 2). The correlation exhibited in the mild profile is 

similar to the pattern observed in the steep profile where the correlation decreases with increasing 

long wave energy. The decrease in correlation is primarily due to the addition of long waves that are 

not phase locked to the propagating wave groups. In addition, the cross-shore evolution of the long 

wave contribution to the third odd velocity moment is illustrated in panel B of Figure 25. The plots 

exhibit a peak at the dune-face at approximately x=25m. The peak shows the maximum offshore 

directed contribution of the long wave velocity is located well above the dune-foot level. The plot also 

demonstrates that the long wave contribution to the velocity moment increase from -0.33 m3s-3 (IGfree 

= 0) to -0.36 m3s-3 (IGfree = 1) and -0.40 m3s-3 (IGfree = 2). A more comprehensive decomposition of 

the total third odd velocity moment for the IGfree = 0 and IGfree = 2 simulations are presented in panel 

A of  Figure 29. The plot of the cross-shore evolution of the total velocity moment also exhibits a 

peak offshore directed velocity moment at approximately x=25m coinciding with the peak in the long 

wave contribution discussed earlier.  
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Figure 24: Mild slope cross shore evolution of: (A) rms infragravity wave height; (B) rms oscillatory long wave 
velocity component; (C) rms short wave height; (D) hourly mean of cumulative sediment transport where 
positive values correspond to accretion and negative values represent erosion; (E) bed level for IGfree = 0 
(black line), IGfree = 1 (red line), and IGfree = 2 (blue line). 
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Figure 25: (A) Correlation between the ulo and u2hi; (B) Velocity moment of the interaction between long wave 
velocity and short-wave velocity variance; (C) Steep profile bed level. IGfree = 0 (black line), IGfree = 1 (red line), 

and IGfree = 2 (blue line).  

 
Figure 26: (A) Total odd velocity moments and their constituent components; black line represents IGfree = 0 

and blue line represents IGfree = 2; (B) Mild profile bed level.  
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4.5 Steep and Mild Profile Comparison 
 

Although similar cross-shore hydrodynamic patterns are observed between the steep and mild 

profiles, the impact of the added free long waves on dune erosion and runup for the steep profile are 

more pronounced. This is partially explained by the increased runup associated with the increased 

free long waves imposed at the boundary for both profiles. The wave runup levels associated with 

the long waves is tabulated in Table 9 and illustrated graphically in Figure 27. 

 

From Figure 27 it is evident that the added free infragravity energy results in increased wave runup 

for both the mild and steep profiles. Although the 2% exceedance value is similar for the mild and 

steep profiles for the case when then the free infragravity energy is twice that of the bound energy 

(IGfree = 2), a considerable increase is observed in the maximum runup levels. The results 

demonstrate that although both profiles exhibited increased maximum runup levels with increasing 

free long wave energy, the increase is most pronounced on the steep profile. For the IGfree = 2 case 

a 29.4% increase in the maximum runup level is observed on the steep profile, compared with a 

21.2% increase on the mild profile.  

 
Table 9: Wave runup predictions for extreme storm conditions. 

Profile Maximum IGFree = 0 IGFree = 1 IGFree = 2 

Mild 
2% runup [m+MSL] 7.7 8.1 8.8 

% difference NA 14.8 40.7 
Max. runup [m+MSL] 8.3 8.5 9.0 

% difference NA 6.1 21.2 

Steep 
2% runup [m+MSL] 8.1 8.6 8.8 

% difference NA 16.1 22.6 
Max. runup [m+MSL] 8.4 9.1 9.4 

% difference NA 20.6 29.4 
 
 

Further, the dune erosion profiles after the five-hour simulation under the extreme storm conditions 

for all three boundary conditions are presented in Figure 28 for the steep profile and Figure 29 for 

the mild profile. The area shaded in blue denotes the eroded sections of profile, while the red areas 

denote the accretion sections. With a surge level of+5m the wave attack follows the collision regime 

as the runup and wave attack collide with the dune above the dune-foot level (+3.00m). From panels 

A, B, and C of Figure 28 and Figure 29 it is evident that the erosion volume, highlighted in blue, 

increases with increasing long wave energy at the boundary. A summary of the dune erosion 

volumes per unit width for both profiles is presented in Table 10. The dune erosion volume increased 
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by 44.1% and 85.1% for the IGfree = 1 and IGfree = 2 cases respectively relative to the case excluding 

free infragravity energy for the steep profile. On the other hand, the eroded volumes for the mild 

profile increased by 36.4% and 58.1% for the IGfree = 1 and IGfree = 2 conditions respectively. 

 

 
Figure 27: 2% exceedance (+) and maximum (o) runup predictions for extreme storm conditions; Mild profile 

shown in blue and steep profile shown in red. 

 
Table 10: Dune erosion predictions for extreme storm conditions. 

Profile Maximum IGFree = 0 IGFree = 1 IGFree = 2 
Mild Dune erosion [m3/m] 27.1 37.0 42.9 

% difference NA 36.4 58.1 

Steep Dune erosion [m3/m] 26.9 38.7 49.8 
% difference NA 44.1 85.1 
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Figure 28: Steep dune profile development for: (A) IGfree = 0, (B) IGfree = 1, (C) IGfree = 2 where blue shows 

erosion and red shows the accretion. 
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Figure 29: Mild dune profile development for: (A) IGfree = 0, (B) IGfree = 1, (C) IGfree = 2 where blue shows erosion 

and red shows the accretion. 
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5 Discussion 

 

5.1 Phase I: Model-data comparison 
 

In Phase I of the study an XBeach model was calibrated to recreate the conditions observed during 

the the October 24th, 1998 storm at Egmond aan Zee. The results show that by calibrating the roller 

breaker slope coefficient and breaker coefficient significant improvements in predicting long wave 

patterns in the surf zone are achieved. Setting the breaker slope coefficient to 0.15, breaker 

coefficient to 0.4, and directional width of the incoming waves to 30° the average root-mean square 

error in infragravity and short-wave predictions decreased by 0.13m and 0.05m respectively. In 

addition, the average skill increased to 0.69 and 0.73 for long and short-wave predictions 

respectively. The error in the short-wave predictions was largest at the most offshore sensor (7a) 

located on the seaward face of the outer bar. One possible explanation for the high error at sensor 

7a is the high variation in the instantaneous short-wave energy and short-wave height observed 

across the duration of the storm. The temporal variation in the instantaneous wave height signal 

depicted in panel C of Figure 13 is caused by the subsequent arrival of wave groups. Furthermore, 

the relatively high error in predicting the short waves is partially due to the fact that in Surfbeat mode 

XBeach only resolves long waves. Short waves are not individually resolved therefore the 

asymmetry and skewness of propagating short waves in the surf zone is not captured by the model. 

This could lead to significant errors in short wave predictions in the surf zone. In addition, the 1D 

model does not fully resolve wave refraction. The lack of wave refraction in the surf zone partially 

explains the model’s tendency to over-predict short wave energy during mild conditions. The 1D 

model also does not consider obliquely incident waves which could contribute to the errors between 

the model predictions and observations.  

 

The model had the propensity to overpredicted the infragravity wave height during peak storm 

intensity as shown in Figure 15. Likewise, this observation is supported by the comparison of the 

predicted and observed infragravity wave heights shown in Figure 19. The scatter plot suggests that 

for relatively less energetic waves the predicted and observed infragravity waves are in good 

agreement. However, the model tends to overpredict the most energetic infragravity waves. This 

can be explained by several factors. The behaviour and growth of infragravity waves in the surf zone 

is influenced by both cross-shore and long-shore processes in the surf zone. In one-dimensional 

modelling long-shore processes such as long-shore currents and wave refraction are not fully 

resolved. In addition, overprediction is caused by the assumption that incoming infragravity waves 
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are exclusively bound waves produced by second-order equilibrium solutions. Further improvements 

in the predictions can be achieved by altering the offshore wave boundary conditions to better reflect 

the wave climate entering the domain. The boundary condition imposed at the wavemaker is 

characterized by the significant wave height and peak period measurements collected at the offshore 

directional wave buoy as part of the Coast-3D measurement campaign. The model imposes a 

JONSWAP spectrum characterized by the hourly significant wave height and peak period 

measurements and computes the underlying bound long waves following the K. Hasselmann (1962) 

method. However, as the storm grows in intensity the second-order equilibrium condition at the 

boundary will tend to over-estimate the incoming long wave energy. As a result, prediction 

improvements can be achieved by altering the boundary conditions.  

 

The results of the comparison between the Coast-3D data and the model predictions suggest that 

the simulations typically explain about 70% of the measured infragravity and short-wave heights in 

the inner surf zone. The model however has the tendency to overpredict the infragravity wave energy 

even when the roller slope coefficient and breaker coefficient are calibrated. Ultimately, the XBeach 

Surfbeat model is shown to accurately recreate infragravity wave behaviour in the surfzone during a 

storm event. Therefore, the model is proven to be a robust platform to examine the impacts of 

imposing free long waves at the boundary on dune erosion predictions.  

 

5.2 Phase II: Impact of Free Long Waves on Dune Erosion 
 

Phase II of the study is primarily concerned with examining the impacts of free long waves on dune 

erosion predictions during storm events. The results presented in Table 10 show a significant 

increase in dune erosion with increasing free long wave energy for both the steep and mild profile. 

However, the results also suggest that the added free wave energy has a more pronounced effect 

on the steep slope. On a relatively mild slope the surfzone is wider meaning the effect of bottom 

friction is increased.  

 

The increase in dune erosion volumes also coincides with increased maximum runup levels. As the 

waves run up higher up the dune face, avalanching becomes more prevalent. Avalanching is 

observed when the bed slope exceeds a pre-defined critical avalanching slope. If a cell has a bed 

slope which exceeds the critical slope, material is transferred to the adjacent cells to restore the 

slope to a stable value. It is considered that inundated sediments have a higher predisposition to 

slumping and therefore have a lower critical avalanching slope. Therefore, as the waves collide with 
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higher levels of the dune face the inundated sediments are more likely to slide down the dune face.  

Moreover, the cross-shore evolution of the third odd velocity moments demonstrate that the addition 

of free long waves at the boundary enhances the offshore directed long wave sediment transport 

contribution at the dune face.  

 

In Addition, the results of Figure 23 and Figure 26 reveal that the contribution of the odd velocity 

moment between the long wave velocity and short wave velocity variance increase significantly when 

free long waves are imposed at the boundary. The direction of the bound long wave transport 

component to the total odd velocity moment is determined by the correlation between the long wave 

and short wave velocity signals, but the magnitude of the transport mechanism is determined by the 

product of the long wave velocity and short wave velocity variance. Although the correlation between 

the short and long wave velocity signals is similar for all three conditions the plots show that the long 

wave transport mechanism is enhanced by the increased velocities produced by the added free long 

waves.  

 

The study reveals that the enhanced dune response is caused by increased runup at the shoreline 

and by the increase in the long wave contribution to the third odd velocity moment. Henceforth, the 

dune response is sensitive to changes in the offshore long wave boundary condition and is 

susceptible to considerable enhancement when incident free long waves are imposed at the 

boundary.  
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6 Conclusion  

In phase I of this study the skill and ability of XBeach at predicting long wave hydrodynamics in the 

surf zone was evaluated by comparing the predictions to field observations during a storm event. 

The data was processed at several sensors across the profile within the surf zone to produce bulk 

wave estimates for long and short waves. Long wave estimates were produced by employing a 

spectral analysis of the water surface elevation signal at each sensor. The Coast-3D campaign 

provided valuable insight into the propagation and transformation of wave energy in the surf zone 

during a storm event.  

 

Initially, the default Xbeach input parameters were used to produce a set of control results. Several 

parameters were calibrated to minimize the prediction errors, most prominently: the breaker slope 

coefficient for the roller model and the wave breaking coefficient. After several iterations, the root 

mean square error was reduced by 0.14m and 0.04m for the infragravity wave and short-wave 

predictions respectively. In addition, the skill factor for the infragravity and short-wave predictions 

improved to 0.69 and 0.73 respectively. The result of the optimization exercise revealed that Xbeach 

does have skill at predicting long waves during storm events. Furthermore, the study showed that 

Xbeach can accurately recreate the cross-shore evolution of infragravity wave energy observed 

during storm events. However, the model tends to overpredict long wave energy for high incoming 

short-wave energy and underpredicts the long wave energy for relatively low short-wave energy. 

Henceforth, Infragravity waves are overpredicted at the deepest sensors which recorded the highest 

incoming short-wave energy. Overall, the results of the first modelling exercise demonstrated that 

XBeach in surbeat mode is a suitable numerical model for recreating long wave patterns observed 

along the Dutch coast during storm events.  

 

Phase II of the study was principally concerned with evaluating the effects of long wave boundary 

conditions on wave-runup and dune erosion predictions at the shoreline. Two planar beach profiles 

were considered, a steep profile (b~0.4), and relatively mild profile (b~0.2). The simulations were 

run with the WTI settings optimized for morphological modeling along the Dutch coast coupled with 

a surface elevation time series boundary condition. Three iterations of the boundary conditions were 

considered: 
• IGfree = 0 : Excluding free infragravity waves at the boundary, which served as the control simulation.  

• IGfree = 1 : Including free infragravity wave energy equal to the bound long wave energy.  

• IGfree = 2 : Including free infragravity wave energy equal to double the bound long wave energy.  
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The results for both the steep and mild profiles demonstrated that the inclusion of free infragravity 

waves at the domain boundary resulted in remarkable increases in the maximum wave runup and 

dune erosion at the coastline. The IGfree = 1 simulation yielded a 44.1% and 36.4% increase in dune 

erosion volume for the steep and mild profiles respectively, while the IGfree = 2 simulation yielded an 

85.1% and 58.1% increase in eroded dune volume for the steep and mild profiles respectively.  

 

The results suggest that the dune response is sensitive to changes in offshore infragravity wave 

boundary conditions. It is imperative to note that the dune erosion volumes produced by the 

simulations in XBeach are overpredicted as the model tends to overpredict the long wave energy 

during storm conditions. The relative enhancement of the dune response to the imposed free long 

waves is thus the most principal outcome of the study. Further, the results demonstrate that the 

increase in dune response is mainly due to the increased runup levels and enhanced long wave 

transport mechanism close to the shoreline.  

 

Previous studies such as Naporowski (2020) have shown that the contribution of bound long wave 

energy during a storm event represents about 60% of the total long wave energy. Hence, one can 

expect the dune response of IGfree = 1 tests to be more representative of conditions expected at the 

Dutch coastline during storm events.  
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7 Recommendations 

Imposing free infragravity waves at the model boundary resulted in a considerable increase in the 

morphodynamic response at the shoreline. The North Sea is a semi-confined basin in which strong 

storms are repeatedly observed. Furthermore, several studies have noted the prevalence of free 

infragravity waves in the North Sea and have described the ability of free waves to propagate long 

distances relatively unhindered in basins with gradual bed level changes. Henceforth, it is critical to 

consider the contribution of free waves to wave runup and dune erosion predictions in numerical 

models. Although Rijkswaterstaat possesses a large database of information valuable to infragravity 

wave analysis and prediction, efforts should be diverted in simplifying the process of data collection 

in order for the data to be readily available for coastal modelers. Also, resources can be invested in 

improving the quality of the field measurements to include directional information. This could allow 

for the distinction between free and bound long waves and could improve predictions in the 

directional spreading of the wave spectrum. Including a more complete representation of the 

observed wave climate at a model boundary would result in more robust and reliable predictions of 

dune failure and inundation and allow for a more comprehensive understanding of dune behavior 

during storms.  

 

In order to better understand the evolution of long waves in the surf zone it is also critical to consider 

wave reflection at the shoreline. Following the method by Sheremet et al. (2002) the incoming and 

outgoing infragravity energy fluxes and the corresponding reflection coefficient at the shoreline can 

be computed. Distinguishing between the incoming and outgoing long wave energy flux in the surf 

zone can improve predictions, and further explain the dynamics of long waves in the surf zone.  

 

Likewise expanding the model to a 2DH model can potentially yield improved results by resolving 

longshore currents and directional spreading. Furthermore, 2D models can resolve wave refraction 

in the surf zone which can improve short wave predictions. Obliquely incident short and long waves 

can also be considered in a 2D model. Currently, the 1D model only considers normally incident free 

long waves. However, the incoming free long waves generated at distant sources may be obliquely 

incident. Testing the impact of free infragravity waves for milder storms and milder beach slopes can 

help portray a more comprehensive understanding of infragravity wave dynamics in the surfzone.  
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8 Appendix A: Model Results for the October 24, 1998 Storm Event 

The full set of results and input variables for the Phase I study are presented here. 

 
Figure 30: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 1a. 
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Figure 31: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 1b. 

 
Figure 32: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 1c. 
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Figure 33: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 1d. 
 

 
Figure 34: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 7a. 
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Figure 35: (A)Low frequency water surface elevation; (B) Offshore wave height; (C) instantaneous short wave 

height; and (D) instantaneous wave energy time series for sensor 7b. 

 

Figure 36: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 
observed infragravity rms wave heights at the seaward face of the inner bar at sensor 1a. 
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Figure 37: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 1b. 

 
Figure 38: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 1c. 
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Figure 39: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 1c. 

 
Figure 40: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 7a. 
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Figure 41: (A) Offshore wave height; (B) Predicted and observed short rms wave height; and (C) Predicted and 

observed infragravity rms wave heights at the seaward face of the inner bar at sensor 7b. 
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