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Summary

In this thesis a method is developed to estimate the moment of slack tide based on GPS
measurements on a buoy. The moment of slack tide is the very moment the tidal current
changes direction. The method is applied in the Schelde Estuary in the Netherlands.

An estuary is the transition between two distinct water bodies: a river and a sea. Estuaries
are very important as a transport link and a source of food. Interventions in the estuary
bathymetry, like dredging, can have severe impact on the hydraulic behavior of the estuary.
Knowledge of the physical phenomena that determine the tidal flow is important as they
influence the environment of an estuary in many ways. One of the key parameters in tidal
propagation is the phase lag, which is the difference in time between high or low water
and the subsequent moment of slack.

The main objective of this thesis is to estimate the moment of slack tide based on GPS
measurements on a buoy ultimately with an accuracy in the order of 5-10 minutes. The
buoy, which is used as an aid to navigation, is floating on the water and tied to the sea
floor by a heavy anchor chain. In order to achieve this goal it is necessary to: investigate
the performance of different GPS receivers in combination with different antennas and
operating modes; analyze the motion of the buoy during several tidal cycles; develop a
method to estimate the moment of slack tide based on GPS measurements on a buoy; and,
investigate whether the results could be further improved by employing a Kalman filter
that combines knowledge about the dynamics of the buoy and series of measurements
over time as opposed to a single epoch slack tide estimation.

A static measurement campaign is performed to analyze the performance of low-end to
mid-range GPS receivers using different antennas and different operating modes. The
receivers are shown to perform according to manufacturer specifications. Furthermore,
the difference in precision of the position estimators due to use of a better survey antenna
as opposed to a simple patch antenna is shown.

During the dynamic measurement campaign in the Schelde Estuary the motion of the
buoy is captured using a dual-frequency geodetic receiver in a relative positioning mode,
resulting in centimeter accuracy. The acquired dataset consisted of three-dimensional
position estimates of the buoy for a period of five days at a one second interval. Based

v



vi Summary

on this dataset the conclusion is made that the dynamics of the buoy, caused by the tidal
current, can be captured almost entirely by one component (direction).

The axis of this component is aligned with the main current direction. The direction of
this component is determined with principal component analysis (PCA). Furthermore a
formula is developed that defines the centre point, right above the anchor point, which is
the point of zero extension of the anchor chain.

The dynamics of the buoy can be approximated by a mathematical model. The chosen
model is a mass-spring-damper system and it is calibrated using the observed motion
of the buoy. This model is rewritten in a state-space format and implemented in a
Kalman filter algorithm. To show the improvement due to Kalman filtering, the observed
extension is intentionally degraded with Gaussian noise to represent the situation of a
low-end GPS receiver. The filtered extensions estimates show in terms of precision a
significant improvement of almost 60-70 %.

The position of the buoy related to moment of slack tide can be described by a simple
formula which depends on: the length of the anchor chain, the charted water depth and
water elevation which are related to the same datum, and the draft of the buoy. The
estimation of slack tide is based on hypothesis testing. The test is designed to determine
whether the extension of the buoy is either larger or smaller than the extension related
to the moment of slack tide. Later on, the estimated moments of slack tide are related to
high and low water to determine the phase lag.

The results are validated against one-dimensional tidal propagation models and nearby
current observations. However, the estimated phase lags are not in agreement with
the tidal propagation models. The main reason for this disagreement is that the one-
dimensional tidal propagation models compute an estuary cross-sectional average phase
lag. However, the observed phase lags only hold for the location of the buoy. Besides, the
results are in good agreement with nearby current measurements.

The main conclusion is that the estimation of slack tide based on GPS measurements
on a buoy can be accomplished with an accuracy better than 10 minutes. This could be
further improved by application of the designed Kalman filter. In the recommendations
the design of an operational system is given.
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Chapter 1

Introduction

In this thesis a method is developed for the estimation of the moment of slack tide in
estuaries based on GPS measurements on a buoy. Slack tide is the very moment the water
current changes its direction during a tidal cycle. The method is applied in the Schelde
Estuary, near the city of Terneuzen, in The Netherlands.

An estuary is the transition between two distinct water bodies: a river and a sea. Estuaries
have always been important to mankind, both as a transport link between the river and
the sea, and as a source of food. Interventions in the estuary topography, like dredging,
can have severe impacts on the hydraulic behavior of an estuary, disturbing the delicate
equilibrium, which may cause dramatic and often irreversible changes. Knowledge of
the physical phenomena that determine the tidal flow is important as it influences the
environment of an estuary in many ways. The following case study illustrates the previous
statements.

In the late 1950’s, dredging activities greatly altered the physical processes in the Eems
Estuary. Deepening and streamlining the shipping channels resulted in an increased tidal
range in the river by as much as 1.5m. Also the turbidity maximum between are currently
1-2 order of magnitude larger than in the 1950’s [Talke & Swart, 2006].

Savenije (2005) derived multiple analytical equations that describe the tidal behavior in
estuaries. In these equations the phase lag between high water and high water slack plays
a crucial role. The phase lag is therefore a key parameter in hydraulic studies. The phase
lag is the timespan between the moment of high or low water and the subsequent moment
of slack, when the current changes direction.

On the other hand, recent developments in the Physical Oceanographic Real-time System
Project (PORTS)1 show the benefits of real time current observations in harbors. Real

1PORTS is a decision support tool that improves the safety and efficiency of maritime commerce and
coastal resource management through the integration of real-time environmental observations, forecasts
and other geospatial information. PORTS measures and disseminates observations and predictions of
water levels, currents, salinity, and meteorological parameters (e.g., winds, atmospheric pressure, air and
water temperatures) that mariners need to navigate safely [NOAA, 2011].

1
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time water current data improves navigation safety, spur the economy and benefit the
environment [Hamilton & Wright, 2009].

Unfortunately, the measurement of water currents, and therefore the measurement of
the phase lag, is four till ten times more expensive to do as the measurement of water
levels. This has important implications on the quality and number of current observa-
tions [NOAA, 2011]. Furthermore, water currents, in opposite to water levels, are highly
spatially variable. Lievens (2010) proposed a simple and cheap method to estimate the
moment in time of slack tide based on GPS measurements on ATON (Aids To Navigation)
buoys. However, this concept is still in an early phase.

This research continues with this concept, although it is focused on the development of
a method for the estimation of slack tide based on GPS measurements on buoys and the
choice of an appropriate GPS measurement set-up. The combination of GPS and the
measurement of tidal behavior is the field of marine geodesy, a multidisciplinary field.

1.1 Research goal

The aim of this MSc-graduation research is to detect and estimate the moment of slack
tide with GPS measurements on an ATON buoy, and do this as accurately as possible,
preferably with an accuracy of better than 10 minutes, in real time and with modest
means.

Therefore, the goal of this master thesis is:

The estimation of slack tide using GPS measurements on a buoy.

This main goal is subdivided in several subquestion/subgoals:

Which GPS receiver, antenna and operating method is most suited for this
specific goal?

There is a wide variety of GPS measurement methods varying from low to high accuracy:
standalone, augmented, differential GPS (DGPS) to carrier phase real time kinematic.
Part of this research is a substantial and systematic measurement campaign to conclude
which GPS measurement method is most suited in a performance - cost trade off.

What is the actual motion of the buoy during a tidal cycle?

To separate GPS measurement noise from ’noise’ in the dynamics of the buoy, it is useful
to observe the actual motion with a high performance GPS measurement set-up. This
serves as a calibration, and helps to investigate the true dynamics of the buoy. This is
also useful for the requirements definition of the measurement technique. I.e. what is the
necessary precision and accuracy?

What is the most suitable navigation data from the GPS measurements?

A GPS receiver can produce a wide variety of data: absolute or relative position in
2D or 3D, displacement and velocity based on Doppler observations. I.e. what kind of
navigation data provides the most accurate information about the moment of slack tide
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through the motion of the buoy. This part is also closely linked to the method that is
used for the estimation of slack tide.

What is a suitable method to estimate the moment of slack tide based on GPS
measurement on the buoy?

Likely there are various possibilities to estimate the time of slack. The solution may
lie in statistical significance testing on the position of the buoy. Therefore a relation
between the position of the buoy and moment of slack needs to be established. Besides
this functional description also the stochastic properties of the buoy’s motion and the
definition of the moment of slack tide are analyzed.

How do the results compare against nearby measurements of the water current
and estuary tidal propagation models?

Although, current measurements are spare in the Schelde Estuary, the results are com-
pared with nearby current magnitude and direction measurements. In this way, it is
possible to validate the results. Furthermore, the results are compared against one di-
mensional approximations of the tidal dynamics in convergent estuaries.

Can the method be further improved by including the knowledge about the
dynamics of the buoys and series of measurement as opposed to a single epoch
slack tide estimation?

In a Kalman Filter, the dynamics of the buoy could be included. In this way the buoy
is treated as a dynamic system, which enables Kalman filtering of the position estimates.
Therefore a mathematical representation of the buoys dynamics needs to be found. This
model can be rewritten in a state-space format and implemented in a Kalman filter
algorithm. The Kalman filter exploits series of measurement, which are linked through a
dynamic model. This subgoal shows the performance improvement by the Kalman filter.

1.2 Research area

An interesting introduction on the Schelde Estuary is described by [Eck, 1999]. Some
relevant facts are presented here. The Zeeschelde and the Westerschelde together form
the Schelde estuary. The Schelde Estuary is the area between Breskens / Vlissingen and
Gent. The estuary is 50 meters wide near Gent and this increases to 5 kilometers at
Vlissingen (see figure 1.1).

The Schelde Estuary is the only connection between the ports of Terneuzen, Gent and
Antwerp and the North Sea. The port of Antwerp the is second largest port of Europe,
ranked by the total freight shipping. The shipping lanes of the estuary are permanently
dredged and monitored to ensure a safe entrance for vessels with a draft2.

About 2,2 billion m3 of water flows in and out of the estuary during a tidal period. The
river discharges about 5.5 milion m3 per tidal cycle, which is small compared to the tidal
volume. This implies that the Schelde Estuary is tide dominated.

2Draft refers to the distance between the vessel’s waterline and the lowest point of the vessel, usually
the keel.
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Figure 1.1: Overview of the Westerschelde Estuary, the small map in the left corner indicates
the location of Westerschelde Estuary in West-Europe with a red rectangle. The
complexity of this alluvial estuary is shown with this aerial photograph. The area
shown measures 60 by 40 km. Image is taken from Google Maps.

1.3 Report outline

In chapter 2 the results of the literature study are described. The following subjects are
addressed: Global Positioning System (GPS) measurement systems and methods, the
phase lag in alluvial estuaries and the concept of GPS-buoys.

Chapter 3 describes the methodology behind this research. That is, the estimation of the
moment of slack tide based on GPS measurements on a buoy.

Chapter 4 shows the results this research, that are the estimated phase lags in the Schelde
Estuary. Furthermore, a Kalman filter algorithm is developed to filter the observed exten-
sions of the buoy. Also the influence of the accuracy of the GPS-receiver on the detection
delay is shown.

Finally, chapter 5 formulates the conclusions and gives recommendations with regard to
the implementation an operational system.



Chapter 2

Background

Due to this multidisciplinary nature of this research, the literature study is divided in three
subjects. The first section discusses the related literature about the concept of GPS-buoys.
The next section deals with the application of this concept to the measurement of the
moment of slack tide. Section 2.3 introduces the phase lag, which is the difference in time
between high water level and the subsequent high water slack. Section 2.4 continues with
fundamental theory about the GPS system, antenna and receiver design and operating
modes.

2.1 The concept of GPS-buoys

The concept of deriving information from GPS observations on anchored or drifting buoys
is developed in the last two decades. It is applied to the measurement of the vertical tide,
tsunami detection, the measurement of the incident angle of tidal waves and observing
the near-shore current.

The observation of the vertical tide with GPS-buoys is described by [Nagai et al., 2004]
and [DeLoach, 1995]. These methods involve the design of a specially designed measure-
ment buoy and an accurate GPS position solution, derived via post-processing or RTK.
Furthermore, the observed height of the buoy is then (frequency) filtered and related to
the relevant datum. This results in an observed tidal elevation in a difficult accessible
environment.

Another application is the detection of approaching tsunamis. The method of an experi-
mental system is presented by [Kato et al., 2001] which relies on one measurement buoy.
An alternative implementation is presented by [Kato et al., 2000] which makes use of two
buoys: a support and a sensor buoy. The latter is insensitive for wind-waves. A complete
implementation is described by [Nagai et al., 2006], the system consists of a GPS-buoy,
fixed GPS base station and a tsunami detection algorithm.

The measurement of the wave direction of a gravity wave with GPS-buoys is described
by [Yoo et al., 2004]. The wave direction is measured with an arrayed GPS-buoy config-

5
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uration. The principle relies on the measured phase difference of the tidal wave between
the different GPS-buoys.

The near-shore current is measured with a drifting GPS-buoy by [Schmidt et al., 2003],
assuming that the velocity and direction of the drifting buoy is equal to that of the
water mass. The information is then applied in an analysis of sediment transport and
distribution of pollutants.

Summarizing, the concept of a GPS-buoys is applied in different studies. The next section
continues with the application of GPS-buoys on the measurement of the phase lag in
estuaries.

2.2 Application of a GPS-buoy to observe the moment of

slack tide

In the master thesis ’Phase Lags in Alluvial Estuaries’ by [Haas, 2007] a new method to
determine the phase lag is proposed, which is based on the observation of the position
of an ATON buoy with a theodolite. The results are in comparison with a nearby tidal
station very accurate. However, this conclusion is based on one determined phase lag.

The master thesis ’Observing tidal slack in the Schelde Estuary’ by [Lievens, 2010] contin-
ues with the concept described by [Haas, 2007] and introduces the use of GPS to position
the ATON buoy instead of a theodolite. Hereby, the potential of a GPS-buoy to observe
the moment of slack tide in estuaries is shown. Since this research is closely related, the
next three paragraphs discuss the measurement campaign, the methodology and the main
conclusions in short notice.

During three measurement campaigns the measurement methodology is improved. On the
first campaign a sensor buoy was attached to an ATON buoy. However it was shown, that
the position tracks of the sensor buoy and the ATON buoy are similar, making the sensor
buoy redundant. During the second campaign five buoys across the Schelde Estuary were
tracked with a hand-held GPS, in an attempt to observe the phase lag across the estuary.
The third measurement campaign was similar with the addition of a salinity measurement
device on the ATON buoy for the validation of the phase lag.

The methods to detect the moment of slack tide are straightforward. Three methods are
proposed. These methods are designed to detect the moment that the buoy is changing
side with regard to centre position and do not incorporate any stochastic properties. In
addition a rough implementation is done to determine the moment of slack tide based on
the elasticity properties of the anchor chain, the ’elasticity method’. The results of the
multiple methods show a relative large bias and spread in the determined phase lag.

It is concluded that the use of GPS-buoys for the determination of the moment of slack
tide is a functional and affordable method. Further work is suggested on: the improve-
ment of the measurement setup with regard to battery life time and measurement preci-
sion, development of a remotely operated system, and the improvement of the ’elasticity
method’.

The work done by [Berghuijs & Osnabrugge, 2011] focuses on the shortcomings observed
and described by [Lievens, 2010], emphasizing on the development of an autonomous
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GPS system to monitor the tidal slack in estuaries. The proposed hardware architecture
consisted of a Meshlium Router, which receives the data from the Waspmotes that are
placed on the buoys across the estuary. The Waspmotes are specially designed sensor
boards with GPS receivers. Furthermore, the Waspmotes are solar powered and use the
2.4 GHz band for the wireless communication with Meshlium Router. This system solves
the technical problems described by [Lievens, 2010]. However, the system is currently not
operational yet due to technical difficulties.

2.3 The phase lag

The phase lag is a key parameter in almost all analytical equations that describe the tidal
movement in estuaries such as the Schelde Estuary [Savenije, 2001]. First some basic
definitions are exemplified. Secondly the concept of tidal propagation in coastal water is
described. Thirdly the phase lag is introduced and discussed for different types of tidal
waves.

2.3.1 Tidal definitions

The vertical rise and fall of the water level is defined as the vertical tide, or simply tide.
High water means high water levels, whereas low water mean low water levels. The rising
period is defined as the period between low and high water, the falling period is the period
between high and low water. The associated horizontal movement is referred to as the
horizontal tide or tidal current. Flood currents have velocities in the direction of the
tidal propagation (see subsection: 2.3.2), whereas ebb currents are opposite this direction
[Stive & Bosboom, 2011].

The moment that the velocity is equal to zero is called slack. The moment of slack is
related to the tidal elevation. The moment of slack water after high water is referred to
as high water slack (HWS), whereas the moment of slack after low water is low water
slack (LWS).

The phase difference between HW and HWS or between LW and LWS is called the phase
lag ǫ. The phase lag can also be expressed in terms of minutes.

2.3.2 Tidal propagation along the shore

The tidal wave propagates (tidal propagation) in northward direction along the Dutch
coast. This is in accordance with the direction of the rotary wave in ocean basins and seas
in the Northern Hemisphere. Rotary waves are tidal waves influenced by the existence of
a closed boundary (coastline) and the Coriolis force. For a detailed description of tidal
generation and propagation the reader is referred to [Stive & Bosboom, 2011].

When the flood and ebb current are maximum around high and low water; the tidal
wave has a progressive character [Stive & Bosboom, 2011]. This is characteristic of the
propagation of the tide in relative deep water, where bed friction has relatively little effect
on the propagation.
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In the case of relative shallow water, such as an estuary, bottom friction cannot be ne-
glected. As a result, the velocity peaks before the tidal elevation. The phase relationship
between vertical and horizontal tide is very complex. Not only bottom friction, but
(partial) reflections of the tidal wave introduce phase differences between velocity and
elevation. Generally, the phase lag in coastal waters and basins vary between zero and
π/2 [Stive & Bosboom, 2011].

2.3.3 The phase lag and tidal waves

The phase lag is discussed for the three types of tidal waves: a standing wave, a progressive
wave, and a wave of mixed type.

A purely standing wave requires a semi-enclosed body, for example a harbor or a bay,
where the tidal wave is fully rejected [Savenije, 2005]. The emerging wave is the sum of
an incoming and reflecting wave. Figure 2.1 indicates that the high water coincides with
high water slack whereas low water coincides with low water slack. In other words, the
phase lag is equal to zero.
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Figure 2.1: A standing wave is the sum of an incoming and reflecting wave. A purely
standing wave requires a semi-enclosed body. The phase lag for a standing
wave is equal to zero. This means that HW and HWS slack coincides, the same
relation yields for LW and LWS.

Generally, a progressive wave occurs in a frictionless channel of infinite length and with a
constant cross section. It is not necessary that the flow is completely frictionless, however
the channel should have a constant cross section and be very long [Savenije, 2005]. In
figure 2.2 a typical progressive wave is shown. The horizontal and vertical tide are in
phase. This means that the phase lag is maximal and equal to π/2. In other words, high
water and high water slack differ a period of π/2.
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Figure 2.2: A progressive wave occurs in a frictionless channel of infinite length and with a
constant cross section. The phase lag is maximal and equal to π/2.

None of these extreme situations occur in alluvial estuaries, such as the Schelde Estuary.
Friction can not be neglected and the tidal waves are partly reflected instead of a complete
reflection. This results in a mixed wave type. An example of a mixed wave type is
presented in figure 2.3. The phase lag ǫ in alluvial estuaries lies between 0 and π/2. The
moment of LWS occurs after the moment of LW but before the mean tidal level. The
similar relation yields for HWS and HW. In estuaries with a semi-diurnal tide, such as
the Schelde Estuary, the flow velocity slacks approximately one hour after high or low
water [Savenije, 2005].

2.3.4 The phase lag equation

The most important cause for phase lag is the shape of the estuary, which is partly
described by the convergence of the banks. The bank convergence causes the tidal wave
to gain energy per unit width as it travels upstream. Savenije (2005) derived an equation
that relates the bank convergence and the wave celerity to the phase lag. The wave celerity
is the distance traveled by a crest per time unit. In this subsection the equation and the
parameters that are linked to the this equation are explained. A detailed derivation is
given by [Savenije, 2005].

The phase lag equation is given by:

tan ǫ =
ωb

c(1− δb)
=

b

λ

2π

(1− δb)
(2.1)

Where ǫ is the phase lag [-]; ω is the angular velocity of the moon around the earth which
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Figure 2.3: A wave of the mixed type showing the phase lag between low water and low
water slack.

causes the main harmonic component of the tide in [rad s−1]; b is the convergence length
of the stream width in [m]; c is the wave celerity in [m/s]; δ is the damping rate [m−1],
and; λ is the length of the tidal wave [m]. This function is evaluated for the Schelde
Estuary in figure 4.26. The parameters will be discussed in the following paragraphs.

Convergence length. The Schelde Estuary is, like most estuaries, not a prismatic
channel1. Savenije (1992) made the assumption that the development of the width and
cross-section of alluvial estuaries can be described by means of an exponential func-
tion. This is validated for the Schelde Estuary by [Savenije, 2005]. Figure 2.4 presents a
schematic overview of an estuary with an exponentially varying width. The equation for
width convergence reads:

B = B0 exp
−x/b (2.2)

Where B is the stream width in [m]; B0 is the stream width at the estuary mouth [m];
x is the land inward distance with regard to a predefined zero point in [m] and b is the
convergence length of the stream width [m].

1Prismatic channel is a type of channel which has the same cross-section throughout the length of
channel.
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Figure 2.4: Schematic representation of an estuary with an exponential varying cross-
section. Where B0 stands for the stream with at the estuary mouth in [m];
B is the stream width in [m]; x is the land inward distance with regard to a
predefined zero point in [m] and b is the convergence length of the stream width
in [m]. Image taken from [Haas, 2007].

Wave celerity. The wave celerity is the distance traveled by a crest per unit time. For
a standing wave, the extreme water levels are reached simultaneously along the estuary.
This implies that the wave celerity equals infinity. For a progressive wave, the wave
celerity is equal to the classic wave celerity, defined by c0 =

√
ghw. Where g denotes the

acceleration due to the gravity in [m/s2] and hw the wave height in [m] [Savenije, 2005].

The phase lag equation (2.1) holds for the one-dimensional exponential modelled estuary,
and provides a theoretical insight. However the calculated phase lag is an average over
the cross-section. Moreover the equation suggests that the phase lag is only varying along
the axis of the estuary.

In reality the phase lag is highly variable in the time and space domain. The phase lag is
related to the water level and water current. Unlike the water level, the water current is a
highly variable in the space and time domain. Figure 2.5 illustrates the spatial variability
throughout the cross-section.

The phase lag depends on many other parameters, the most important being: water
depth, bottom friction, bottom slope, gradient and Coriolis forces, the river flow rate
and the tidal wave characteristics. However this complex relation is extremely difficult to
model. Therefore, field observations remains to be of great use.

Summarizing, this section introduced the concept and consequences (standing wave,
mixed wave or progressive wave) of the phase lag. Furthermore, the relations between
the phase lag, the convergence length, and the wave celerity is shown with the phase lag
equation. Also, the complexity of the water current in the estuary is shown. The next
section continues with GPS measurement systems and observations.
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Figure 2.5: Observed current velocity in cm/s in a cross-section of ’De pas van Terneuzen’
near buoy 18 on 6th July 2011 at 16:04 local time. Positive velocity values
indicate an ebb current, and negative values indicate a flood current. At the
bottom the flow is recently reversed, while on the surface the tide is still slacking.
This illustrates the variability of the water current within a cross-section of the
estuary (courtesy of RWS).
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2.4 GPS measurement systems and observations

This section deals with GPS measurement systems and observations. First the operational
status of the GPS system is discussed. Then in subsection 2.4.2 the relevant positioning
methods and their error budgets are described. The last part continues with receiver and
antenna design parameters and their influence on the pseudo-range precision.

2.4.1 Operational status of the GPS system

In this subsection a short overview of the history of the GPS system is given. But more
importantly, the system performance of the modern day GPS system is discussed in detail.

Since the launch of the first GPS satellite in 1978, the GPS system has constantly been
changing. In 1995 the system was declared operational. At that moment, the precision
for the Standard Positioning Service (SPS) was around 100m [Misra & Enge, 2006], due
to intentionally degrading of the signal called Selective Availability (SA). This was turned
off in May 2000, resulting in an enormous improvement in precision [Misra & Enge, 2006].
In the upcoming paragraphs the modern day performance is discussed.

At the moment of this writing, 30 satellites are operational. All these satellites are of the
Block-II(A/R/R-M/F) type, and are launched from 1990 until 2011.

The Standard Positioning Service (SPS) levels, which indicate the nominal performance
of the GPS system, are determined by [Anonymous, 2008]. These performance levels are
described in terms of Signal in Space User Range Error (SIS URE), also denoted as σCS .
The stated nominal accuracy for the SIS URE is 3.9 meter (σ). However in reality, the
GPS-system appears to perform much better than the SPS levels [Hughes, 2001].

The total error budget is called the User Range Error (URE) and is defined by [Misra &
Enge, 2006] as follows:

σURE =
√
σ2
CS + σ2

P + σ2
RNM (2.3)

Where: σCS is the standard deviation of the satellite clock and ephemeris parameters;
σP is the standard deviation of the atmospheric propagation modeling, and; σRNM is the
standard deviation of is the receiver noise and multipath.

This research focuses on determining the accuracy and precision of the position and
velocity estimates, for different receivers and positioning modes. The precision of the
position estimate is a function of the user range error σURE and the user-satellite geometry,
which is partly represented by the Dilution Of Precision (DOP).

The DOP value depends on the user location, the number of satellites and the satellite
constellation at the moment of observation. A low DOP value indicates a good geometry,
while a large value indicates a poor geometry.

The influence of σCS and σP on the position estimate depends on the operating mode
and receiver type. This is explained in more detail in section 2.4.2. Furthermore σRNM

is a function of the GPS receiver and antenna design which is discussed in section 2.4.3.
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2.4.2 GPS positioning modes

This section describes the different positioning modes. The first subsection deals with
the observation equation, this is fundamental theory necessary for the explanation of the
different positioning modes. Then in the subsections that follow, the principles and error
budgets of standalone, DGPS, relative positioning and SBAS are described. The last
subsection is devoted to Doppler observations.

Observation equation

To explain the different GPS positioning techniques, and their error budget in the pseu-
doranges, use is made of the observation equation described by [Misra & Enge, 2006].
In this equation the pseudorange is a function of the true range, (this is the separation
vector between the satellite position xs and the receiver position xr) the satellite clock
error δts, the receiver clock error δtr, tropospheric delay T s

r , ionospheric delay Isr and
receiver noise, multipath and other errors ǫsr:

psr(t) = ‖xs(t− τ sr (t))− xr(t)‖+ cδtr − cδts(t− τ sr (t)) + Isr (t) + T s
r (t) + ǫsp(t) (2.4)

with:

rsr = ‖xs(t− τ sr (t))− xr(t)‖ is the topocentric distance between the receiver and the satellite;
τ sr (t) is the travel time from satellite to receiver;
δtr(t) is the receiver clock error at time of reception;
δts(t− τ sr (t)) is the satellite clock error at time of transmission;
ǫsp(t) is the measurement error and multipath;

T s
r (t) is the tropospheric delay in meters, and;

Isr (t) is the ionospheric delay on L1 (code) in meters.

Standalone GPS

Standalone GPS relies only on the GPS system and makes no use of other information.
The data that is transmitted by the satellite is called the navigation data. This is a
binary code message consisting of data on the clock bias parameters, satellite health
status, ionosphere model parameters (Klobuchar Model) and ephemeris. These models
contain some errors, and influence the pseudorange measurements. The following errors
are present in the measured pseudorange (for a single frequency receiver):

• errors in modeling the satellite clock δts;

• errors in the estimated satellite ephemeris xs;

• errors in modeling the ionospheric delay Isr (t), The Klobuchar Model is estimated
to reduce the ionospheric effect by only 50 % [Misra & Enge, 2006];

• errors in modeling the tropospheric delay T s
r (t), and;
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• errors in measuring the code pseudorange due to multipath and receiver noise ǫsp(t).

To emphasize, none of these errors are mitigated and effect directly the position solution,
resulting in a relative noisy and biased position. In order to obtain higher accuracies
than provided by the standalone solution, the measurement errors have to be reduced.
This requires a change in the mode of GPS usage from standalone to Differential GPS
(DGPS).

Differential GPS

DGPS relies on the principle that errors associated with a satellite clock, satellite ephemeris
and atmospheric propagation are similar for users separated by tens of kilometres, and
vary slowly with time. The errors exhibit spatial and temporal correlations. However
the errors tend to get decorrelated with an increasing distance between the users and an
increasing time difference between their measurement epochs.

If the receiver is set-up at a known position, this receiver functions as the base station,
and allows the determination of the combined error for each satellite. The second receiver,
is free to roam around, in an area nearby the base station. This receiver is called the
rover. The error estimates are then applied to the measurements of the rover receiver in
order to mitigate the errors and improve the quality of the position estimates. This can
be done nearly real time with a radio link, or in a post processing scheme.

The size of most common errors are now a directly related to the baseline length. This
results in the following error budget (for a single frequency receiver):

• errors in modeling the satellite clock δts, are almost completely mitigated;

• errors in estimated satellite ephemeris xs, are almost completely mitigated;

• errors in modeling the ionospheric delay Isr (t), are almost completely mitigated with
a short baseline;

• errors in modeling the tropospheric delay T s
r (t), are almost completely mitigated, in

case of a short baseline, otherwise this is a function of baseline length and altitude
difference;

• errors in measuring the pseudorange code due to multipath and receiver noise ǫsp(t),
this is uncorrelated between the two receivers and therefore not mitigated.

Relative Positioning

Relative positioning is an alternate implementation of DGPS, here we will discuss the
between receiver, single-difference pseudorange code measurements. This is simply called
single-differences and is defined as follows:

∆psbs−rr = psbs(t)− psrr(t) (2.5)
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Where the subscript bs denotes the base station, and rr denotes the rover receiver. Substi-
tuting in the observation equation for code measurements and assuming a short distance
between the base and rover station the following holds:

∆psbs−rr = rbs−rr + c · δtbs−rr + ǫbs−rr (2.6)

With this relative positioning approach, all common-mode errors between measurements
at the two receivers are eliminated. The satellite clock error term δts is common and
therefore cancels out. The residual errors of satellite ephemeris, ionospheric and tropo-
spheric terms are now a function of the baseline length, and are in this case neglected,
since a very short baseline is considered. The remaining terms are the separation vector
between the base station and the rover receiver rbs−rr, the between receiver clock error
δtbs−rr and the receivers noise ǫbs−rr.

SBAS GPS

The basic principle of DGPS is explained in the previous section, wide-area DGPS dif-
fers slightly from this concept. SBAS DGPS is a wide-area GPS system, moreover the
corrections are transmitted from a geostationary satellite and are continentally applicable.

In the area of interest, which is often an entire continent, a network of reference stations
is deployed. Measurements of each epoch are processed centrally to decompose the errors
into their constituents: ephemeris, satellite clock and ionosphere. These corrections are
then broadcast for each error separately, which enables the user to apply the corrections
correctly depending on its location. This results in the following error budget (for a single
frequency receiver):

• errors in modeling the satellite clock δts, are mitigated by the provided clock cor-
rection;

• errors in estimated satellite ephemeris xs, are mitigated by the precise estimated
satellite ephemeris;

• errors in modeling the ionospheric delay Isr (t), are mitigated significantly through a
provided Grid Ionosphere Vertical Delay (GIVD) [Gauthier et al., 2001];

• errors due to the tropospheric delays T s
r (t), are mitigated significantly through

the use of a-priori Minimum Operational Performance Standard troposphere model
(MOPS) [Leeuwen et al., 2004];

• errors in measuring the code due to multipath and receiver noise ǫsp(t) are not
mitigated, and are still a function of the receiver design.

To conclude, SBAS offers great flexibility with a continental coverage and transmits the
correction directly to a SBAS compatible GPS receiver using the same L1 radio frequency.
Resulting in a significant improvement in accuracy and precision. For Europe, the Euro-
pean Geostationary Navigation Overlay System (EGNOS) is operational, this system is
used during this measurement campaign.
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Figure 2.6: Schematic overview of a Satellite Based Augmentation System (SBAS) [Misra
& Enge, 2006]

Velocity estimation using Doppler measurements

Previous studies have shown that it is possible to obtain velocity estimates with a few
millimeters accuracy per second depending on the receiver quality, static or kinematic
mode and the particular dynamics situation [Serrano et al., 2004]. These results are
obtained using Doppler measurements.

The relative motion between the user and the satellite results in changes in the observed
frequency of the satellite signal, which is caused by the Doppler effect. With a given
satellite velocity, the Doppler shift can be used to estimate the user velocity.

This could also be explained from a physical point of view: there is the frequency of the
carrier and the phase. The frequency is the time derivative of the phase. Or conversely,
the carrier phase measurement is the integrated Doppler.

The Doppler shift is measured directly in the carrier tracking loop of a receiver or can
be obtained by differentiating the carrier phase observations in the time domain (carrier-
phase-derived Doppler). The receiver generated Doppler is a direct measurement of ve-
locity, while the carrier-phase derived Doppler is a measure of the mean velocity between
two epochs. This influences the characteristics of the two measurements. The receiver
generated Doppler measurement is noisier than the carrier-phase Doppler, since it only
measures over a very small time interval. Moreover, the carrier-phase Doppler is mea-
sured over a longer time span, averaging the random noise. This results in very smooth
velocity estimate, if there is no undetected cycle slip [Serrano et al., 2004].

The Doppler shift or the observed range rate, can be written as a projection of the relative
receiver velocity on the receiver-satellite line-of-sight vector. However, this measurement
is biased by the receiver clock bias rate. This principle is explained with the observa-
tion equation as given in formula (2.4). More specific: the part that describes the true
topocentric distance between the satellite and receiver:

rsr = ‖xs(t− τ sr (t))− xr(t)‖ (2.7)

Taking the derivative with regard to the time, leaving out the time notation, denoting
the derivate of the position vector ẋ as v (velocity) and introducing the user-to-satellite
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line-of-sight vector e the following holds:

ṙsr = (vs − vr) · e (2.8)

In this equation represents · the inner dot product. Taking the derivative of the remaining
terms of the observation equation: Tropospheric delay is a slowly varying phenomena,
therefore the time derivative of T s

r is almost zero and cancels out. The same yields for
the ionospheric delay Isr . The satellite clock drift δ̇(ts) is minimal, and can be neglected.
The time derivative of the receiver clock error δ̇(tr) can not be neglected and is denoted
by b.

The pseudorange rate is now a function of the line-of-sight vector e, the satellite velocity
vs, the unknown receiver velocity vr and the receiver clock drift b. When rewriting the
formula and adding the other derivatives back into the equation the following holds:

ṗsr = (vs − vr) · e+ b+ ǫ (2.9)

Now the method of velocity estimation described by [Misra & Enge, 2006] is followed.
Equation (2.9) can be rewritten as:

(ṗsr − vs · e) = −e · vr + b+ ǫ (2.10)

Denoting (ṗsr − vs · e) as ˙̃psr, the set of measurements to K satellites can be written
compactly in matrix notation as:

˙̃p = G

[
vr

b

]
+ ǫ (2.11)

Where, G indicates the matrix describing the user satellite geometry and ǫ is now a vector
consisting of unmodelled errors. The velocity of the receiver can now be determined in a
least squares manner from the observed Doppler based range rate measurements.

2.4.3 GPS receiver and antenna design parameters

This subsection describes the antenna and receiver design parameters. Moreover the
influence of these parameters is linked to the accuracy of the pseudo-range measurement.
The first paragraph deals with the design parameters for the antenna, the next paragraph
continues with receiver.

Antenna design

The received power density of the GPS L1 signal is extremely small, and for a satellite
with an elevation of 90◦ this is −133.1dBW/m2 [Misra & Enge, 2006]. The power in this
incident signal field is captured by the receiver’s antenna. Moreover, the received power
is equal to the power density of the incident field multiplied by the effective area of the
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antenna. The gain Gr of an antenna describes its ability to focus transmitted power in
a certain direction and is expressed in decibels relative to an isotropic antenna (dBic).
Isotropic antennas have a gain of 1, i.e. such antennas are equally sensitive to signals
coming from any direction. This is not desirable for GPS antennas, because they only
need to receive signals from above the horizon. Signals from satellites from all directions
need to be received for a good performance (geometry). Therefore, the gain of a GPS
antenna does not vary with the azimuth. However, the gain does vary with the elevation
angle, in an attempt to strengthen the signals from satellites above the horizon as much as
possible, while blocking out multipath signals. This variation is described by the elevation
pattern. The next paragraphs continues respectively with patch and survey antennas.

Patch antennas. A typical patch antenna pattern is taken from [Misra & Enge, 2006]
and is used to show the key design parameters. The gain is approximately +4 dBic for an
elevation of 20◦ and above, strengthening the signal from overhead satellites. However,
the gain does not decrease rapidly for elevations below the horizon. In this way multipath
signals can find their way into the receiver. In other words there is no or little multipath
mitigation in the antenna design.

Figure 2.7: Commercial L1 antenna gain pattern for a standard patch antenna [Image taken
from www.gpsworld.com].

Survey antennas. Survey antennas are designed for optimal reception of the GPS
signal. The design is therefore not influenced by other design parameters such as costs,
aerodynamics (automotive and aviation applications) or size. The bottom plate is made
of a strong reflective material which limits the reception of multipath signals.

Also the antenna gain pattern is more sophisticated. For example the used the Septentrio
PolaNt AT575-275SW survey antenna, has a 7.5 dBic gain for an elevation of 90◦ and
decreases slowly till an elevation of 10◦. From there it decreases rapidly to -7.5 dBic for
an elevation of 0◦ [Septentrio, 2011].
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Receiver design

This section is used to provide the reader with a small insight in the receiver design,
that ultimately influences the ranging precision of the code pseudoranges and is based on
[Braasch & Dierendonck van, 1999] and [Misra & Enge, 2006].

Receiver noise is uncorrelated between spatially separated receivers, which makes it the
dominant error in source in high precision DGPS. In addition, sensitivity to thermal noise
multipath and interference are highly dependent upon the receiver design. Without going
into too much detail, a formula is presented relating four receiver key design parameters:
the code tracking loop bandwidth, the signal to noise ratio, the pre-detection integration
interval, and the correlator spacing.

The Carrier-to-Noise density ratio (C/N0), is the ratio of the signal, to the power spectral
density of the competing noise. This competing noise consists of natural thermal noise
from sources outside the receiver, reflected signals, man made signals and signals from
other satellites and thermal noise generated in the receiver. Natural thermal noise from
sources outside the receiver are for example the sun and ground radiation. The influence of
the noise from reflected and man-made signals, is heavily depended on the antenna design.
The thermal noise of the antenna, pre-amplifier and the front end of the receiver set the
noise figure for the entire receiver system. Components further up in the processing chain
appear to have less influence [Misra & Enge, 2006]. High-end receivers are characterized
by low thermal noise figures [Braasch & Dierendonck van, 1999].

The selection of the code tracking loop bandwidth BL is a compromise between a wide
bandwidth, which allows the tracking of the code during high receiver dynamics, and a
narrow bandwidth which minimizes the tracking jitter due to interference.

The correlator spacing described by d is normalized with respect to one chip, therefore
d is dimensionless. A smaller correlator spacing improves the tracking performance, but
to a certain limit. Values of d below 0.1 do not offer any additional benefit due to filter
algorithms that round the correlation peak [Braasch & Dierendonck van, 1999].

Formula 2.12 is described by [Braasch & Dierendonck van, 1999] and relates the four key
design parameters to a tracking error variance in units of PRN chips squared σ2

τ :

σ2
τ ≈ BLd

2C/N0
(2.12)

With:

• BL is the code tracking loop bandwidth in Hz;

• d is the early to late correlator spacing normalized with respect to one chip, and;

• C/N0 is the carrier to noise value in units of dB.

To summarize, the following relation can be defined: A higher C/N0 results in a better
range precision and also a lower BL and d influence the precision in a positive way.
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Another important design parameter is the signal bandwidth, which in the previous for-
mula is assumed to be infinite. However spread spectrum signaling provides a processing
gain proportional to the signal bandwidth. This results in steeper slope of the correlation
function which improves the ranging precision [Misra & Enge, 2006]. High-end receivers
use the radio signal with a bandwidth varying between 2-20 MHz while low-end receivers
are often limited to the minimum of 2 MHz [Braasch & Dierendonck van, 1999].
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Chapter 3

Materials and methods

3.1 Introduction

This chapter describes the methodology behind this research. That is, the estimation
of the moment of slack tide based on GPS measurements on a buoy. All processes and
intermediate results are represented schematically in a work flow diagram (see figure 3.1).

The first part of this research is a static measurement campaign. This is a performance
analysis of different GPS receivers in combination with different antennas and operating
modes. The results are used in a later stadium to choose an appropriate GPS receiver,
antenna and operating mode for the operational system. The tested GPS receivers, an-
tennas, location and methodology are described in section 3.2.

The second part is a dynamic measurement campaign, which is designed to measure
the buoy’s dynamics as accurately as possible. The measurement set-up, location and
processing techniques are discussed in section 3.3. The acquired dataset is used for the:
calibration of the mathematical model; the stochastic description of the buoy’s dynamics,
and; the development and application of a methodology to estimate the moment of slack
tide.

The third part is a simplification of the buoy’s motion, as is measured during the dy-
namic measurement campaign, from three to one-dimensional. The methodology and the
assumptions are discussed in section 3.4. The results are then used in the next part.

The fourth part is the development of the mathematical model of the buoy’s dynamics due
to tidal current. This is described in detail in section 3.5. The model is then calibrated
against the one-dimensional observed motion. In this section also the reasoning behind
the definition of the moment of slack tide is described.

In the fifth part all intermediate results are combined. The estimation of the moment of
slack tide is based on hypothesis testing. It requires the stochastic model of the buoy’s
motion, the stochastic description of the GPS receiver’s position estimates and the relation
between the buoy’s extension and the moment of slack tide.

23
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The determination of the phase lag is described in short notice in subsection 3.7. This
is actually no more than determining the time difference between maximal/minimal tidal
elevation and the moment of slack tide. This is necessary for the last phase where the
results are validated and compared.

The last phase describes a comparison of the determined phase lag against the observed
phase lag with ADCP measurement of RWS and a one dimensional modelled approxima-
tion of the phase lag throughout the estuary.

Figure 3.1: Work flow diagram, square shapes indicate a process, while round shapes indicate
an (intermediate) result. The research starts with three independent parts,
represented by the three main columns. In the last part, all intermediate results
are used for the estimation of slack tide. The end result is the estimated phase
lag with an associated quality description.

3.2 Static measurement campaign: Performance of differ-

ent GPS measurement systems and methods

This section describes the methodology of the static measurement campaign. Based on
this measurement campaign the performance of different GPS measurement systems and
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methods is determined. The section is divided in four subsections, the first subsection
describes the tested GPS receivers and provides an introduction of their expected perfor-
mance. The second subsection provides the reader with an overview of the test location.
Then in subsection 3.2.4 the methodology behind the performance analysis of the posi-
tion estimates is given. The same is done in subsection 3.2.5 for the velocity estimates.
The last part is only applicable for the Septentrio AsteRx1 receiver and describes the
methodology to determine the performance of Doppler measurements and displacements.

3.2.1 The analyzed GPS receivers

Two GPS receivers are made available by the section Mathematical Geodesy and Posi-
tioning from the Faculty of Aerospace Engineering, Delft University of Technology. The
Garmin GPS 76 C(S)x (SiRFstarIII chipset) with the Garmin GA27C external antenna
and the Septentrio AsteRx1 1.4.0. The section Watermanagement from the faculty of
Civil Engineering provided the Vincotech A1084. In table 3.1 an overview is given of
the GPS receivers and their operating modes. Important properties of these systems
are discussed in the next paragraphs. For a complete overview of all the GPS systems
specifications see the appendix A.1.

GPS Receiver Standalone SBAS dGPS Doppler Observation

Vincotech A1084 n/a yes n/a n/a
Garmin GPS 76 C(S)x yes yes not used n/a1

Septentrio AsteRx1 1.4.0 yes yes yes yes

Table 3.1: Static measurement campaign: GPS measurement systems and methods.

Vincotech A1084

The Vincotech A1084 is a compact, low power consumption GPS engine board, based on
the SiRFstarIII chipset (see figure 3.2). The receiver is developed for automotive, marine
and personal navigation. It tracks up to 20 GPS satellites on the L1 frequency (1575.42
MHz). Furthermore it’s SBAS enabled, for Europe this is the EGNOS system, which is
operational since 2009. The stated precision of the two-dimensional position estimates by
the manufacturer is 3.5m σ (SBAS disabled) and 1.75 m σ (SBAS enabled) [Vincotech,
2011]. The output format is, as expected for a low end GPS receiver, only NMEA.

Garmin GPS 76 C(S)x

The Garmin GPS 76 C(S)x is a complete GPS system, with a power supply, screen and
interface designed as a total outdoor navigation solution. This system is based on the
SiRFstarIII chipset. This means, that it is a L1 single frequency receiver, which can
track up to 12 satellites at a time. For this research, the main difference with regard to
the Vincotech A1084, is the external antenna; the Garmin GA27C. An external antenna

1However, the velocity estimate are supposedly based on Doppler observation (this could not be verified
by Garmin), the resolution of the NMEA string is insufficient for this research.
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Figure 3.2: Vincotech A1084 GPS receiver with a built-in passive patch antenna element,
note that the dimension is only 15 by 15 mm [Source: Vincotech].

results in a better sky view and likely less multipath. Also for this system, the output
format is only NMEA [Garmin, 2011].

Figure 3.3: Garmin GPS 76 C(S)x with the Garmin GA27C antenna. Designed as a total
outdoor navigation device [Image source: Garmin]

Septentrio AsteRx1 1.4.0

The Septentrio AsteRx1 is a high-end geodetic receiver (see figure 3.4), designed for high-
performance single frequency applications. It features 24 single frequency channels for
all-in-view GPS, Galileo and SBAS tracking. Furthermore the AsteRx1 incorporates a
high update rate, low latency and a low power consumption. Another advantage is the
output of the raw measurements, which can be used in a post processing algorithm. Also,
it offers the possibility to set the receiver up in a differential mode. The specified position
accuracies depend upon the positioning mode. These are in horizontal and vertical posi-
tion accuracies (σ): 1.7 m and 3 m for standalone, 0.7 m and 1.2 m in SBAS mode and
0.35 m and 0.65 m in DGPS configuration. Besides, it is capable of producing Doppler
observations, that is an extremely accurate measurement for velocity, in the order of mm
per second [Septentrio, 2006].

Two antennas are available, an high performance survey antenna, this is the Septentrio
PolaNt also known as the AT575-275SW, and a patch antenna (AT575-70W). The PolaNt
is a lightweight high precision survey antenna for survey applications. This high-gain
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antenna is designed to reduce noise and multipath. Furthermore it is capable of receiving
the GPS and GLONASS signal. The patch antenna on the other hand is not suitable
for survey applications, and is more vulnerable for multipath signals, but is significantly
cheaper. How this influences the position estimates is part of this research.

Figure 3.4: Middle: Septentrio AsteRx1 1.4.0, professional L1 GPS receiver. Left: compat-
ible patch antenna with a diameter of 38 mm. Right: the high precision survey
antenna with a diameter of 178 mm. [Image source: Septentrio]

3.2.2 Location of the static measurement campaign: NMi

In Delft, the Netherlands, the NMi (Netherlands Metrology institute) offered the possi-
bility to make use of their observation platform. A perfect location with a clear sky view
and geodetic markers, for which the coordinates of the markers are accurately determined.
Three systems are evaluated simultaneously on different observation points as figure 3.5
indicates.

Figure 3.5: Location of the static measurements, this platform is located on the roof of
the NMi building, Delft, The Netherlands. The Vincotech A1084 is installed on
marker 14, the Garmin GPS 76 C(S)x on marker 13 and the Septentrio AsteRx1
1.4.0 on marker 15. On marker 22, the Septentrio PolaRx2 is installed, within
the DPGA network also known as DLF5, and is used as a base station for the
DGPS set-up.
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3.2.3 Definition of accuracy and precision

In section 4.1 the accuracy and precision of the receiver’s position estimates are discussed.
The precision of the GPS receiver coordinate estimates is quantified by a standard devi-
ation σ. The empirical standard deviation is defined as follows:

σ =

√√√√ 1

n− 1

n∑

i=1

(xi − x)2 (3.1)

Where n represent the number of measurements, xi can be an estimate of the local north,
east or upward component and x is the empirical mean of these estimates. The empirical
mean x is defined as follows:

x =
1

n

n∑

i=1

xi (3.2)

The bias µ is defined as the difference between the empirical mean of the measurements
and the ground truth. The 95% intervals indicate the value below which, 95% of the
absolute difference values between the position estimates and the groundtruth can be
found. The reference value for this figure is the ground truth (marker coordinates), and
hence the difference between the estimate and groundtruth is is a measure of accuracy.

3.2.4 Determination of the accuracy and precision from the receiver’s

position estimates

This subsection is divided in two paragraphs, the first paragraph describes the mea-
surement set-up and measurement analysis for the position estimates obtained with a
GPS-receiver in a standalone or SBAS mode. The second paragraph continues with the
measurement set-up and analysis of a DGPS configuration.

Standalone and SBAS

The three receivers are installed on three geodetic markers (see figure 3.6). The coordi-
nates of the markers are precisely known in ITRF2005 at the times of the experiments,
which in millimeter accuracy. I.e. the precision of the reference coordinates are several
orders of magnitude better than the position estimates of the receivers. Furthermore, the
antenna height and phase reference point of the antenna are taken into consideration with
millimeter accuracy.

The three receivers are logging simultaneously for a period of 24 hours at a rate of 1 Hz,
starting at 00:00:00 UTC. The position is logged in geodetic coordinates i.e. latitude (φ),
longitude (λ) and height (h) using the WGS84 ellipsoid.

As indicated above, the reference coordinates are Cartesian using ITRF2005 and the
receiver position estimates are in geodetic coordinates using WGS84. The geodetic co-
ordinates are transformed into the same Cartesian system as the reference coordinates.
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Figure 3.6: Measurement set-up on the NMi roof, the Septentrio AsteRx1, the Vincotech
1084A and the Garmin are set-up at different marker locations.

Now it is possible to determine the differences between the given reference coordinates
and the obtained position estimates. These differences are then transformed in a local
North (N), East (E) and Up (U) system. The bias, standard deviation and 95% interval
for the north, east and up component are calculated. Furthermore a three-dimensional
95% interval is determined to provide a practical all-in value.

This methodology is applied for the standalone and SBAS solution of the AsteRx1, the
Garmin GPS 76 GS(X) and the Vincotech A1084. The methodology for the DGPS
solution differs slightly and is discussed in the next paragraph.

DGPS - Relative Positioning

In this case, the AsteRx1 is configured as a kinematic rover. For the base station the
Dutch Permanent GNSS Array (DPGA) station DLF5 is used, which is a permanently
installed Septentrio PolaRx2 receiver with a Leica AR25 antenna. For the processing,
again a period of 24 hours is taken with a measurement rate of 1 Hz.

The processing is done in Trimble Geomatics Office [Trimble, 2001], a commercial package
used for surveying. The coordinates of the PolaRx2 are accurately known, since the
antenna is installed on marker 22 (see figure 3.5). The (RINEX) files of the AsteRx1
are marked as kinematic. In this way, the same situation as on the buoy is simulated,
otherwise the processing software makes use of the redundant measurements resulting
in a better position estimate. Now every measurement epoch is considered separately
resulting in a kinematic position solution. In section 2.4.2 the theory behind the single
differences pseudorange code solution is discussed, this dataset is processed using the that
concept.

For each epoch a new position solution is determined. The determination of the measure-
ment statistics is done in the same manner as described in the previous paragraph.
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3.2.5 Determination of the precision of the receiver’s velocity estimates

The precision of a receivers velocity estimates is determined by assuming that the velocity
of a static receiver equals zero, and that the outcome of this assessment is equal for a
quietly fast moving receiver.

Again, it is necessary to make a distinction between the receivers. The velocity of the
Garmin GPS 76 GS(X) and the Vincotech A1084 are determined by taking the first
derivative of the position estimates numerically across adjacent epochs. This was neces-
sary due to the limited precision of the NMEA velocity string. An example of the NMEA
GPVTG string:

GPVTG,054.7,T,034.4,M,005.5,N,010.2,K*48

where:

VTG Track made good and ground speed

054.7,T True track made good (degrees)

034.4,M Magnetic track made good

005.5,N Ground speed, knots

010.2,K Ground speed, Kilometers per hour

*48 Checksum

From the above it follows that the resolution of the NMEA output is 0.1 km/h, which is
too coarse for this purpose.

The Septentrio AsteRx1, uses an internal algorithm to estimate the velocity directly based
on receiver generated Doppler observations [Septentrio, 2006]. This principle is explained
in section 2.4.2, also the differences between the receiver generated Doppler measurements
and carrier-phase-derived Doppler are explained. The carrier-phase-derived Doppler al-
gorithm is implemented in MATLAB using raw carrier phase observations in RINEX
format.

3.3 Dynamic measurement campaign: capture the buoy’s

dynamics

This section describes the methodology of the dynamic measurement campaign as per-
formed between 1 and 5 July 2011. The objective of this campaign is to measure the
dynamics of an ATON buoy during several tidal cycles. With a GPS measurement set-
up, for which the position measurement precision is so good, that compared with the
buoy dynamics, it could be neglected. In that way, the results of this campaign can act
as a ground truth motion of the buoy.

3.3.1 Motivation for buoy 18

The area of interest is predefined at the start of this research, this is the Schelde Estu-
ary. The choice of the ATON buoy that is being investigated is based on practical and
theoretical reasoning.
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The location of the buoy within the estuary is important for the outcome of this research.
As explained earlier, the main objective of this research is to measure the moment of slack
tide. With the proposed methodology this is only possible if the buoy is subject to one
dominant current direction. In other words, the buoy must be located in a main flood or
ebb channel and separated from a short-circuit channel which connects the ebb and flood
channel and other disturbing factors. The channel located in front of Terneuzen is an ebb
channel [Van Veen, 1950].

On the practical side, other aspects influence the choice of the buoy. At the moment,
several designs of ATON buoys are in use. Only the larger steel buoys can safely ac-
commodate this measurement system. Furthermore, this research is dependent on the
willingness of Multraship, to tender the research crew to the buoy. The office and loca-
tion of the tender boat is the city of Terneuzen, therefore the use of a buoy within the
vicinity of Terneuzen is advantageous. Besides, the accuracy of a kinematic baseline solu-
tion is highly correlated with the baseline length. The combinations of these two reasons
favor buoys in the direct vicinity of Terneuzen.

Based on the reasoning described above, the most suitable buoy for this dynamic mea-
surement campaign is number 18. This buoy is located in the ebb channel near Terneuzen
(and the base station) and is well separated from the short-circuit channel. Moreover,
due to the steel structure it can accommodate the measurement system. This was not
the case for buoy 16, 20 and 28. The buoys ZE-6, ZE-5, WPT-2 and PT-4 are located in
or near a short-circuit channel, and are therefore not suitable.

3.3.2 Motivation for the equipment

The choice of the right equipment for this campaign is critical. The equipment needs
to be reliable in the harsh environment of the Schelde Estuary. Besides the reliability,
the GPS receivers’ observations need to be precise and accurate. Furthermore, the power
consumption should be minimal, since the receiver on the buoy is powered by a battery.

Therefore, after taking many GPS systems into consideration during the static measure-
ment campaign, the safe choice is made to perform this dynamic measurement campaign
with Trimble R7 receivers. This receiver is not evaluated during the static measurement
campaign, since it is per definition too expensive for the implementation of this system
in the future. However, it does provide a reliable and high accurate dataset during the
research phase. The Trimble R7 receiver is water and dust proof according to the IP67
standard. Moreover, the power consumption is only 2.5W and the precision of the posi-
tion estimates can reach the order of millimetres for a kinematic baseline solution. The
full specifications of the Trimble R7 receiver can be found in the appendix A.1.

3.3.3 Measurement set-up: short kinematic baseline

The two Trimble R7 receivers are set-up in a kinematic baseline. The base station is
installed at the roof of the office of Multraship in Terneuzen. Providing a clear sky view
for the antenna, while the receiver is installed safely inside the office.

The rover receiver is mounted on the buoy. To protect the receiver against the harsh
environment it is placed in a specially designed measurement box. For the power supply
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Figure 3.7: This map is a selection from the internal hydrographic chart of RWS. This
hydrographic map shows the depth with contour lines, colours and sounding
numbers. Furthermore , it shows the position of the ATON buoys and the
outline of Terneuzen. The green, red and yellow symbols indicate the location
of different types of ATON buoys. With the cross hair the location of GPS base
station is marked [Image source: Rijkswaterstaat].



3.3 Dynamic measurement campaign: capture the buoy’s dynamics 33

a large external battery with a capacity of 28Ah is connected to the receiver. This provides
the GPS receiver with enough power for nearly 5 days. The antenna is mounted with a
range pole to the buoy, such that the antenna has a clear sky view. The measurement
box is firmly mounted inside the cage of the ATON buoy. The complete installation can
be seen in figure 3.8.

3.3.4 Processing strategy

An accurate estimate of the position of the base station needs to be established. Next,
the highly precise position estimates of buoy 18 are obtained via processing of the short
kinematic baseline.

The coordinates of the base station are obtained by submitting the RINEX files to the
Automatic Precise Point Positioning Service (APPS) of the Jet Propulsion Laboratory
(JPL); this post processing method uses precise clock and orbit data. The results are
precisely estimated coordinates of the point, with a detailed accuracy description of the
of coordinates.

Once the coordinates of the base station are known, the kinematic baseline is processed
on a epoch by epoch basis with software made available within the section of Mathemat-
ical Geodesy and Positioning, which is based on the LAMBDA-method. For validation
purposes the dataset is also processed with a commercial software package: Trimble Ge-
omatics Office.

The LAMBDA-method is considered to be the best method available for integer carrier
phase ambiguity resolution. However, starting from noisy measurements, even the best
method can not guarantee a 100% succes rate [Joosten & Tiberius, 2002]. The success rate
of ambiguity resolution with dual-frequency data on a short baseline generally exceeds a
level of 99.9% [Joosten & Tiberius, 2002]. This implies that 1 in a 1000 times ambiguity
resolution fails, resulting in a wrong integer ambiguity resolution, which in turn results
in a biased position estimate.

These biased position estimates need to be removed, since they can influence the subse-
quent analysis in a negative manner. First a smoothed position track is created with a
moving average filter and subtracted from the raw position track, removing the trend.
Second, each position estimate is tested against a threshold driven by a significance level.
If the position estimate is significantly larger, it is considered to be a biased position
estimate and removed from the position track. During this process no more than 0.01%
of the position estimates will be removed.
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Figure 3.8: Buoy 18 is located near Terneuzen. For this buoy the Trimble R7 GPS receiver
is mounted inside the cage. The Trimble Zephyr antenna is installed on a range
pole on top of the buoy. Note the eddies induced by the tidal current around
the buoy.
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3.4 Simplifying the buoy’s motion: from a three-dimensional

position to a one-dimensional extension

This section describes the reasoning and methodology behind the simplification of the
complex three-dimensional movement of a buoy to one-dimension. Without neglecting
significant ’information’ with regard to the tidal current and moment of slack tide.

The first subsection describes the necessary assumptions. Principle component analysis
is applied in subsection 3.4.2 to simplify the buoy’s dynamics from a two-dimensional po-
sition to a one-dimensional extension in the dominant current direction. The last section
describes a method to determine the centre position, i.e. the point of zero extension.

3.4.1 Assumptions with regard to the simplification

The buoy is subject to different forces. Not only to the tidal current, in which the interest
lays, is responsible for the dynamics of the buoy. But also to the forces that are delivered
by the wind induced waves, creating a high frequency oscillating movement in all three
directions. The influence of the wind on the path of the buoy can be neglected according
to [Lievens, 2010]. A low frequency oscillating motion in the upward direction is created
by the tidal elevation. Finally, the chain produces a counter force to keep the buoy in its
position. The track of the buoy as a result of these forces is indicated in figure 3.9.

Firstly the motion in the local upward direction is neglected. Although it contains in-
formation about the tidal elevation and the (significant) wave height, it is not of interest
for the tidal current. Besides, due to small amplitude (±2m) it cannot be measured with
sufficient accuracy using a low budget GPS receiver.

However, the tidal elevation does influence the maximum extension in the local horizon-
tal direction. Figure 3.10 shows a schematic representation of this situation. With the
application of Pythagoras’ theorem the maximum amount of extension for high and low
water can be calculated. The following dimensions of buoy 18 are used: the length of the
chain Lchain is 40 m [Rijkswaterstaat, 2011a]; the draft of the buoy equals approximately
2 m; the water depth with respect to NAP Z equals 15 m [Boon, 2011], and; a tidal am-
plitude T equals approximately 2 m [Rijkswaterstaat, 2011b]. This results in a maximum
extension for high water EHW of 38.5 m and for low water ELW 37,0 m. The difference
in maximum extension, due to the difference in tidal elevation equals 1,5 m.

Since it is not possible to measure the tidal elevation with a low cost GPS receiver and for
the case of simplicity the height component of the buoy’s motion is neglected. However,
the influence of the tidal elevation on the extension of the buoy during the moment of slack
tide is much larger (two times the tidal amplitude) and is incorporated in the definition,
this is described in section 4.6.2.

Secondly, the assumption is made that the direction of the (tidal) current is constant
during ebb and flood. Moreover, these currents are assumed to be opposite. This may
however be not the case, due to an opposite Coriolis force on the ebb and flood current,
morphological interaction, inertial and gradient effects [Stive & Bosboom, 2011].

However, the results of a 12 hour measurement campaign of RWS on the current in ’de
Pas van Terneuzen’ indicates the following: the direction of ebb stream varies only with a
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Figure 3.9: Movement of buoy 18, during one complete tidal cycle from high water to high
water on 2nd July 2011, plotted at a 60 second interval. The marker indicates
the elevation of the buoy in meters. Note that the buoy only moves significantly
in one direction. This is the dominant current direction, perpendicular to that
only a small scale movement is observed. The origin represents the empirical
mean of the position.

Figure 3.10: Schematic representation of the maximum extension E during high water hw
and low water lw. Where Lchain indicates the length of the anchor chain,
Z denotes the depth with regard to the chart datum and T denotes the tidal
elevation related to to the chart datum.

maximum of 5◦ and the same yields for flood stream. Moreover, the ebb and flood stream
are opposite [Rijkswaterstaat, 2011b].

Similar results are observed in the dynamic measurement campaign on buoy 18 (see figure
3.9). It is important to note that the largest motion (± 80 m) is observed in one direction.
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This is the dominant current direction. On the perpendicular direction only a small scale
movement is observed. This movement is caused by a complex system of forces and is
not of interest for the tidal current. Therefore, it is possible to simplify the buoy motion
from two to one dimension without loosing ’information’ with regard to the tidal current.
The methodology is described in the next subsections.

3.4.2 Principle component analysis: estimation of the dominant current

direction

The central idea of principal component analysis (PCA) is to reduce the dimensionality
of a data set of interrelated variables, while retaining as much as possible of the variation
present in the data set. The dataset is transformed in a new set of variables, the principle
components. The principle components are uncorrelated and ordered so that the first few
retain most of the variation present in all of the original variables [Jolliffe, 2002].

This principle is used to transform a two-dimensional horizontal position of the buoy to
a one-dimensional extension. It is assumed that the first principle component describes
the extension of the buoy due to the dominant current direction. Given a set of points in
Euclidean space, the first principal component corresponds to a line that passes through
the multidimensional mean and minimizes the sum of squares of the distances of the
points from the line [Pearson, 1901].

The matrix X is a n x p matrix of n centralized observations of p attributes [Teunissen et
al., 2005]. In this particular case there are two attributes: the north and east coordinates
of the buoy which are observed during the dynamic measurement campaign. The matrix
X consists out of vector of east coordinates E and a vector of north coordinates N , which
are both centralized:

X =
[
E N

]
(3.3)

Now we determine the eigenvalue decomposition of the variance-covariance matrix, Qxx =
UΛUT . Where Λ is the diagonal eigenvalue matrix (with eigenvalues Λ1, ...,Λn along the
diagonal) and U the matrix of unit eigenvectors [Teunissen et al., 2005].

The eigenvectors point in the principal axes directions of the Qxx ellipse and the eigen-
values give the lengths of the principal axes [Teunissen et al., 2005]. The principal com-
ponents Y of X are now defined as:

Y = X · U (3.4)

The first column of Y consists of the variation in the direction of the first principle com-
ponent, that is the extension with regard to the empirical mean in the dominant current
direction. The second column can be seen as the residuals after the transformation.

3.4.3 Determination of the centre point

The anchor position of the buoy is an important parameter for the estimation of the
moment of slack tide. It defines the centre point, i.e. the point of zero extension. RWS
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stores the anchor positions in a database. Unfortunately, the accuracy is often insufficient
[Lievens, 2010]. Also in this case it appears that the anchor position is biased. Therefore,
an alternative for the estimation of the centre point is proposed.

The previous section results in an extension of the buoy with regard to the estimated
dominant current direction. However, as indicated, this extension is related to the empir-
ical mean. This empirical mean represents however not the point of zero extension. Due
to the asymmetry of the tidal current the buoy remains longer in the extension related
to the ebb stream than the flood stream (see figure 3.11). Therefore the ordinary time
average (emperical mean) of the extensions results in a centre position that is shifted in
the direction of this ebb stream. This problem is also described by [Lievens, 2010].

The following method holds under the assumption that the data is pre-analyzed and
the outliers are removed from the dataset (see subsection: 3.3.4). The extension during
a number of tidal cycles n is observed. For each complete tidal cycle, denoted by the
subscript i, from high water slack till low water slack the the maximum extension Emax

i

and the minimum extension Emin
i are determined. Since multiple tidal cycles are observed,

creating redundancy, the average of the centre point c is described by:

c =
1

n

n∑

i=1

Emin
i + Emax

i

2
(3.5)

This method, considering the redundancy, enables quality control of the estimated centre
point. The variation of the centre point is part of the results.
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Figure 3.11: This histogram shows the extension of buoy 18 with regard to the centre point
on 1-5 July. A negative extension indicates a position of the buoy related the
ebb stream. The purpose of this graph is to note that the buoy remains longer
in the position related to the ebb stream. This is due to inequality of the tidal
current.
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3.5 Mathematical description of the buoy’s dynamics due

to tidal current

In order to retrieve insight in the buoy’s dynamics caused by the interaction between
the buoy, the chain and the current, a mathematical model is created. Based on this
model assumptions about the relation between the moment of slack tide and the buoy’s
extension are made. Furthermore it is used to assess appropriateness of a linear chain
force model.

This section starts with a prediction of the buoy’s motion as a function of time. Then in
subsection 3.5.2 this is used for the development of the mathematical model. The basis
of this model is a mass-spring system. Subsection 3.5.3 describes the calibration process
of the mathematical model against the observed extension.

3.5.1 Model of motion

The forces that are acting on the buoy are related to the extension with regard to the
centre position. Four critical points are discussed, those four points are indicated in figure
3.12. In the next paragraphs those points are discussed during a tidal period starting and
ending just after the moment of slack tide.

Origin (1). Imagine that the water flow recently reversed and the buoy’s extension is
equal to zero. For any change in extension caused by the flow force the chain acts as
a friction force, limiting the acceleration of the buoy. This is an unstable situation; the
buoy will move to position 2.

Chain becomes active (2). At this point the force of the chain becomes an active
force. The water flow velocity is still increasing.

Dynamic state of equilibrium (3). The scenario between position 2 and 4 is a dy-
namic state of equilibrium. The chain is lifted off the seabed and acts as an active force
(spring). If the extension increases the force of the spring increases as well. Therefore,
the water flow force is counteracted by the chain force.

Maximum extension (4). At this moment the force of the chain can go in theory to
infinity, it is impossible for the buoy in the water current to extend any further than this
position. It is uncertain if this maximum extension really occurs.

Dynamic state of equilibrium (3). The buoy is again in a dynamic state of equilib-
rium. At this moment the water flow force is decreasing, as result the buoy is pulled back
to position 2 by the active chain force.
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Figure 3.12: The buoy in its four critical positions. Blue arrows indicate the force created
by the friction of the current on the buoy, this is the flow force Fflow. Red
arrows indicate a friction force Ffriction between the chain and the sea floor.
Green arrows indicate an active spring force, created by the chain, denoted by
Fchain. The two blue arrows in position 2 indicate that during this position
the current is changing its direction. Position 2 is the extension related to the
the moment of slack tide.

Moment of slack tide (2). This is the most critical extension of the buoy with regard
to the moment of slack tide. The chain stops delivering an active counterforce and becomes
passive again. Following this reasoning one would expect that this is the moment of slack
tide. The extension at this point is equal to the length of the chain plus the draft of the
buoy minus the water depth minus the tidal elevation, the later two are both with regard
to the chart datum. From here the flow reverses and the buoy moves back to position
1. The acceleration is limited by the passive friction force of the chain.

3.5.2 Mathematical model

The extension of the buoy is modelled as a one-dimensional dampened mass-spring system
as described in [Meriam & Kraige, 2006]. The mass-spring-damper system is described as
a second order differential equation. Furthermore this section is an extension of the work
done by [Berghuijs & Osnabrugge, 2011].

The buoy is subject to forces created by the tidal current and is denoted by Fflow. The
flow and therefore Fflow is assumed to be constant along the path of the buoy and does
only depend on time. Fflow is the driving force of the system.

Next, the buoy is held in its position by a chain, firmly anchored to the sea bottom.
The chain more or less counteracts the motion of the buoy. As explained in the previous
section the chain delivers two types of forces an active force and a passive force. The
active force Fchain is modelled as the spring in the dampened mass-spring system. Fchain

is modelled with a spring constant k, but k is actually a function of x, where x denotes
the extension. The passive force created by the friction between the chain and the sea
floor is modelled as a damping coefficient c, dependent on the extension’s rate of change.



3.5 Mathematical description of the buoy’s dynamics due to tidal current 41

Actually the above forces are just the (local) horizontal component (of the force exerted
by the chain). The general equation of a mass-spring system is described :

mẍ+ cẋ︸︷︷︸
Ffriction

+ k(x)x︸ ︷︷ ︸
Fchain

= Fflow(t) (3.6)

Modelling the driving force

Fflow is a function of the effective surface of the buoy Ab, the drag coefficient cd, the
density of the water ρ and the velocity of tidal current v. The following yields:

Fflow(t) =
1

2
Acdρ(v(t))

2 (3.7)

Where A is the horizontal surface which is dependent on the shape and the draft of
the buoy. The draft of the buoy is obtained with a simple displacement calculation.
The necessary dimensions and mass m of the buoy are obtained via [Rijkswaterstaat,
2011a]. The drag coefficient cd for a cylindrical shape in seawater is determined at 1.3 in
accordance with [Mott, 2009].

The only remaining term is the velocity of the tidal current. In a first approximation this
can be modelled as a harmonic function. With vmax the maximum current velocity and
T the period of the investigated tidal cycle.

v(t) = vmax cosωt (3.8)

However, the flow velocity is much more complex. Especially in an estuary like the
Schelde. Therefore the observed flow velocity from field measurements of RWS is used.

The velocity and direction of the tidal current is measured in ’De Pas van Terneuzen’
on the 6th of July with an ADCP during a 12 hour measurement campaign of RWS.
This results in dataset that completely describes the velocity and direction of the current
throughout the entire water column. In the appendix B.1 a map can be found that
presents the location of this section relative to buoy 18. These data are then shifted in
time using the moment of high and low water, under the assumption that the current
velocity of 6 July is equal to that of 1-5 July.

Modelling the chain force

The chain force is difficult to describe. It depends on the weight, length and form of the
chain along the depth. As indicated in paragraph 3.5.1 it is expected that the chain be-
haves as a function of the buoy’s position. Therefore, multiple mathematical descriptions
are investigated.
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Linear behavior. The most simple representation of the chain force is to assume that
the spring constant k is constant.

k(x) = k (3.9)

This results in combination with equation 3.6 in a linear spring force approximation.

Higher order behavior. Succeeding the linear approximation, higher order approxi-
mation are more likely to represent the behavior of the chain as is described in paragraph
3.5.1.

k(x) = |f(xp)| (3.10)

Where p+ 1 is the order of the spring force model, a range from the second to the eight
order is investigated.

Exponential behavior. In addition the spring constant is modelled as an exponential
function:

k(x) = |f(ax)| (3.11)

Where a is a calibration constant of this exponential spring model.

The complete implementation of the mathematical mass-spring system is implemented in
MATLAB.

3.5.3 Calibration of the model on the observed extension of buoy 18

The mathematical model is calibrated on the observed extension of buoy 18, in order to
get reasonable values for the damping coefficient c and spring constant k. Furthermore it
is used to determine if the spring force behaves linear.

The average extension as a function of time is taken for the multiple tidal cycles. This
is then smoothed using a moving average filter. With a manual iterative process it is
attempted to minimize the residuals between the model and the observations. This is
done for each mathematical representation of the chain force separately. The results are
calibrated mathematical mass-spring models of the buoy and the residuals.
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3.6 Estimation of slack tide: hypothesis testing

The estimation of slack tide based on GNSS measurements on a buoy is only possible
using the position of the buoy, this followed from the dynamic measurement campaign.
The observed velocity of the buoy is extremely low (in the order of 1 or 2 cm/s) and buried
under the noise caused by the oscillating movement of the buoy and the measurement
noise in case of a medium performance GPS receiver.

Therefore a relationship between the extension of the buoy and the moment of slack tide is
necessary. In order to incorporate the stochastic properties of the measurement technique
the proposed methodology relies on composite hypothesis testing.

Definition of the hypothesis. The hypothesis is defined to test if the extension of
the buoy is significantly larger or smaller than the extension related to the moment of
slack tide. Two statistical hypotheses of the moment of slack tide are defined, one for
high water slack and one for low water. For high water slack the following holds:

H0 : E ∼ N(E > Ehw
st , σ2) versus Ha : E ∼ N(E ≤ Ehw

st , σ2) (3.12)

Thus for high water slack, the null hypothesis H0 states that the unknown extension E of
the buoy is larger than the extension related to the moment of slack tide Ehw

st . While the
alternative hypothesis Ha states that buoy’s extension E is smaller than the extension
related to the moment of high water slack Ehw

st . In this case just a single observation E
has to decide between H0 and Ha. This is a binary detection problem.

The critical region K will be taken left-sided. kα is the starting point or boundary of the
critical region K. As soon as a sample E is smaller than this critical value kα, the null
hypothesis is rejected: accept H0 if E ≥ kα and reject H0 if E < ka.

The similar relation yields for low water slack:

H0 : E ∼ N(E < Elw
st , σ

2) versus Ha : E ∼ N(E ≥ Elw
st , σ

2) (3.13)

The null hypothesis H0 states that the unknown extension E is smaller than the extension
related to low water slack Elw

st . The alternative hypothesis Hα states that unknown
extension E is larger than the extension related to low water slack Elw

st . This results in a
right-sided critical region K.

Now the concept of the hypothesis testing is defined, values for Ehw
st and Elw

st , σ
2 and the

significance level α need to be determined, which is part of the results.

3.7 Determination of phase lag

The main part of this research is the estimation of the moment of slack tide. However it
is necessary to relate this to the tidal elevation in order to determine the phase lag. The
previous section relates a position to the moment of slack tide. This position is observed
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at a certain moment in time, denoted by Mhws and Mlws . As explained in the background
the phase lag for high water is defined as follows:

ǫhw = Mhw −Mhws (3.14)

And for low water:

ǫlw = Mlw −Mlws (3.15)

The tidal elevation data from the measurement station of RWS in Terneuzen is used
to determine the moment of high and low water. Under the assumption that the tidal
elevation of buoy 18 is equal to that of Terneuzen. With application of equation 3.14 and
3.15 the high and low water phase lags are determined.

3.8 Validation of the estimated phase lag

This section describes the validation of the estimated phase lag against the results of
SOBEK, which is an one-dimensional hydraulic modelling system designed for complex
estuaries, and the phase lag equation. Furthermore are the estimated phase lags validated
against the results of an ADCP measurement campaign performed by RWS.

3.8.1 Modelled phase lag: SOBEK and the phase lag equation

[Nguyen, 2008] applied the SOBEK model and the phase lag equation in the Schelde
Estuary on 29 June 1998 (spring tide). These results need to be interpreted carefully,
because they are based on many assumptions, simplifications, see [Nguyen, 2008] for
more details. The computed phase lags are cross-sectional averages. The estimated phase
lags from this research hold only for the location buoy 18 and do not represent a cross-
sectional average. However, it useful to determine if the estimated phase lag is in the
right order of magnitude. The average estimated phase lag is plotted against the results
of the SOBEK model and the phase lag equation.

3.8.2 ADCP observations in ”De Pas van Terneuzen”

Ideally, the results are validated against current observation, made in the close vicinity
of the investigated buoy. However, there are no current measurement stations in the
shipping lane. Due to the high spatial variability of the current are observations along
the shore useless.

However, a 12 hour measurement campaign is performed by Rijkswaterstaat on 6 July
2011. During this measurement campaign the magnitude and direction of the current
throughout the entire cross section of ”De pas van Terneuzen” is measured at a 10 minute
interval using a ADCP. From this data the high water phase lag ǫhw and low water phase
ǫlw is determined by finding the moment in time where the current slacks. The phase lag
follows then directly from equation 3.14 or 3.15.
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Although, the data is measured on 6 July 2011, which is one day after the dynamic
measurement campaign it is assumed that results are valid for 1 till 5 July 2011. This
is justified by the fact that tidal amplitude is almost equal for these 6 days. Figure
B.1 shows the location of the ADCP measurements in relation to buoy 18. The current
velocity that is perpendicular to buoy 18 is used and the depth at the both locations are
almost similar, this partly justifies the assumption that this current velocity is equal to
the current experienced by buoy 18.
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Chapter 4

Results and discussion

This chapter presents the results of this research. Section 4.1 starts with the results of
the static measurement campaign, that are the error plots and accuracy descriptions of
the tested GPS receivers in combination with different antennas and operating modes.

The next section continues with the results of the dynamic measurement campaign on
buoy 18. Furthermore, it presents the position and elevation of the buoy during several
tidal cycles. Then in section 4.3 the results from the PCA transformation are presented.
These results are used for the calibration of a dampened mass-spring system in section
4.4.

Section 4.4 shows the results of modelling the extension of the buoy as a dampened mass-
spring system. Moreover, the quality of the model fit is shown. In section 4.5, a side-step
in this research is made. In this section a Kalman filter is developed and some initial
filter results are shown. However, these results function as a showcase and are not used
in the next section.

The input parameters for the hypothesis testing are defined in 4.6, also the influence of
the significance level, the GPS receiver and antenna is shown. Later on is the moment of
slack tide related to the moment of high or low water to obtain the phase lag, which is the
end result of this research (section 4.7). The latest section validates the results against
an analytical phase lag equation, the SOBEK model and current observations.

4.1 Static measurement campaign: performance of differ-

ent GPS measurement systems and methods

This section presents the results of the 24 hours static measurement campaigns on the
NMi platform. The results are divided in two subsections, subsection 4.1.1 shows the
position plots of the three receivers, while subsection 4.1.2 deals with the velocity plots.

47
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4.1.1 Accuracy and precision determination of the receivers position

estimates

In this subsection, the north, east and up components of the position estimates are plotted
against time (UTC). The positions are relative to the accurately determined position
coordinates of the marker. Furthermore the bias µ, standard deviation σ and the 95%
interval in the north, east and up component are given. Also the three dimensional
95% interval is calculated in order to present a full statistical summary of the receiver
performance.

In figure 4.1 the position plot of the Vincotech A1084 with EGNOS corrections is pre-
sented. A large bias in the east component is observed. However, this component shows
the smallest standard deviation, in comparison with the north and height component.
Also, the height component is significantly biased and shows position jumps up to 8 me-
ters. The three dimensional 95% interval is 8.5 meters, which appeared to be the largest
in this research.
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Figure 4.1: Error plot of the position estimates of the Vincotech A1084 with EGNOS cor-
rections. The GPS receiver was installed at marker 14 on 12 June 2011. The
figure shows a 24 hours plot of the north, east and up component. Furthermore
the 95 % position interval, the standard deviation σ and the bias µ for each
component is given.

The Garmin GPS 76 C(S)x without EGNOS corrections (see figure 4.2) shows a similar
bias for all components, while the standard deviation for the height is the largest with a
value of 2.3 m, this lies within the expectations, considering the weak geometry for this
component. Moreover, the 95% interval is around 5.8 meters, which is better than the
Vincotech A1084 with EGNOS corrections.

If the Garmin is configured to enable EGNOS corrections, a small improvement in the
bias can be observed. For the north, east and up component the bias is respectively 0.7,
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Figure 4.2: Error plot of the position estimates of the Garmin GPS 76 C(S)x in standalone
mode on 16 May 2011. In this graph the north, east and up components are
plotted against time. Also, the figure indicates the statistics.

0.9 and 1.3 meter. While the standard deviation remains almost unchanged. However
the 95% interval shows some improvement and decreased till 5.2 meters (see figure 4.3).
Unfortunately, position jumps up to 8 meters occured several times, which indicates that
the EGNOS position estimates are less stable.

The Septentrio AsteRx1 1.4.0 with the PolaNt antenna in standalone mode shows a
better standard deviation (see figure 4.4) then the previous receivers. Also the bias is
significantly improved. Furthermore the 95% interval is around 2.7 meters, which is an
huge improvement compared to the previous receivers.

The measurement is repeated using the same configuration but now using a patch antenna,
the graph is left out in this report for the cause of redundancy. However, the 95%3D

interval is almost doubled, and a significant increase in the standard deviation and bias is
observed. This indicates influence of the antenna choice on the accuaracy of the position
estimates.

In figure 4.5 the EGNOS corrections are enabled for the AsteRx1 with the PolaNt antenna.
This results in a significant mitigation of the Signal in Space User Range Error (SIS URE).
Now the performance of the AsteRx1 becomes clear, the standard deviation dropped
down for the north, east and up component until respectively 0.26, 0.21 and 0.44m. The
bias improved to decimeter level. This all resulted in a 95% position interval of 1.19
m. Furthermore, in order to apply EGNOS corrections, the receiver is configured to
apply carrier smoothing of the pseudorange code measurements. The noisy code-based
measurements are smoothed by the very accurate estimates of the delta pseudoranges.
This is not applied in standalone or DGPS mode.
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Figure 4.3: Error plot of the position estimates of the Garmin GPS 76 C(S)x with EGNOS
corrections on 3 May 2011. In this graph the north, east and up components
are plotted against time. Also, the figure indicates the statistics.

The same measurement is repeated with the patch antenna, as opposed to the PolaNt
antenna. This results in an increase of the 95%3D of almost 50%. Furthermore the
standard deviation and 95% intervals in the north, east and up are significantly larger.
However the bias shows only a small increase. Moreover, EGNOS corrections do improve
the statistics of the AsteRx1 with a patch antenna, which was not the case with Garmin.

Figure 4.6 shows the results of the AsteRx1 in DGPS configuration. The considered
baseline is not longer than 15 meters. What remains is the measurement precision of the
code observation. It’s important to note that the remaining bias equals practically zero,
therefore the complete SIS URE is mitigated. The standard deviation for the north, east
and up component is respectively 0.53, 0.36 and 0.82 meters, with a 95% interval of 1.8
meters. It is important to note that no carrier-smoothing of the code measurements is
applied, and in addition, the noise in the code pseudoranges is multiplied by a factor

√
2.

This is caused by the appliance of two receivers that produce independent noisy code
measurements that do not cancel out in the single difference solution.

As this set-up completely mitigates the SIS URE, it is used to determine the difference
in antenna performance (PolaNt vs the patch antenna). A significant increase in the 95%
intervals is observed. For example the 95%3D increased from 1.8 m till 2.7m. Furthermore
the AsteRx1 with the PolaNt antenna resulted in an unbiased solution, this is not the
case with the patch antenna.

The results of the performances analysis of the receivers in different modes are summarized
in table 4.1.
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Figure 4.4: Error plot of the position estimates of the Septentrio AsteRx1 in combination
with the PolaNt antenna in standalone mode on 27 April 2011. The north,
east and up components are plotted against time. The figure also indicates the
statistics.
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Figure 4.5: Error plot of the position estimates of the Septentrio AsteRx1 in combination
with the PolaNt antenna and EGNOS corrections on 3 May 2011. The north,
east and up components are plotted against time. The figure also indicates the
statistics.
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Figure 4.6: Error plot of the position estimates of the Septentrio AsteRx1 with a single
difference code solution. The Septentrio AsteRx1 with the PolaNt antenna is
configured as a rover, while the Septentrio PolaRx2 as a base station. This
results in a DGPS configuration with an extremely small baseline (15m). This
is a single differences code position solution, processed in Trimble Geomatics
Office. The observation date is 3 May 2011.

Receiver Mode 95%N 95%E 95%U σN σE σU µN µE µU 95%3D

Vincotech A1084 SBAS 1.592 0.778 2.976 1.592 0.778 2.976 -0.581 4.02 1.935 8.555

Garmin GPS 76 C(S)x standalone 3.247 2.678 5.293 1.101 0.795 2.324 1.327 1.268 1.589 5.803

SBAS 2.347 1.763 4.293 1.106 0.575 2.197 0.744 0.927 1.293 5.157

Septentrio AsteRx1 standalone 1.596 0.357 2.72 0.833 0.372 1.384 0.247 -0.245 0.309 2.787

AT575-275SW SBAS 0.552 0.136 1.049 0.263 0.209 0.436 0.070 -0.177 0.350 1.188

survey antenna SD Code 0.819 0.526 1.319 0.533 0.354 0.817 -0.056 -0.050 -0.013 1.823

Septentrio AsteRx1 standalone 2.045 1.417 0.878 0.947 0.799 1.478 0.513 0.068 -1.432 4.429

AT575-70W SBAS 1.081 0.425 1.697 0.451 0.290 0.705 0.391 -0.084 0.454 1.877

patch antenna SD Code 1.238 0.746 1.554 0.772 0.491 1.162 -0.003 -0.063 -0.262 2.717

Table 4.1: Summary statistics of position estimates from the receivers
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Figure 4.7: Error plot of the position estimates of the Septentrio AsteRx1 with a single
difference code solution. The Septentrio AsteRx1 with the patch antenna is
configured as a rover, while the Septentrio PolaRx2 as a base station. This
results in a DGPS configuration with an extreme small baseline (15m). This is a
single differences code position solution, processed in Trimble Geomatics Office.
Observation date is 3 August 2011.
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4.1.2 Precision of the receivers velocity estimates

This subsection presents the results of the receivers’ velocity estimates. As explained in
the introduction, the Vincotech A1084 and the Garmin GPS GS(x) 76 are only capable
of delivering the navigation data in a NMEA format. Unfortunately, due to the internal
smoothing algorithms and the limited resolution of the NMEA format this resulted in
no velocity information. The output during the static measurement campaign is only 0.0
m/s with an occasional jump. Therefore the time derivative of the position estimates is
used.

In figure 4.8 the velocity estimates of the Vincotech are presented in a north, east and up
system. While the standard deviation appears to be very small, in order of centimeters,
the velocity peaks are at decimeter level with a maximum of 0.4 m/s. Furthermore the
limited resolution of the NMEA position coordinates string is easily observed in the graph.
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Figure 4.8: Error plot of the velocity estimates of the Vincotech A1084 with EGNOS cor-
rections on 12 June 2011. The North component shows the largest standard
deviation. Furthermore some outliers up to 0.4 m/s are observed.

The Vincotech shows a similar graph as the Garmin (see figure 4.9), for which the standard
deviations are in the same order of magnitude. The same yields for the position jumps,
in this case the largest position jump observed is 0.5 m/s.

With regard to the velocity estimates of the AsteRx1, the receiver generated Doppler and
the carrier-phase-derived Doppler also known as displacements are investigated.

The receiver generated Doppler velocity plot of the AsteRx1 is presented in figure 4.10.
Note that the same scale is used as in figure 4.8 and 4.9. The velocity estimates are
in the order of mm/s, which lies within the expectations of the Doppler measurement
performance. One large position jump is observed (around 22 hours UTC), at that time
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Figure 4.9: Error plot of the velocity estimates of the Garmin GPS 76 CS(X) with EGNOS
corrections on 12 June 2011. The North component shows the largest standard
deviation. While, the upward component has the largest outliers, up to 0.4 m/s.

the number of satellites in use was only four. Moreover the same jump is observed in
figure 4.4. The measurement is repeated using the same set-up, but in this case with the
patch antenna, the results are similar and therefore the position plot is left out of this
report, the statistics can be found in table 4.2.

The velocity estimates based on the displacements measured with AsteRx1 in combination
with the survey antenna are presented in figure 4.11. The measurements are significantly
more biased, and less precise than the estimates of the receiver generated Doppler. Again,
the same measurement is repeated with the patch antenna, the results can be found in
table 4.2.

The results of the performance analysis of the velocity measurements for the three re-
ceivers are summarized in table 4.2. The 95% interval and the standard deviation for
the north, east and up component are given for each receiver. The 95% interval for the
Vincotech and Garmin are left out of this table. The extreme low values are caused by the
limited resolution and internal smoothing algorithms. And, do not represent the actual
performance of the receivers.
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Figure 4.10: Error plot of the Doppler based velocity estimates of the Septentrio AsteRx1
with the PolaNt antenna in standalone mode on 27 April 2011.
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Figure 4.11: Error plot of the carrier-phase-derived Doppler velocity estimates (1 second
interval displacements) of the Septentrio AsteRx1 with the PolaNt antenna in
standalone mode on 9 May 2011.
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Receiver 95%VN
95%VE

95%VU
σVN

σVE
σVU

Vincotech A1084 n/a n/a n/a 0.053 0.031 0.047

Garmin GPS 76 C(S)x n/a n/a n/a 0.049 0.034 0.048

Septentrio AsteRx1 with AT575-275SW
receiver generated Doppler 0.010 0.008 0.015 0.007 0.005 0.010
carrier phase derived Doppler 0.055 0.011 0.048 0.017 0.006 0.015

Septentrio AsteRx1 with AT575-70W
receiver generated Doppler 0.011 0.008 0.017 0.007 0.005 0.011
carrier phase derived Doppler 0.044 0.006 0.049 0.014 0.005 0.014

Table 4.2: Summary statistics of velocity estimates from the receivers.
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4.2 Dynamic measurement campaign: capture the buoy’s

dynamics

This section presents the results of the dynamic measurement campaign on buoy 18 as
performed on 1-5 July 2011. The measurement campaign fulfilled the expectations and
is considered to be a success.

After one week of floating on the open sea the measurement box and its equipment
survived. The Trimble R7 receiver on the buoy logged for 100 hours before the battery
was completely drained, while the base station logged for the complete time interval.

The RINEX files are processed with TGO and experimental MGP software, which show
similar results: the accuracies for both solutions are in the order of millimetres (see the
appendix D). The kinematic PPP solution of the GPS processing service from the NRC
shows a centimetre accuracy [NRC, 2003]).

The position and height of the buoy is plotted in a local north, east and up system in
figure 4.12. The path of the buoy is similar for the eight complete tidal cycles and appears
to be influenced by one dominant current direction. The graph also indicates the location
of the buoy during high and low water, which are obtained by an analysis of the height
component. This is done by filtering out the high frequent components, succeeded by
numerical algorithm that finds maximum and minimal values using specified thresholds.

4.3 Simplifying the buoy’s motion: from a three-dimensional

position to a one-dimensional extension

This section presents the results of the dimensional simplification using PCA as is de-
scribed in the methodology chapter. The input are the local east and north coordinates
from the previous section. The height component is neglected, which is justified in section
3.4.

The PCA transformation results in two components, the first (main) and second principle
component. The main component contains the extension in the direction of the main
principle axis. This axis is assumed to be lined up with the dominant current direction.
The second component can be seen as the residual movement of the buoy perpendicular
to the dominant current direction.

As explained in section 3.4.2 the extension is now related to the empirical mean. This
is incorrect: a shift to the defined centre point is necessary. The correct centre point
is determined using equation 3.5. Figure 4.13 shows the centre point with regard to the
empirical mean for each tidal cycle. Furthermore the mean centre point c is indicated with
the black line and the standard deviation (σc) based on these 8 observation is indicated
with the red lines.

The final results of the simplifications are shown in figure 4.14. The top graph shows the
extensions with regard to centre point. It is important to note that the maximum and
minimum extension are approximately equal. The residuals are plotted in the bottom
graph and are unbiased (µ ≈ 0.00m). Moreover, they show a small standard deviation σ
of only 2.54 m.
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Figure 4.12: Three-dimensional position estimates at 60 seconds interval of the Trimble
R7 (logged at 1 Hz) on buoy 18 using a fixed carrier phase baseline solution
processed in MGP-software. The north, east and up coordinates are in a local
grid relative to the mean position of buoy 18. The relative height is represented
in the colour of the markers, the triangles show the position related to high and
low water. The axis of the principle components are visualized schematically
in this graph. Observation date is 1-5 July 2011.

The maximal observed extension of approximately 40 meters is almost in correspondence
with the values provided by RWS with regard to chain length, charted depth and the
draft of the buoy, which resulted in a maximum theoretical extension of 37.0 (high water)
and 38.5 (low water).

The difference between the theoretical and observed maximal extension can be explained
by the momentum created by chain force and the flow force, which results in an attitude
inclination of the buoy in the direction of the dominant current, which directly affects
the position of the antenna (mounted on the highest point). The antenna was mounted
almost 4 meters above the water surface.

In figure 4.15 the extension, smoothed velocity and acceleration of the buoy during the
observed tidal cycles are plotted as a function of time. The figure shows also the smoothed
mean average for the position, velocity and acceleration (red line). The maximum exten-
sion, which is also indicated in the previous figure, is approximately 40 m. For the velocity
the individual tracks are smoothed with a moving average filter (blue lines) in order to
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Figure 4.13: This graph shows the estimated centre point for each tidal cycle. The black
line indicates the average centre point c and the red lines indicate the standard
deviation σc. Observation date is 1 till 5 July 2011.

reveal a trend in the velocity. The observed velocity is much noisier, and shows velocities
up to 3 m/s. This is due to the three-dimensional oscillatory motion of the buoy. The
maximum smoothed velocity is in the order of 1-3 cm/s, and is observed during the tran-
sition of the buoy. In the acceleration a small trend is observed, the acceleration tends to
be slightly larger during transitions.
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Figure 4.14: Top: this graph shows the extension of buoy 18 in the dominant current direc-
tion (main principle component) related to the centre point. The maximal ex-
tension during ebb and flood are approximately the same. Bottom: this graph
shows the residuals (second principle component). The mean value µ ≈ 0.00
m and the standard deviation σ equals 2.54 m (red line). Observation date is
1 till 5 July 2011.
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Figure 4.15: The three graphs show the position, smoothed velocity and acceleration of the
buoy during six complete tidal cycles. The blue lines, varying from light to dark
blue, indicate the succeeding tidal cycles. The redline is obtained by taking
the smoothed average of all observed tracks. Position estimates are obtained
with the Trimble R7 using a fixed baseline solution at 1Hz.
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4.4 Mathematical description of a buoy’s dynamics due to

a tidal current

This section presents the results of modelling the buoy’s dynamics as a mass-spring sys-
tem. The model fit is judged in terms of its residuals. The system, the different spring
force models and the calibration process are described in section 3.5.

In figure 4.16 the modelled and observed extensions of the buoy are plotted against time.
Six different chain force models are used. These models are calibrated on the average
observed smoothed extensions during a complete tidal cycle (see section 3.5.3). The graph
also shows the observed current velocity at buoy 16 on 6 July 2011, which functions as
the driving force of this system Fflow.

The first order model behaves very well during the maximum and minimal extension.
However during the transition the modelled force tends to be stronger than is observed.
A small improvement is found using the second order model. The third order model
approximates the observed extension even better, a slight overshoot is noted around 20
meters extension during the falling period. However during the rising period the observed
and modelled positions are almost equal.

The fourth order model also approximates the observed extension in a good manner and
produces similar results as the third order model. The eighth order model is used to show
that the solution does not lie with higher order models. The modelled force during minor
extensions appears to be too weak and results in a larger extension than is observed. The
exponential model is the most extreme, and does not resemble the observed behavior.

The residuals are created by subtracting the modelled extension with the observed aver-
aged and smoothed extension. The results provide a clear result of the performance of
the different mass-spring models (see figure 4.17). The previous paragraphs indicate that
the third and fourth order model resemble the modelled extension most appropriately,
this is confirmed with the low residual values shown in table 4.3.

Moreover the residual values for the first and second order model are also fairly small.
Unlike the eighth order and exponential model, which show residuals that are significantly
larger, indicating that these spring force models are less suitable.

1th order 2nd order 3rd order 4th order 8th order exponential

4,07 3,76 2,89 3,82 5,43 5,48

Table 4.3: Residuals in meters of the observed extension vs the extension of the mass-spring
model.

In addition to the extension also the velocity of the buoy is modelled, and is plotted in
figure 4.18 as function of time. It appears that the speed of the buoy is extremely low
during the transition. Maximum observed velocities are in the order of 1 to 2 cm/s. The
first, second and third order models show the similar velocity profile as is observed. The
fourth, eighth and exponential order models show velocities that are 2 to 3 times larger
than is observed.

Moreover it is noticed that the velocity of the buoy is higher during the rising period than
the falling period. This is caused by the more rapid changing current velocity during the
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Figure 4.16: The extension E of the buoy is modelled as a dampened mass-spring sys-
tem with six different spring force models. Each model is calibrated on the
smoothed and averaged extension of buoy 18 as observed during the measure-
ment campaign on 1-5 July by adjusting the spring constant k and viscous
damping coefficient c. As a driving force of the system the observed current u
at buoy 16 on 6-July is used.

falling rising period.

Summarizing, this section showed the results of modelling the dynamics of the buoy with
a dampened mass-spring system. Furthermore, the quality of the model fits is shown. The
results of this section are used in the development of a state-space model for a Kalman
filter in the next section and are used in the development of the method for the estimation
of slack tide.
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Figure 4.17: This graph shows the residuals between the observed extension and the mod-
elled extension. The residuals of the 3rd order spring force model are the
smallest, the largest residuals are found using the exponential spring force
model.
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Figure 4.18: Different mass-spring-damper models of buoy 18 vs observed velocity. The
dynamics of the buoy are modelled as a dampened mass-spring system. Six
different models for the spring force are considered. Each model is calibrated
on the smoothed average extension of buoy 18 as observed during the mea-
surement campaign on 1-5 July by adjusting the spring constant k and viscous
damping coefficient c. As a driving force of the system the observed current
at buoy 16 on 6-July 2011 is used.
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4.5 Kalman filter for the extension of a buoy

In section 3.5 the dynamics of the buoy are modelled as a dampened mass-spring system.
Based on the residuals between the observed and modelled extensions this model appeared
to be a good approximation. The mathematical model is used here, as a side-step of this
research, to develop a Kalman filter for the observed extensions. The purpose is to exploit
the knowledge about the buoy’s dynamics and measurement history in addition to just
a current measurement. In subsection 4.5.1 the mathematical model is rewritten in a
linear time-invariant state equation, which is applied in a Kalman filtering algorithm in
subsection 4.5.2.

4.5.1 Linear time-invariant state equation of an overdamped mass-spring

system

To develop a Kalman filter for this system, some simplifications with regard to the math-
ematical dampened mass-spring model are required. Although a third order chain force
model shows the best fit, it is assumed that a linear chain model is an appropriate repre-
sentation of the unknown chain force. The driving force of the system Fflow, is the force
induced by the tidal current. It is assumed that this force can be modelled a priori with an
average current pattern of the estuary, which is available for most estuaries as described
in [Haas, 2007]. This section continues with the derivation of a linear time-invariant state
equation for a overdampened mass-spring system, which is described by [Teunissen, 2001].

Rewriting equation 3.6 with a linear chain model:

ẍ+
c

m
ẋ+

k

m
x = Fflow(t)/m (4.1)

To rewrite this scalar second-order differential equation into a first-order vector form, two
variables are defined:

x1 = x
x2 = ẋ

(4.2)

Substitution of (4.2) into (4.1) yields:

ẋ2 +
c

m
x2 +

k

m
x1 = Fflow(t)/m (4.3)

Equation (4.3) can be rearranged to a first-order vector form:

[
ẋ1
ẋ2

]
=

[
0 1

−k/m −c/m

] [
x1
x2

]
+

[
0

Fflow(t)/m

]
(4.4)

To summarize: with (4.2) the scalar second-order differential equation (4.1) is transformed
into a first-order vector form (4.4). The vector [x1, x2]

T is the state vector of this system.
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From now on Fflow/m will be denoted as f the specific force, which is a more common
and shorter notation.

Based on the state equation (4.4) the system matrix of a linear mass-spring system equals:

F =

[
0 1

−ω2 −2γ

]
with ω2 = k

m , γ = c
2m (4.5)

The characteristic polynomial of F equals:

det(F − λI) = λ2 + 2γλ+ ω2 = 0 (4.6)

Which results in two eigenvalues:

λ1,2 = −γ ±
√
γ2 − ω2 (4.7)

From the calibration of the dampened mass-spring system to resemble the dynamics of
the buoy, it followed that γ > ω2. Furthermore, since γ is positive, both eigenvalues are
negative. The eigenvectors are obtained by solving for i = 1, 2:

(F − λiI2)ti = 0 (4.8)

The eigenvectors can be ordered in columns, now the matrix T is defined as:

T =

[
1 1
λ1 λ2

]
(4.9)

The inverse of T equals:

T−1 = (λ2 − λ1)
−1

[
λ2 −1
−λ1 1

]
(4.10)

When the exponential of a matrix must be found, which is the case for the solution of the
linear time-invariant system, a number of numerical calculation methods are available.
The Jordan canonical method is used. With (4.9), (4.10) and the application of the
Jordan canonical form method the following yields:

eFt =

[
1 1
λ1 λ2

] [
eλ1t 0
0 eλ2t

] [
λ2 −1
−λ1 1

]
(λ2 − λ1)

−1 (4.11)

The solution of the linear, time-invariant state equation (4.4) is given by:

[
x1(t)
x2(t)

]
=

[
a1e

λ1(t−t0) + a2e
λ2(t−t0)

a1λ1e
λ1(t−t0) + a2λ2e

λ2(t−t0)

]
+
∫ t
t0

[
eλ1(t−τ) − eλ2(t−τ)

λ1e
λ1(t−τ) − λ2e

λ2(t−τ)

]
(λ2 − λ1)

−1f(τ)dτ

(4.12)

where
a1 = (λ2 − λ1)

−1(λ2x1(t0)− x2(t0))
a2 = (λ2 − λ1)

−1(−λ1x1(t0)− x2(t0))
(4.13)

Summarizing, in this subsection the linear time-invariant state equation of an overdamped
mass-spring system is developed. In the next section this knowledge about the dynamics
of the buoy are used in a Kalman filter.
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4.5.2 Kalman filter equations

In the previous section a linear time-invariant state equation is developed for a mass-
spring system. Now this equation is used in a Kalman Filter algorithm as described by
[Teunissen, 2001]. The Kalman filter is a recursive algorithm and the implementation is
represented graphically in 4.19.

Figure 4.19: Recursive prediction and filtering. The time update predicts the current state
ahead. The measurement update corrects the projected estimate by an obser-
vation.

Initialization. Initial values for the extension and extension rate of change of the buoy
are necessary. These are described in x̂0|0. If k = 0 the buoy has a maximum extension
and the extension rate of change equals zero. The correctness of this assumption influences
the convergence time. The uncertainty with regard to this initial value x̂0|0 is described
in the error covariance matrix Qx̂0|0

.

Time Update. With the time update equations the posteriori estimates are used in
combination with the dynamical model to predict new a priori estimates of the state
vector x̂k|k−1 (4.14) and the error covariance Qx̂k|k−1

(4.15). The continuous time-update
equations read therefore [Teunissen, 2001]:

x̂t|k−1 = Φt,k−1x̂k−1|k−1 +

∫ t

tk−1

Φt,τGτzτdτ (4.14)

Qx̂t|k−1
= Φt,k−1Qx̂k−1|k−1

Φ∗
t,k−1 +

∫ t

tk−1

Φt,τGτQzzG
∗
τΦ

∗
t,τdτ for t ∈ (tk−1, tk) (4.15)

For this particular dynamic system Φ(t, t0) follows directly from (4.12) and equals:

Φ(t, t0) = (λ2 − λ1)
−1

[
λ2e

λ1(t−t0) − λ1e
λ2(t−t0) −eλ1(t−t0) − eλ2(t−t0)

λ1λ2(e
λ1(t−t0) − eλ2(t−t0)) −λ1e

λ1(t−t0) − λ2e
λ2(t−t0)

]
(4.16)
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Φ(t, τ) is obtained by replacing t0 with τ in Φ(t, t0). The matrix G is straightforward and
equals:

G =

[
0
1

]
, (4.17)

zτ is described by the acceleration induced on the buoy by the the tidal current. Qxx

represents the model noise and is described by the following auto-covariance function.

Qxx(t1, t2) = Φ(t1, t0)Qxx(t0, t0)Φ(t2, t0)
∗+

∫ t1

t0

∫ t2

t0

Φ(t1, τ2)G(τ1)Qzz(τ1, τ2)G(τ2)
∗Φ(t2, τ2)

∗dτ1dτ2

(4.18)

This function, which is evaluated for the calibrated mass-spring-damper system of buoy
18 for the time notations: t0 = 0 and t1 = t2 = 1 in the appendix E equals:

Qxx(t1, t2) =

[
−20.0116 −1.0006

−0.0110 −0.0006

]
Qxx(t0, t0)

[
−20.0116 −0.0110

−1.000550 −0.000550

]

+Qzz

[
0.9040 0.9508

0.9508 1.0011

] (4.19)

Measurement Update. In the measurement update phase, the current a priori pre-
diction is combined with the current measurement to refine the state estimate. The
measurement update equations read therefore:

x̂k|k = x̂k|k−1 +Qx̂k|k−1
A∗

kQ
−1
yk

(y −Akx̂k|k−1) (4.20)

Qx̂k|k
= (Q−1

x̂k|k−1
+A∗

kQ
−1
yk

Ak)
−1 (4.21)

Where the A-matrix equals:

A =
[
1 0

]
. (4.22)

The measurement noise Qyk depends on the measurement accuracy.

4.5.3 Kalman filtering of the observed extension

In the previous sections the Kalman filter for the extension of a buoy due to a a priori
defined tidal current force is described. To show the improvement in terms of accuracy, a
small selection of the observed extensions is filtered. However, the results are considered
as an optional improvement and part of the recommendations.
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Gaussian noise with a zero mean and a standard deviation of 1 meter is added to the
extensions. This is done to resemble the situation of a medium cost GPS receiver in SBAS
mode, for example the Septentrio AsteRx1 with the patch antenna. The measurement
noise Qyk is set to (1m)2. The model noise Qzz is based on an analysis of the observed
acceleration of the buoy and is set to (0.3m/s2)2 which is equal to the variance of the
observed acceleration.

The results are presented in figure 4.20, a clear improvement of the filtered extensions is
observed. The standard deviation σ of the filtered solutions is 0.3 m a clear improvement
in comparison with standard deviation of the input which is 0.9 m. The standard devi-
ations are related to the empirical mean, after the trend of the data is removed with a
first order polyline.

Summarizing, this subsection showed the performance of filtering the extensions with a
Kalman filter using a state-space representation of a dampened mass-spring system with
a linear spring force model.
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Figure 4.20: This graph shows the results of the Kalman filter algorithm applied to the
observed extensions of buoy 18 around 11 hours UTC on 1-July 2011. Nor-
mal distributed noise is added to the extensions to resemble the measurement
precision of the Septentrio AsteRx1 with the patch antenna in SBAS mode.

4.6 Estimation of slack tide: composite hypothesis testing

The concept of hypothesis testing is discussed in section 3.6. In this section the variables
for the hypothesis testing are defined. First the extension related to the moment of slack
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tide Est is determined. The next subsection is devoted to determine the variance σ2

that defines partly the hypothesis. The variance σ2 consists of three stochastic variables,
each is discussed separately. In the last part, the influence of the significance level α and
measurement precision is analyzed.

4.6.1 Determination of moment of slack tide

Section 4.4 is devoted to find a relationship between the extension of the buoy and the
tidal current. The extension of the buoy during the moment of slack tide is represented
schematically in figure 4.21. Now the following holds:

E
hw/lw
st = Lchain +Drbuoy − Z − T (4.23)

With:

• E
hw/lw
st is the extension at the moment of slack tide related to high or low water

slack;

• Lchain is the length of the chain;

• Drbuoy is the draft of the buoy;

• Z is the depth with respect to MSL and;

• T is the elevation during HWS or LWS.

This implies that for every buoy the extension that is related to the moment of slack tide
is different. Furthermore results equation (4.23) in two different values of Est, one for the
extension at the moment of slack tide for high water and one for low water.

For buoy 18 the length of the chain Lchain is set to 40m according to [Rijkswaterstaat,
2011a]. The water depth related to NAP Z is found in an internal hydrographic chart
of RWS and is 16m. The draft of the buoy Drbuoy is derived by a simple displacement
calculation and is set to 1m. The tidal elevation at the expected moment of slack tide,
which is approximately 60 minutes after high or low water, is +2.3m and -1.8m. Now the
extension for the moment of high water slack is:

Ehw
st = Lchain +Drbuoy − Z − T = 40 + 1− 16− 2.3 = 22.7 (4.24)

And for low water slack this is equal to:

Elw
st = Lchain +Drbuoy − Z − T = 40 + 1− 16 + 1.8 = 26.8 (4.25)
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Figure 4.21: Schematic representation of the geometry during the moment of slack tide.
Where E denotes the extension, Z is depth with regard to the chart datum,
T is the tidal elevation and Drbuoy is the draft of the buoy. The chain is on
the floor, right up to underneath the buoy.

4.6.2 Determination of the variance for the hypothesis

The variance σ2 that partly describes the hypothesis consists of three components: the
variance of the GPS position estimates σ2

gps, the noise in the buoy movement that is
not related to the current σ2

bd and the uncertainty of the extension that is related to
the moment of slack tide σ2

Est
. Under the assumption that these are uncorrelated the

following holds:

σ2 = σ2
gps + σ2

bd + σ2
Est

(4.26)

The determination of σ2
gps is straightforward and is based on the results of the static

measurement campaign. Recall table 4.1 which provides an overview of the standard
deviation of the analyzed receivers in combination with different antennas and operating
modes.

However, σ2
bd is more difficult to determine. The dynamic measurement campaign on buoy

18 is performed with the Trimble R7 in relative positioning mode, yielding mm position
accuracy. In this manner it is possible to determine σ2

bd, while neglecting σgps. For any
other GPS measurement system, σ2

gps will be significantly larger and cannot be neglected.

Figure 4.22 shows the extension of the buoy during a period of zero nett movement. This
implies that Fflow, during this interval is (almost) constant and counteracted by Fchain

The observed motion results from forces that are acting on the buoy due to wind and
wind induced waves. This ’noise’ is modelled with a standard normal distribution, which
can be seen in the bottom graph of figure 4.22. This results in an empirical variance for
the buoy dynamics σ2

bd of 0.123 m2. Moreover, σ2
bd is much smaller than the variance in

the residuals (see figure 4.14), since we are now considering the situation of dampened
random motion in the direction of the dominant current direction and assuming that the
residuals contain no information with regard to the moment of slack tide.
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Figure 4.22: Top: This graph shows the dynamics of buoy 18 on the 1st of July 2011
during a period of zero nett movement. The position estimates are projected
on the dominant current direction and plotted against time. Furthermore it
indicates the standard deviation σ and the mean µ. Bottom: This graph shows
the histogram and the least squares best fit of the normal distribution (with:
µ = −38.2 m and σ = 0.35 m) from the dataset presented in the top graph.

The variance with regard to the extension that is related to the moment of slack tide Est

is difficult to determine. It relies on the variance of the the chain length, the draft of the
buoy, the charted depth and the tidal elevation.

Unfortunately there is no information with regard to the precision of the length of the
chain. Therefore it is assumed to be 0.2 m, which is approximately the length of one
shackle. The draft of the buoy is calculated using the shape and weight of the buoy, both
are precisely known resulting in σ2

Drbuoy
= 0.1 m.

The tidal elevation however is determined by field measurements during the dynamic
measurement campaign. The average tidal elevation for a prior defined moment of slack
tide is known with centimeter precision, resulting in σ2

T = 0.1m.

The precision of the charted water depth at the location of the buoy is influenced by many
parameters. The most important are the accuracy of the anchor position in combination
with the morphology, the dynamics of the morphology in combination with the acquisition
time and the measurement technique. Therefore, the variance of the of the charted depth
σ2
Z is assumed at 0.3 m.

Assuming uncorrelated variables and the application of the propagation of variance the
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following holds:

σ2
Est

= σ2
Lchain

+ σ2
Drbuoy

+ σ2
Z + σ2

T (4.27)

Substituting in the terms in equation 4.27 results in σ2
Est

≈ 0.7 m2.

Now the values for σ2
Est

, σ2
bd and σ2

gps are defined, they are combined in a total variance
σ2 necessary for the hypothesis testing with equation 4.26. Resulting in σ2 = σ2

Est
+σ2

bd+
σ2
gps = 0.83 m2. Note that in this initial case, using the high precise position solution

σ2
gps is neglected and set to zero.

4.6.3 Choice of the significance level α, GPS receiver, antenna and op-

erating mode

The choice of significance level α and the GPS receiver in combination with a particular
GPS antenna and operating mode - which determines σ2

gps - influences the detection delay.

The significance level directly influences the moment of slack tide detection and the chance
on a false early detection. If α is set too small, the detection delay increases. If we set α
to high, the chance on a false detection increases.

In figure 4.23 the detection delay is plotted as function of α for all GPS receivers in
combination with their antennas and operating modes that are evaluated during the
static measurement campaign. This is done by hypothesis testing on the dataset with
different critical values kα, which is a function of α and σ2. The zero detection delay, to
which this graph is related, is obtained with the Trimble R7 σgps ≈ 0 and a significance
level of α = 0.05.

The graph clearly shows the relation between the significance level and the detection
delay. Furthermore, measurement set-ups with a larger variance are more sensitive to
the choice of the significance level. The results of the Vincotech shows this in the most
extreme form that is observed, with a maximum additional detection delay of 7 minutes
with a significance level α of 0.01. Similar but less extreme results are seen for all the
configurations of the Garmin GPS 76 C(S)x.

The best result is obtained using the Septentrio AsteRx1 with a survey antenna in SBAS
mode, this is however somewhat surprising if we consider the results of the similar equip-
ment in a SD solution, yielding a very small bias. This can be explained by the fact that
for this application only the variance of the horizontal position estimate with regard to
the empirical mean is important, which is described by variance of the north and east
component σ2

NE = σ2
N + σ2

E .

Around a significance level α of 0.05 the detection delay increases almost exponentially
(due to exponential nature of a normal distribution), this point can therefore be seen as
an optimum significance level minimizing the detection delay and the chance on a false
alarm.

Figure 4.24 shows the probability of detection γ as a function of the buoy dynamics in
time. This graph is based on a significance level of α = 0.05 and the smoothed average
buoy extension is used as input. The moment T = 0 is the very moment that the extension
E is equal to the extension related to the moment of slack tide Est. The probability of
detection γ increases from approximately zero to one in approximately 400 seconds.
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Figure 4.23: This graph shows the detection delay for different significance levels, GPS
modes, GPS receivers and GPS antennas based on single epoch extensions.
The results of the static measurement campaign, where an analysis is made on
the performance of different GPS receivers, antennas and operating modes, is
used to calculate the detection delay. The zero delay is set equal to estimated
mean high water phase lag using the Trimble R7 (yielding millimetre accuracy).
Where PA stands for patch antenna, SU for survey antenna, SA for stand alone
and SD for single difference (a relative positioning technique). A low value
for α indicates an higher significance and a smaller chance on a false alarm.
However, a smaller value for α results in a larger phase lag.

4.7 The estimated phase lag at buoy 18

This section present the results of the estimated phase lag. The previous section is
devoted to detect the moment of slack tide. Once the moment of slack tide is known, the
determination of the phase lag is straight forward and is described in section 3.7.

Figure 4.25 shows the estimated phase lags for high and low water at water surface at
the location of buoy 18 on 1-5 July 2011. These results are based on GPS measurements
with the Trimble R7 and a significance level α of 0.05.

The average of the 8 observed high water phase lag ǫhw is 71 minutes. This is slightly
longer than the average low water phase lag ǫLW of 68 minutes. A slight difference is
expected, which is caused by the complex tidal propagation in estuaries. This effect is
also described by [Haas, 2007], [Horrevoets, 2002] and [Lievens, 2010].

The observed phase lags at 1-5 July show a standard deviation σ about the mean of 4.7
minutes for the high water phase lag based and 7.5 minutes for the low water phase lag
both are based on 8 observations. This holds under the assumption that: the phase lag
includes, for the five measurement days, exactly the same time span.

The precision of the standard deviation σσ is in this case significant due to limited number
of the phase lag estimates. It is shown in [Amiri-Simkooei, 2007] that the precision of the
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Figure 4.24: This graph shows the probability of detection γ as a function of the buoy
dynamics in time. The level of significance is chosen at α = 0.05. T = 0s is
the very moment the observed extension E is equal to the extension related
to slack tide Est. At this particular moment α = γ. As time progresses
the probability of detection γ increases until γ = 1. The input data is the
smoothed average extension observed with the Trimble R7 receiver and is used
in this analysis as a ground-truth of for the extension.

standard deviation estimate can be approximated using the following equations:

σσ̂ ≈ σσ̂2

2σ̂
(4.28)

Where

σσ̂2 =

√
2σ4

m− n
(4.29)

Where n stands for the number of unknowns, which in this case is 1 (the phase lag) and m
for the number of estimated phase lags which equals 8. This results in σσ̂2 = 1.25 minutes
for the high water phase lag and σσ̂2 = 2.01 minutes for the low water phase lag.
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Figure 4.25: These graphs show the high water phase lag ǫhw and low water phase lag ǫlw
at the location of buoy 18 in the Schelde Estuary (in the vicinity of Terneuzen).
The moment of slack tide is found with hypothesis testing using a significance
level α of 0.05. The moment of high water is derived from a tidal observation
station in Terneuzen (RWS). The black line represents the mean phase lag
based on 8 observation. The results of the estimated high water phase lag
have a standard deviation of 4.7 minutes. For the estimates of the low water
phase lag this is slightly larger: σ equals 7.5 minutes. This is shown in the
graph with the red line. Observation date is 1 till 5 July 2011.
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4.8 Validation of the estimated phase lag

This section describes the results of the validation of the average estimated phase lag
against: the SOBEK model, the phase lag equation and the current observations.

4.8.1 Modelled phase lag: SOBEK and the phase lag equation

Figure 4.26 shows the phase lag obtained with: the SOBEK model (29 June 1998 - spring
tide) [Nguyen, 2008], the phase lag equation (29 June 1998) [Savenije, 2005] and the
average estimated phase lag at buoy 18 (1-5 July 2011 - 3 July 2011 is spring tide). The
average phase lag at buoy 18 is in the same order of magnitude as the computed phase
lags.

The difference between the results of the phase lag equation and the average phase lag
of buoy 18 is fairly large. The phase lag equation, well appreciated for its simplicity,
does not differentiate between a high water and low water phase lag. Which results in a
difference of approximately 23 and 26 minutes.

The results of the SOBEK model and the average phase lag of buoy 18 are in close
agreement for the high water phase lag, but show a a large difference for the low water
phase lag. The difference for the high water phase lag is around 10 minutes, while for the
low water phase lag this is approximately 30 minutes.

The next subsection validates the phase lag at buoy 18 against ADCP current observa-
tions.

Figure 4.26: This graph shows the phase lags obtained with: the phase lag equation (29
June 1998 - spring tide), the SOBEK model (29 June 1998 - spring tide) and
the average estimated phase lag at buoy 18 (1-5 July 2011 - 3 July 2011 is
spring tide). Buoy 18 is approximately 42 km from ”de Vlakte van de Raan”
(VR). Image is adapted and taken from [Nguyen, 2008].
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4.8.2 ADCP observations in ”De Pas van Terneuzen”

Figure 4.27 shows the phase lag for high water ǫhw and low water ǫlw based on the inter-
pretation of the ADCP measurements. The interpretation of the ADCP measurements
to find the moment of slack tide is represented graphically in the appendix B.2. Based
on this interpretation ǫlw is equal to 65 minutes and ǫhw equals 68 minutes.

The average estimated phase lags from buoy 18 are in close agreement with the results
from the ADCP measurements. The difference is 3 minutes for ǫhw, and 3 minutes for ǫlw.
However, due to the measurement interval of the water level and water current there is
room for an interpretation error, which is in the worst case 2 times 10 minutes. Therefore,
should the results be interpreted carefully.
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Figure 4.27: This figure shows the low water phase lag ǫlw and high water phase lag ǫhw
based on the ADCP measurement and the observed tidal elevation at Terneuzen
of RWS. The moment of slack tide is found by interpreting the ADCP plots
which can be found in the appendix B.2. High and low water are found using a
simple numerical minimum and maximum algorithm. This results in ǫhw = 68
min and ǫlw = 65 min.



Chapter 5

Conclusions and Recommendations

This chapter contains the conclusions and recommendations of this thesis. The main
conclusion is drawn in section 5.1. Furthermore are the subquestions answered based on
the results of this research. In section 5.2 the recommendations with regard to the design
of an operational system are given.

5.1 Conclusions

The main conclusion: the estimation of slack tide based on GPS measurements on a
buoy can be accomplished with an accuracy better than 10 minutes.

Which GPS receiver, antenna and operating method is most suited for this
specific goal? Based on the results, which demonstrate the performance of different GPS
receivers and antennas in different operating modes in terms of accuracy and precision
and the influence of this precision on the slack tide detection method it can be concluded
that: a single frequency mid-range receiver with a survey antenna in SBAS mode offers
an optimum between the complexity of the equipment and the detection delay. This
implies a GPS-receiver with a wide front-end bandwidth (e.g. 10 MHz or more) and a
pseudorange precision of several decimeters. For example: the Septentrio AsteRx1 1.4.0
in combination with the PolaNt antenna.

What is the actual motion of the buoy during a tidal cycle? The three-dimensional
motion of the buoy can be described by: a local vertical motion caused by the vertical
tidal wave; a horizontal movement described by a main component caused by the tidal
current and perpendicular to this component a fairly small residual movement. Further-
more a high-frequent oscillatory movement is observed in all three directions due to the
wind-induced waves.

What is the most suitable navigation data from the GPS measurements? The
most suitable navigation data, which is the navigation data that contains the most in-
formation with regard to the moment of slack tide, is the relative local two-dimensional
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(horizontal) position. Absolute position brings no additional benefits, since the position
of the anchor is based on the observed positions of the buoy. Velocity estimates and
displacements contain no useful information for the following reasons: the time-averaged
velocity of the buoy never exceeds more than 1 cm/s; and in addition to this, the ob-
served instantaneous velocity is in the order of meters per second, which is caused by the
three-dimensional high frequency oscillatory motion due to the wind-induced waves.

What is a suitable method to estimate the moment of slack tide based on GPS
measurements on the buoy? Composite hypothesis testing is found to be a suitable
method to detect the moment of slack tide based on GPS measurement on buoys. The test
is designed to determine whether the extension of the buoy is either larger or smaller than
the extension related to the moment of slack tide. First, a relation between the moment of
slack tide and the position of the buoy is developed. This relation depends on the charted
depth and water level, the buoy’s draft, the tidal elevation and the length anchor chain;
which are provided by the Department of Waterways and Public Works. This implies that
the moment of slack tide is directly dependent on the accuracy of these provided values.
However, the maximum extension of the buoy appeared to be in reasonable agreement
with these provided values. Second, a stochastic model was developed for: the buoy
dynamics that are not related to the tidal current; the moment of slack tide and the GPS
position estimates. The results of composite hypothesis testing showed a precision about
the mean of around 5 minutes for high water slack, and 7 minutes for low water slack.

How do the results compare against nearby measurements of the water cur-
rent and estuary tidal propagation models? The estimated phase lags at buoy
18 obtained with the proposed method showed a fairly large bias with respect to the
analytical phase lag equation. A small improvement is noticed by a comparison of the
estimated phase lag against a one-dimensional hydraulic modelling system (SOBEK). The
differences can be explained by the fact that: the (analytical) tidal propagation models
provide a cross-sectional average phase lag, while the estimated phase lag only holds for
the very location of the buoy. However the results are in good agreement with the de-
tailed current measurements. Based on this validation the initial requirement, which is
the detection of slack tide with an accuracy less then 10 minutes, is fulfilled.

Can the method be further improved by including the knowledge about the
dynamics of the buoys and series of measurement as opposed to a single epoch
slack tide estimation? A significant improvement in the precision, of about 60-70%, of
the estimated one-dimensional extension is obtained by the application of a Kalman filter
algorithm. For the Kalman filter the dynamics of the buoy are modelled as a dampened
mass-spring system, which appears to be a valid approximation. An increase of the
precision of the extension results in a decrease of the detection delay. The detection delay
decreases approximately with 1.5 minutes. Therefore it is concluded that a Kalman filter
algorithm improves the estimation of slack tide.

5.2 Recommendations

In this section the recommendations are presented. Furthermore, it describes the proce-
dures of a recommended operational system to monitor and observe the moment of slack
tide in estuaries based on GPS measurements on a buoy.
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• A mid-range receiver is recommended, this implies a receiver with a psuedorange
accuracy of a decimeter. This receiver should be used with a survey antenna and
operated in SBAS mode.This recommended equipment offers an optimum between
cost and the detection delay of the moment of slack tide. For example the Septentrio
AsteRx1 with the PolaNt antenna in SBAS mode. It is important to remind that
for the SBAS corrections no additional local infrastructure is necessary.

• For real-time implementation it is suggested to combine this GPS receiver with a
wireless data link and power supply, which is described by [Berghuijs & Osnabrugge,
2011].

• It is recommended to choose an ATON buoy that is located in an ebb or flood
channel and therefore subject to one dominant current direction.

• For further improvement of the precision of the estimated slack tide, it is recom-
mended to apply Kalman filtering to the observed extensions.

• The following procedures with regard to an operational system to monitor and
observe the moment of slack tide in estuaries based on GPS measurements on a
buoy are recommended:

– Initial Phase In the initial phase, the most important variables are deter-
mined by an analysis of the buoy’s motion. Furthermore some parameters
that describe the moment of slack tide need to be acquired.

∗ Determine or acquire the following information: the length of the anchor
chain, the draft of the buoy, the horizontal tidal amplitude during the
measurements at the location of the buoy, and the water depth at the
approximate location of the anchor with a manual sounding or with hy-
drographic map.

∗ Find the dominant current direction using principle component analysis
based on observations of the buoy’s position during several tidal cycles.

∗ Determine the centre point, with equation 3.5 based on the observed ex-
tensions of the buoy during several tidal cycles.

∗ Validate the information about the chain length, water depth, water level
and buoy draft, which results in a theoretical maximal extension, against
the observed maximal extension. The extension of the moment of slack
tide is now a function (see eq:4.23) of these validated variables.

∗ Combine the stochastic properties of: the buoy’s motion that is not related
to the tidal current; the GPS measurement set-up and the definition the
moment of slack tide using equation 4.26.

– Operational Phase In the operational phase, the moment of slack tide is
found by an analysis of the measurements of the position the buoy.

∗ Project the observed horizontal buoy positions on to the dominant current
direction and relate these to the defined centre point. This yields the
observed extension.

∗ Use composite hypothesis testing to test wheter the extension of the buoy
is either larger or smaller than the extension related to moment of slack
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tide by equation (3.12), the first positive test in a time series of tests defines
the moment of slack tide.

∗ The phase lag is obtained by computing the time difference between the
moment of slack tide and the moment of high/low water. Therefore the
observed water levels from a nearby tidal measurement station are neces-
sary.
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Appendix A

Details of the GPS Receivers

A.1 GPS receivers and firmware

GPS Receiver Specification 1 Specification 2

Vincotech A1084 Firmware version 3.5.2
Garmin GPS 76 C(S)x Software version 4.00 GPSSW version 3.00s
Septentrio AsteRx1 1.4.0 Boot loader version 1.7 GNSSFW version 1.4.0

Trimble R7 Version 2.32

Table A.1: GPS receiver specification

A.2 Factsheets
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Appendix B

RWS Measurement campaign

B.1 Overview measurement location

Figure B.1: Overview map of the ADCP measurements from RWS.

B.2 ADCP current observation around the moment of slack

tide
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100 RWS Measurement campaign

Figure B.2: This figure shows the velocity of the current in the cross-section of ’De Pas
van Terneuzen’ on 6 July 2011 on three measurement intervals. The time of
the measurement interval is denoted in left-top of each graph. Positive values
indicate an ebb current, while negative values indicate a flood current. The color
bar is inconsistent. The red circle indicates roughly the location of the buoy
within the cross section. From top to bottom the graphs show the situation
just before, during and after the moment of low water slack.
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Figure B.3: This figure shows the velocity of the current in the cross-section of ’De Pas
van Terneuzen’ on 6 July 2011 on three measurement intervals. The time of
the measurement interval is denoted in left-top of each graph. Positive values
indicate an ebb current, while negative values indicate a flood current. The color
bar is inconsistent. The red circle indicates roughly the location of the buoy
within the cross section. From top to bottom the graphs show the situation
just before, during and after the moment of high water slack.
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Appendix C

Tidal and meteo information

C.1 Tidal Information
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Figure C.1: Observed water level at the RWS measurement station Terneuzen from 1-6 July
2011. Courtesy: RWS
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C.2 Meteo Information
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Figure C.2: Observed wind velocity and direction in Vlissingen at 1 till 7 July 2011. Vlissin-
gen is approximately 20 km separated from buoy 18. Courtesy: Royal Nether-
lands Meteorological Institute.



Appendix D

Processing kinematic baseline
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Figure D.1: This graph shows the difference in baseline length (Multraship office in the
City of Terneuzen - Buoy 18) derived with two different GPS data processing
packages: Trimble Geomatics Office and MGP-software developed by Ir. P.J.
Buist). The larger difference (≥ 0.1m) occur at the moment that TGO reports
difficulties in the ambiguity determination, which results in a float solution. The
mean difference in baseline length between the two packages is smaller than 1
cm. Observation date is 4 July 2011.
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Figure D.2: This graph shows the difference in baseline length between two GPS data pro-
cessing packages: Trimble Geomatics Office and MGP-software developed by
Ir. P.J. Buist. The graph is a selection of figure D.1 during a period in time
where the position estimates are based on a fixed phase solution for both soft-
ware packages. The mean difference µ = 0.01 m and the standard deviation
σ = 0.0027 m. Observation date is 4 July 2011.



Appendix E

Auto-covariance of the output

The propagation law for the auto-covariance of the output x(t), assuming that x(t0) is
uncorrelated with z(t), is defined as [Teunissen, 2001]:

Qxx(t1, t2) = Φ(t1, t0)Qxx(t0, t0)Φ(t2, t0)
∗+

∫ t1

t0

∫ t2

t0

Φ(t1, τ1)G(τ1)Qzz(τ1, τ2)G(τ2)
∗Φ(t2, τ2)

∗dτ1dτ2

(E.1)

Inhere equals:

Φ(t1, t0) = (λ2 − λ1)
−1

[
λ2e

λ1(t1−t0) − λ1e
λ2(t1−t0) −eλ1(t1−t0) + eλ2(t1−t0)

λ1λ2e
λ1(t1−t0) − λ1λ2e

λ2(t1−t0) −λ1e
λ1(t1−t0) + λ2e

λ2(t1−t0)

]

(E.2)

and

G =

[
0
1

]
(E.3)

In (E.2) the transition matrix for t0 to t1 is defined. The other transition matrices
(Φ(t1, t0), Φ(t2, t0), Φ(t1, τ2) and Φ(t2, τ2)) are obtained by a substitution of the time-
notations on the left- and right hand side of the equation. Qxx(t0, t0) is described by the
variance matrix of the initial state vector x(t0). Qzz is the auto-covariance matrix of the
input vector z(t), which is in this case a scalar.

Filling in the terms in (E.1), the following yields:

Qxx(t1, t2) = Φ(t1, t0)Qxx(t0, t0)Φ(t0, t0)
∗ + ...

(λ2 − λ1)
−2Qzz

∫
t1

t0

∫
t2

t0

[
Φ12(t1, τ1)Φ12(t2, τ2) Φ12(t1, τ1)Φ22(t1, τ1)
Φ22(t1, τ1)Φ12(t2, τ2) Φ22(t1, τ1)Φ22(t2, τ2)

]
dτ1dτ2

(E.4)
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In this equation implies ... that the function continues on the next line. The subscripts
indicate the elements of the transition matrix E.2 and where:

Φ12(t1, τ1)Φ12(t2, τ2) =
eλ1t1eλ1t2

eλ1τ1eλ1τ2
− eλ2t2eλ1t1

eλ1τ1eλ2τ2
− eλ1t2eλ2t1

eλ2τ1eλ1τ2
+

eλ2t1eλ2t2

eλ2τ1eλ2τ2
(E.5)

Φ12(t1, τ1)Φ22(t2, τ2) =
eλ1t1λ1e

λ1t2

eλ1τ1eλ1τ2
− eλ1t1λ2e

λ2t2

eλ1τ1eλ2τ2
− eλ2t1λ1e

λ1t2

eλ2τ1eλ1τ2
+

eλ2t1λ2e
λ2t2

eλ2τ1eλ2τ2
(E.6)

Φ12(t2, τ2)Φ22(t1, τ1) =
eλ1t1λ1e

λ1t2

eλ1τ1eλ1τ2
− eλ1t2λ2e

λ2t1

eλ2τ1eλ1τ2
− eλ2t2λ1e

λ1t1

eλ1τ1eλ2τ2
+

eλ2t1λ2e
λ2t2

eλ2τ1eλ2τ2
(E.7)

Φ22(t1, τ1)Φ22(t2, τ2) =
λ1

2eλ1t1eλ1t2

eλ1τ1eλ1τ2
− λ1e

λ1t1λ2e
λ2t2

eλ1τ1eλ2τ2
− λ2e

λ2t1λ1e
λ1t2

eλ2τ1eλ1τ2
+

λ2
2eλ2t1eλ2t2

eλ2τ1eλ2τ2

(E.8)

Taking the double integral over the second matrix in (E.4), is done by taking the double
integral over the individual elements of this matrix described by (E.5) till (E.8).

∫ t1

t0

∫ t2

t0

Φ12(t1, τ1)Φ12(t2, τ2)dτ1dτ2 =

eλ1t2eλ1t1

(eλ1t0)
2
λ1

2
− eλ2t1

eλ2t0λ2
2 − eλ2t2eλ1t1

eλ1t0eλ2t0λ1λ2
− eλ1t2eλ2t1

eλ1t0eλ2t0λ1λ2
+ ...

eλ2t2eλ2t1

(eλ2t0)
2
λ2

2
− eλ1t1

eλ1t0λ1
2 + eλ2t2eλ1t1

eλ2t0eλ1t2λ1λ2
+ eλ1t2eλ2t1

eλ1t0eλ2t2λ1λ2
− ...

eλ1t2

eλ1t0λ1
2 + λ2

−2 + eλ2t2eλ1t1

eλ1t0eλ2t1λ1λ2
+ eλ1t2eλ2t1

eλ2t0eλ1t1λ1λ2
− ...

eλ2t2

eλ2t0λ2
2 + λ1

−2 − eλ2t2eλ1t1

eλ1t2eλ2t1λ1λ2
− eλ1t2eλ2t1

eλ2t2eλ1t1λ1λ2

(E.9)

∫ t1

t0

∫ t2

t0

Φ12(t1, τ1)Φ22(t2, τ2)dτ1dτ2 =

eλ1t2eλ1t1

λ1(eλ1t0)
2 − eλ2t1

λ2eλ2t0
− eλ2t2eλ1t1

λ1eλ1t0eλ2t0
− eλ1t2eλ2t1

λ2eλ2t0eλ1t0
+ ...

eλ2t2eλ2t1

λ2(eλ2t0)
2 − eλ1t1

λ1eλ1t0
+ eλ2t2eλ1t1

λ1eλ1t2eλ2t0
+ eλ1t2eλ2t1

λ2eλ2t2eλ1t0
− eλ1t2

λ1eλ1t0
+ ...

λ2
−1 + eλ2t2eλ1t1

λ1eλ1t0eλ2t1
+ eλ1t2eλ2t1

λ2eλ2t0eλ1t1
− eλ2t2

λ2eλ2t0
+ λ1

−1 − ...
eλ2t2eλ1t1

λ1eλ1t2eλ2t1
− eλ1t2eλ2t1

λ2eλ2t2eλ1t1

(E.10)

∫ t1

t0

∫ t2

t0

Φ12(t2, τ2)Φ22(t1, τ1)dτ1dτ2 =

eλ1t2eλ1t1

λ1(eλ1t0)
2 − eλ1t2eλ2t1

λ1eλ1t0eλ2t0
− eλ2t2eλ1t1

λ2eλ2t0eλ1t0
+ eλ2t2eλ2t1

λ2(eλ2t0)
2 − ...

eλ1t1

λ1eλ1t0
+ eλ1t2eλ2t1

λ1eλ2t2eλ1t0
+ eλ2t2eλ1t1

λ2eλ1t2eλ2t0
− eλ2t1

λ2eλ2t0
− eλ1t2

λ1eλ1t0
+ ...

eλ1t2eλ2t1

λ1eλ2t0eλ1t1
+ eλ2t2eλ1t1

λ2eλ1t0eλ2t1
− eλ2t2

λ2eλ2t0
+ λ1

−1...

− eλ1t2eλ2t1

λ1eλ2t2eλ1t1
− eλ2t2eλ1t1

λ2eλ1t2eλ2t1
+ λ2

−1

(E.11)
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∫ t1

t0

∫ t2

t0

Φ22(t1, τ1)Φ22(t2, τ2)dτ1dτ2 =

eλ1t2eλ1t1

(eλ1t0)
2 − eλ1t2eλ2t1

eλ1t0eλ2t0
− eλ2t2eλ1t1

eλ1t0eλ2t0
+ eλ2t2eλ2t1

(eλ2t0)
2 − ...

eλ1t1

eλ1t0
+ eλ1t2eλ2t1

eλ1t0eλ2t2
+ eλ2t2eλ1t1

eλ2t0eλ1t2
− eλ2t1

eλ2t0
− ...

eλ1t2

eλ1t0
+ eλ1t2eλ2t1

eλ2t0eλ1t1
+ eλ2t2eλ1t1

eλ1t0eλ2t1
− eλ2t2

eλ2t0
+ 2− ...

eλ1t2eλ2t1

eλ2t2eλ1t1
− eλ2t2eλ1t1

eλ1t2eλ2t1

(E.12)

Now the auto-covariance of the output is completely evaluated, the values for mass-spring
model of buoy 18 are substituted in (E.4). That is γ = 10 s−1, ω2 = 1

90 s−2, which results
in the following two eigenvalues λ1 = 0.00055 s−1 and λ2 = −20.00055 s−1. Furthermore,
we substitute the time notations: t0 = 0 and t1 = t2 = 1. Now the following yields:

Qxx(t1, t2) =

[
−20.0116 −1.0006

−0.0110 −0.0006

]
Qxx(t0, t0)

[
−20.0116 −0.0110

−1.000550 −0.000550

]

+Qzz

[
0.9040 0.9508

0.9508 1.0011

] (E.13)
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