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Summary

The Terahertz gap is the portion of the spectrum lying between 300 GHz and 3 THz.

The initial development of Terahertz technology was driven by Space-based instruments for

astrophysics, planetary, cometary and Earth science. However, in recent years, the interest

of Terahertz science has been rapidly expanded due to the emergence of new applications as

secure screening of concealed weapons for military and civil purposes, biological screening,

medical imaging, industrial process control and communication technology, to mention

some of them. A common characteristic of THz systems is that all of them use quasioptical

elements to focus the beams and achieve sufficient signal-to-noise ratios.

This doctoral thesis has focus on the analysis and development of quasioptical systems

for two different types of THz applications: direct detection for space and heterodyne

imaging for security. In the first part, THz absorbers-based detectors for space applications

are studied. As this type of detectors can only be studied in reception, their analysis, when

located under focusing systems, is usually done by full wave simulations under normal

incidence illumination. This method does not describe well the actual coupling to the

focusing element when the F/D ratio of the system is relatively small. An spectral model

based on Fourier optics has been developed for an accurate and efficient analysis of linear

absorbers under THz focusing systems for both small and large F/D ratios. The second

part of this thesis is devoted to the optical system of a THz imaging radar for security

screening. The goal in this part was to provide an existing THz imaging radar with new

capabilities by using quasioptical solutions that do not modify the scanning mechanism

and the back-end electronics. On one hand, the radar has been provided with an all-

quasioptical waveguide that performs time-delay multiplexing of the beams, reducing the

image acquisition time a factor of two by only adding some extra optical elements to the

system. Furthermore, the feasibility of this technique to be applied to large linear arrays

of transceivers is proven. On the other hand, the radar was provided with refocusing

capabilities by implementing the classical optical solution of translating the transceiver.





Samenvatting

De Terahertz band is dat gedeelte van het spectrum liggend tussen 300 GHz en 3

THz. De eerste ontwikkelingen binnen Terahertz technologie werden aangedreven door

ruimtevaartinstrumenten voor astrofysica, planetaire-, kometen- en aardwetenschappen.

Echter heeft de interesse in Terahertz wetenschap zich in de afgelopen jaren snel uitge-

breid door de opkomst van nieuwe toepassingen. Dit zijn toepassingen zoals beeldvorming

van verborgen wapens voor militaire en civiele doeleinden, biologische en medische beeld-

vorming, controle van industrile processen en communicatie technologie, om maar enkele

voorbeelden te noemen. Een gemeenschappelijk kenmerk van Terahertz systemen is dat

ze allemaal gebruikmaken van quasi-optische elementen om de bundels te focussen en de

vereiste signaal-ruisverhoudingen te behalen.

Dit proefschrift focust zich op de analyse en ontwikkeling van quasi-optische systemen

voor twee verschillende types van THz applicaties: directe detectie voor ruimtetoepassingen

en heterodyne beeldvorming voor beveiligings-toepassingen. In het eerste gedeelte worden

op absorptie gebaseerde THz detectoren voor ruimtetoepassingen bestudeerd. Aangezien

dit type detectoren alleen kan worden bestudeerd in ontvangstmodus, wordt dit vooral

gedaan door middel van full-wave simulaties onder loodrechte incidentie, mits de detec-

toren zich onder een focusing systeem bevinden. Echter beschrijft deze methode de werke-

lijke koppeling tot het focusing element niet goed wanneer de F/D ratio van het systeem

relatief klein is. Een spectraal model, gebaseerd op Fourier-optica, is ontwikkeld voor

een accurate en efficinte analyse van lineare absorbers onder THz focusing systemen voor

zowel kleine als grote F/D ratios. Het tweede gedeelte van dit proefschrift is toegewijd

aan het optische systeem van een THz imaging radar voor beveiligings-beeldvorming. Het

doel van dit tweede gedeelte is om een bestaande imaging radar te voorzien van nieuwe

capaciteiten. Dit wordt gedaan door gebruik te maken van quasi-optische oplossingen

die de scan-mechanismes en back-end elektronica niet veranderen. Allereerst is de radar

voorzien van een volledig quasi-optische golfgeleider die time-delay multiplexing uitvoert

op de bundels. Dit reduceert de beeld-acquisitie tijd met een factor twee doormiddel van



het toevoegen van enkele optische elementen aan het systeem. Verder is de haalbaarheid

van deze techniek op grote lineare arrays van transceivers bewezen. Ten tweede is de

radar voorzien van herfocussing mogelijkheden door middel van het implementeren van de

klassieke optische oplossing, het verplaatsen van de transceiver.
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Chapter 1

Introduction

1.1 The Terahertz Gap

The portion of the electromagnetic (EM) spectrum known as the Terahertz (THz) Gap

covers the region between 300 GHz and 3 THz (also called submillimeter wave range, 100

- 1000 µm), although some authors enlarge these limits to 100 GHz - 10 THz, [1]. It

occupies an intermediate region between two mature and highly technologically developed

spectral bands, the microwave and optical regimes. Compared to those two bands, terahertz

technology has been investigated to a lesser extent, [2]. There are two general approaches

adopted to fill in THz Gap: one is up-scaling the technology developed in microwaves,

where the main goal is to detect EM fields by means of using antennas, and, the other

one, down-scaling the technology developed in optics, where the power of the radiation is

measured. The up-scaling of the microwave technology is not easily achievable because

of the inefficiency of frequency multipliers and the difficulties, and the extremely high

costs, in the mechanization and manufacturing of guides and other components. Similarly,

the down-scaling of photonics is also not straightforward, due to the absence of, naturally

occurring, energy band-gap. Molecular absorption in gases, which is good for spectrometry

at THz to characterize materials, is another drawback in the development of this technology

applied to wireless sensing. However, there have been numerous recent breakthroughs in

this field, which has experienced rapidly growth, reducing this gap, [3].

Space-based instruments for astrophysics, planetary, cometary and Earth science mis-

sions were the initial points for the development of terahertz sources, sensors and systems

over the past several decades. However, in recent years, the interest in Terahertz science

has been rapidly expanded due to the fast emergence of new terrestrial applications that
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motivates the development of new terahertz technology. This explosion is stimulated by

the promising properties of this frequency band in terms of small wavelength, penetrating

capabilities, and the possibility of using it for future high-speed communications. Ex-

amples of these relatively new applications include secure screening (concealed weapons,

explosives, and drugs detection) for military and civil purposes [4, 5], biological and non

biological screening and medical imaging [6], spectroscopy at submillimeter waves [7–9],

industrial process control [10] and information and communication technology [11,12].

1.1.1 Submillimeter-Wave Sensors

The sensors at submillimeter wavelengths can be classified into two different groups:

coherent and incoherent (or direct) detectors, [13]. At submillimeter wavelengths, co-

herent detection is mostly done using heterodyne receivers due to the lack of low-noise

THz amplifiers. The signal is received at THz frequency and down-converted to an in-

termediate frequency by combining it with the output of a local oscillator using mixers.

The resulting signal, with an intermediate frequency, can then be further down-converted

or demodulated. Coherent sensors at submillimeter waves include: the superconductor-

insulator-superconductor (SIS) tunnel junction mixers [14, 15] and hot-electron bolometer

(HEB) mixers [16] at shorter wavelengths; and Schottky diode mixers [17, 18] that can be

used for the entire submillimeter-wave spectral range. On the other hand, direct detec-

tors operating principle is absorbing EM radiation in a material and sensing the resulting

change in a physical property of that material. This second type of detection provides

only information about the amplitude of the signal. A broad classification of direct sen-

sors could be: semiconductor detectors, that make use of the excitation of electrons in the

valence band when radiation with energy greater than the energy gap of the material is

absorbed [19]; bolometers, specifically superconducting bolometers, like Transition Edge

Sensors (TES) [20, 21], that exploit the transition between the superconducting and nor-

mal state of the metal; and superconducting detectors, which operates below the critical

temperature of the superconducting material, like Kinetic Inductance Detectors (KID) [22]

or Superconducting Tunnel Junction (STJ) detectors [23].

1.2 THz Direct Detection for Space

Although the original motivation for the development of Terahertz science was the

spectroscopy, the main driving force has been the Space science advancement. Most of
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the radiation in the universe emitted since the Big Bang falls into the submillimeter and

far-infrared range. By studying the EM waves coming from the distant stars and galaxies

at terahertz frequencies, one can study how stars are formed, galaxies evolved, and how

planetary systems come about. Terahertz emission is also associated with the atmospheric

behavior and components track in planets, moons, and comets. Even for the Earth, tera-

hertz radiation can be an indicator of global warming. Instruments at submillimeter waves

have, therefore, the capability to uncover a lot of information for astronomy, Earth and

planetary sciences.

In astronomy, the challenge lies in finding out signals from the remote starts and galaxies

embedded in the noise of interstellar background and the one generated by the sensors

themselves, [13]. Submillimeter astronomical instruments operate in a regime where the

signal to noise ratio (SNR) is exceptionally low. That lead to the need of developing

extremely high sensitive sensors.

In the new generation of THz instruments for Space applications, arrays of thousands of

detectors are required to image large portions of the sky. Among the direct detectors, the

ones based on superconductors are the most sensitive ones. Throughout the last decade,

instruments using hundreds of individual bolometers have beem dominating submillimiter

and millimeter astronomy [24, 25]. Fully sampling arrays of up to thousands of pixels are

now reaching maturity [26]. However, even with these great advances, further array scaling

is strongly limited by the multiplexing factor of the readout electronics. A promising

alternative to traditional bolometers are kinetic inductance detectors. KIDs are being

seriously considered for such purposes due to the extreme ease of integration in array

configurations that they offer. Indeed, arrays with more than 20K elements using KIDs

have been recently demonstrated, [27].

1.2.1 Kinetic Inductance Detectors

Kinetic Inductance Detectors, [22,28], can relate THz power to changes in the resonance

frequency of a microwave resonator. The energy required to break down a Cooper pair

in a superconductor into two unbound electrons (quasi-particles) is two times the energy

gap (∆). This energy is of the order of kBTc where Tc is the superconducting transition

temperature. KIDs measure changes in the quasi-particle population that occur within

the volume of a superconducting film when an EM wave of frequency higher than 2∆/h

is absorbed. As a result of the increment in the quasi-particles population, there is an

alteration in the complex impedance of the film related with the increase of the kinetic
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inductance (Lk). In practice, this variance in Lk is very small so, in order to be possible to

sense it, the film has to be fabricated into a very high quality factor (Q factor) microwave

resonance circuit. Generally, to create high Q microwave resonators from superconducting

films for the detection of EM radiation, distributed half-wave or quarter-wave resonators

using coplanar-waveguide (CPW) geometries are used. A meandering line is designed to

resonate at a specific low GHz frequency (usually around 8 GHz) for which it has the length

of a half or quarter wavelength. The resonator is then coupled to a CPW readout line.

The transmittance S21 of this line shows a sharp dip in correspondence of the resonance

frequency. When the THz radiation is coupled to the superconductor resonator, it breaks

Cooper pairs changing the density of quasi-particles. This fact is linked to changes in the

propagation constant and the characteristic impedance of the line that are translated to

changes in the resonance frequency of the resonator. This variation can be easily read as a

shift in the S21 parameter of the readout CPW line, whose dip moves to lower frequencies

and becomes shallower and broader.

KIDs have the very attractive features of having a theoretical background limited sen-

sitivity, high optical efficiency and ease of frequency multiplexing. By fabricating many

resonant elements of different resonant frequencies (slightly changing the length of the res-

onators), it is possible to multiplex many resonators easily onto a single readout line. In

figure 1.1, an image of a kinetic inductance detector and an array of them multiplexed with

the same readout line is depicted.

Figure 1.1: (Left) Artificially colored image of a KID, [29]. (Right) Array of KIDs with the same readout

line, [30].
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1.2.2 THz Power Coupling Mechanism

The coupling of the terahertz radiation onto the KID resonator line is crucial when

dealing with such low SNR as the ones in astronomy. There are two different approaches

to accomplish this coupling: using antennas [31–33] or using absorbers (commonly known

as Lumped Element Kinetic Inductance Detector or LEKID, [34]), see figure 1.2. In the

first coupling method, an antenna is connected to the CPW resonator launching the radi-

ation received through the line. This approach allows a more simple implementation since

one can design and optimized separately the antenna and the resonator. In the second

scenario, the coupling is achieved directly in the resonator meander lines. By making the

meander lines such that it forms an impedance matched with the incoming signal, the

absorption is achieved. Therefore, the implementation becomes more complicated since

the geometry optimization has to be done together with the resonator design. For both

methods, detection is achieved in the same manner once the incident radiation has been

absorbed. Only absorber-coupled KIDs will be discussed in this thesis.

Figure 1.2: (Left) Antenna-coupled KID, [35] (Right) Absorber-coupled KID, courtesy of SRON

In real scenarios, the large arrays of KIDs would be placed in the focal plane of a

telescope for the initial coupling of the radiation. A large number of elements imply that

the Focal Distance to Diameter (F/D) effective ratio desired telescope have to be quite large

to avoid degradation of the off focus beams. Initially, absorber-based KIDs have been used

directly as free-standing arrays in the focal plane of the telescope, [34, 36]. However, the

sampling and optical efficiency, as well as the mutual coupling between the elements of the

array, can be improved by using an extra external coupling system as silicon lenses [37], see

figure 1.3. Moreover, as it is explained in chapter 3, the operating frequency band can also

be improved if the absorbers are placed in the interface between silicon and air. Despite
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Figure 1.3: Array of absorber-based KIDs coupled to silicon lenses. One lens is used to couple the radiation

onto each absorber.

the advantages of using focusing systems to couple the radiation onto the absorbers, it also

complicates their analysis, design and optimization since it has to be done together with

the silicon lenses. It typically requires full-wave time-consuming simulations.

1.3 THz Heterodyne Imaging for Security

During the last years, there has been a significant interest in the use of terahertz de-

tection for imaging of concealed weapons, explosives, drugs and chemical and biological

agents. The allure of terahertz detection for security imaging applications lies mainly

on three characteristics of these wavelengths as explained in [4]: it is easily transmit-

ted through most non-metallic and non-polar mediums (packaging, corrugated cardboard,

some clothing and shoes depending on the material, etc.) in order to detect potentially haz-

ardous materials contained within; those materials of interest for security reasons present

characteristic THz spectra that could be used to identify them; and the fact that THz ra-

diation is non-ionizing so it provides minimal health risks. Furthermore, while millimeter

wave imaging systems [38–40] penetrate better through some materials compare to THz

systems, spatial resolution and spectroscopic signatures are important considerations that

favour THz scanning for security applications.

Most of the current systems for detecting weapons and other objects concealed under

clothing are portal-based where the sensor and target have to be in close proximity. How-

ever, remote detection of concealed objects would add operational flexibility. Imaging of

targets located at long distances requires operating at high frequencies so that portable an-

tennas can be effectively large enough in order to maintain the spatial resolution. Over last

years, the NASA Jet Propulsion Laboratory (JPL) has developed an ultra wideband 675
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GHz radar, that enables sub-centimeter resolution for a static nominal standoff distance of

25 m with an aperture of 1 m and frame rates of about 1 Hz, [5]. The signal attenuation

is overcome by using heterodyne transceiver architecture (i.e. active illumination), which

achieves enough output power and SNR to obtain good quality images. The frequency

band around 675 GHz was chosen because it lies in a trough of an atmospheric attenuation

window, while providing sufficiently high spatial resolution for a favorable tradeoff between

antenna size and standoff range. Besides JPL, other research groups are also making rapid

progress in THz imaging radar both in the 675 GHz transmission window, [41,42], and in

the next-lower one at 350 GHz, [43].

Back to the THz imaging radar developed at the JPL, after the initial system concept

was demonstrated in 2008 [44], almost all the effort has been made to reduce the acquisition

time without degrading the image quality [45–47]. Increasing the radar’s imaging speed

is important to handle targets in motion and to image over a larger field of view (FoV).

Moreover, in realistic scenarios, the target will not remain in the same position and the

system will need to refocus to different distances in order to maintain a similar quality in

the images. Both enhancements can be done extremely fast by using arrays. However, as

a consequence of the small market for THz components, there is a very limited number of

suppliers for sources and detectors and the commercial components that do exist are very

expensive even compared to specialized millimeter-wave components. The high component

cost is also driven by the tighter mechanical tolerances needed for devices, waveguides

structures, and antennas, [48]. As an alternative, there is the option of using classical

optical solutions applied for multiplexing beams and refocusing.

1.4 Thesis Goal

In previous sections, some of the limitations in THz imaging systems and their design

process for outer space and security applications have been identified. Those limitations

currently reduce the potential performance of the systems. The scope of this thesis is to

improve the performance of THz absorbers and THz imaging radars by exploiting the use

of external quasioptical systems. The terms quasioptics concerns to the propagation of

EM radiation when the wavelength is moderate smaller or comparable to the size of the

optical components (e.g. lenses, mirrors, and apertures) [49]. Quasioptics is so named

because it represents an intermediate regime between conventional optics and full wave

electromagnetic solutions, and is relevant to description of signals in the terahertz region.

All operating THz systems make use of quasioptical elements to focus the beams and
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achieve sufficient SNR.

The goals of this doctoral thesis are mainly divided into two parts, both of them leaning

on the study and analysis of quasioptical systems for THz imaging applications. In the first

part, the main goal has been to improve the performance, in terms of optical efficiency,

sampling and mutual coupling, of THz absorbers by using external quasioptical coupling

systems. In the second part, the goal has been to improve the performance, in terms of

acquisition time and dynamic range, of an existing THz imaging radar for security, by also

using quasioptical elements.

1.4.1 Absorbers under THz Focusing Systems

While the properties of antenna-coupled KIDs can be studied in transmission or in

reception, due to reciprocity, the absorber configuration can only be studied in reception.

In view of this, the analysis of the absorbed-based detectors under the illumination of THz

focusing systems is typically carried out, by full wave simulations, under normal plane wave

incidence [34,50]. However, resorting to a single plane wave incidence, the actual coupling

to the focusing system, that occurs via a finite spectrum of plane waves (see figure 1.4),

is typically not well described. The single plane wave procedure is accurate for large

F/D systems (i.e. focusing systems where the focal field is the results of a small angular

spectrum) typical scenario for instruments with free-standing absorbers in the focal plane of

a telescope. However, in case of coupling through lenses, which are characterized by smaller

F/D ratios, the standard normal plane wave incidence is not appropriate any more. In this

thesis, the coupling between focusing systems and linearly polarized absorbers, embedded

in a generic multilayer dielectric structure, is investigated by developing an analytical

spectral model based on Fourier Optics (FO). This model is used in combination with

a rigorous and analytical equivalent network representation of the absorber itself, also

developed within this work. The proposed method is able to analytically and efficiently

characterize the power captured by distributed absorbers located under focusing systems,

also with small F/D ratios, printed on a multilayer dielectric structure, avoiding the need

of full-wave time-consuming simulations. Furthermore, it explicitly highlights the physical

mechanism occurring in the coupling of the plane waves with the absorbers lines. An effort

has been made to highlight the absorber minimum dimension for which the mentioned

method provides accurate results.
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Figure 1.4: Field in the focal plane of a focusing system as a superposition of plane waves.

1.4.2 New Capabilities for a THz Imaging Radar

The JPL’s 675 GHz imaging radar has demonstrated to effectively detect concealed

person-borne threats with frame rates of about 1 Hz, [44]. However, the final goal for the

radar is to achieve near-video rate imaging. The radar’s current speed could be increased

using faster beam scanning motors, but this approach is infeasible because the motor’s size

and power requirements increase rapidly with the FoV and frame rate. Another option to

shorten the acquisition time, while minimizing the number of transceivers is to implement

quasioptical time-delay multiplexing of the radar beam. This technique does not intro-

duce any modifications in the scanning mechanism or back-end electronics hardware, while

reducing the imaging time by a factor of two. In a first approach described in [46], the

multiplexing was achieved using waveguide structures, leading to high ohmic losses and de-

creased sensitivity from transmit/receive signal leakage. A low-loss alternative is using an

all-quasioptical multiplexing approach initially proposed in [45] and implemented success-

fully in [5] to avoid these problems while still doubling the imaging frame rate. However,

to reach the desired near-video imaging speed, multiplexing a single beam into two is still

not enough; a THz transceiver array will be necessary. The next generation of heterodyne

arrays at submillimeter wavelengths is likely to be in the format of linear arrays, [47, 51].

In this thesis we present a study of how time-delay beam multiplexing using a quasioptical

system could work for a linear array of multiple beams simultaneously.

Besides the efforts to demonstrate the feasibility of the time-delay multiplexing applied
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to large arrays, another goal of this thesis has been to provide the current radar with

refocusing capabilities. The narrow beams needed for high resolution imaging only exist

around the focal location of the antenna system. Outside this region the signal-to-noise

ratio decreases and image blurring increases due to the defocusing effects resulting in gain

loss and beam broadening of the antenna beam. Therefore, when objects located away from

the nominal standoff distance are imaged, refocusing becomes necessary. To implement a

refocusing system, the image focal plane must be displaced. Such displacement could

be done extremely fast electronically by using phased arrays [52]. Although possible in

theory, it is not practically achievable with the currently available THz technology. The

conventional optical option, as an alternative to the phased array, to design a refocusing

system by mechanically translating components has also been a goal of the present work.

1.5 Thesis Outline

The thesis is divided in seven chapters including the introductory and the concluding

ones. Chapter 2 includes an overview of the different analysis methods for focusing systems

along the EM spectrum and acts as a link for the following chapters. Chapters 3 and 4 are

devoted to direct detection for space applications while 5 and 6 to the quasioptical system

of a THz imaging radar for security use.

In Chapter 21, the representation of the focusing systems across the different frequency

domains is reviewed. Besides, a technique used in the optical domain, Fourier optics, is

applied to focusing systems in the THz regime to obtain a representation of the focal field

as a plane wave expansion. In this chapter, the limits of applicability of this technique as

a specific dimension of the focal plane are also established.

In Chapter 32, a rigorous equivalent network representing linearly polarized THz ab-

sorbers under a single plane wave incidence, is developed. The network includes, on one

hand, the vectorial representation of the general propagation and scattering of the domi-

nant EM waves and, on the other hand, details of the absorber geometry.

In Chapter 4, results obtained in chapters 2 and 3 are linked to obtain an complete

analytical model able to accurately and efficiently characterize absorbers distributed in the

focal plane of THz focusing systems. The tool derived from the model is used for designing

several THz lens-coupled absorbers to be used as kinetic inductance detectors showing

1Part of the content of Chapter 2 and Chapter 4 is published in [J3] (see page 143)
2The content of this chapter is published in [J4] (see page 143)
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broadband absorption efficiencies.

In Chapter 53, an all quasioptical time-delay multiplexing technique applied to linear

arrays of transceivers is used to further reduce the acquisition time of a THz imaging radar.

The technique is first demonstrated with measurements in a two elements transceiver, and

later applied to a six elements linear array. The chapter shows that multiplexing of large

arrays is not trivial since aberrations and spillover of the system come into play as the

number of elements increases.

In Chapter 64, a practical implementation of a refocusing optical system that allows

displacing the standoff distance of a THz imaging radar is presented. Measurements of the

refocusing performance are also shown.

Finally, Chapter 7 summarizes the main results and conclusions obtained in this work.

3The content of this chapter is published in [J2] (see page 143)
4The content of this chapter is published in [J1] (see page 143)
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Chapter 2

Analysis of Focusing Systems

Throughout the EM Spectrum

Focusing systems play a fundamental role in many of the receiving and transmitting

antenna systems used in a very wide range of applications. They maximize the density of

radiation available in a small area, at a certain focal distance. It is thus crucial having

proper methods that efficiently analyze and describe the interaction of EM fields with these

elements. There is a large number of techniques to model the interaction of EM fields with

focusing systems. The applicability of these techniques depends, basically, on the electrical

dimensions of the object. In the following sections, a broad description of these techniques

throughout the EM spectrum is done. Along this thesis, several of the techniques, methods

and commercial software described in this chapter are used, depending on their suitability

to the specific problem to be addressed in each case.

2.1 Low Frequency: Numerical Techniques

At low frequencies, the dimensions of the analyzed objects are usually comparable to

the wavelength. It is common at these regimes to use numerical methods to solve EM

problems. Numerical solution of EM problems started with the availability of modern

high-speed digital computers. Since then, considerable efforts have been expended to solve

practical complex problems for which close analytical solutions are unsolvable or do not

exist.

The analytical starting point for electromagnetics are Maxwell’s Equations, which can be
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expressed in two different ways: differential form, maybe the most familiar one, and source-

integral form using the appropriate Green’s function. Both of this forms can be written in

the time-domain or in the frequency-domain. Numerical models can be developed using

either form of the equations and either domain. However, the majority of finite techniques

operate in the time domain while the majority of integral equation methods operate in the

frequency domain, usually as a result of computational requirements.

The most common methods derived from the differential form of Maxwell’s equations

are the finite methods and, within them, mainly the finite-difference time-domain (FDTD),

[53, 54], and the finite-elements method (FEM), [55–57]. The unknowns are distributed

throughout the whole volume occupied by the fields. The numerical analysis of finite

problems usually involves four basics steps: discretizing the solution region into a finite

number of sub-regions or elements, deriving governing equations for a typical element,

assembling of all elements in the solution region, and solving the system of equations

obtained. In FDTD, the time-dependent Maxwell’s equations, in partial differential form,

are discretized. The electric field vector components in a volume of space are solved at

a given instant in time, then the magnetic field vector components in the same spatial

volume are solved at the next instant in time, and the process is repeated until the desired

time or steady-state electromagnetic field behavior is observed. FEM and FDTD are both

relatively straightforward to program, and they can handle highly inhomogeneous and

even nonlinear media. However, they usually require large number of spatial and temporal

samples to provide a satisfactory accuracy, and, therefore, they demand large computer

resources.

On the other hand, a second group of numerical methods use the integral form of

Maxwell’s equations and are commonly known as method of moments (MoM) or boundary

element methods (BEM). Harrington was the first to use the term MoM in electromagnetics

in his book, [58], which remains as a fundamental reference. Since then, there has been a

explosion of research and engineering involving the application of MoM to a broad variety

of EM radiation and scattering problems, [59–62]. These methods employ surface elements

and represent the field solution in space by the superposition of suitably chosen basis

functions. The result is a dense matrix equation because, in principle, every surface element

interacts with every other surface element. As it requires calculating boundaries values

only, rather than values throughout the space, it is efficient in terms of computational

resources for problems with a small surface/volume ratio.

It is also possible using combinations of the two groups of methods. They are called

hybrid methods, and can benefit from the respective advantages of each group. In this
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way, one can apply differential equation formulation to very inhomogeneous (and possibly

anisotropic and nonlinear) regions, and the integral equation formulation for the remaining

space.

There are numerous commercial tools, but also non-commercial or academic solvers, that

implement these techniques. To name some of the more widely used ones: Momentum,

an integral Equation (IE) MoM solver integrated within the ADS system of Keysight

Technologies [63]; FEKO, based also on the IE-MoM method but which can combine other

high frequency techniques [64]; HFSS one of the first tools in the market and one of the

most heavily used in industrial design enviroments, based on a 3D FEM solution of the

electromagnetic topology under consideration [65]; or CST Microwave Studio (CST MWS)

based on the finite integration techniques [66]. In the following chapters, CST is extensively

used to analyze the electromagnetic problems addressed and also to validate the analytical

method developed.

Despite the effectiveness of numerical methods, when the operation frequencies are

sufficiently high (short wavelengths), these techniques become poorly convergent and inef-

ficient. The reason is that numerical solutions are based on exact formulations that must

satisfy the field consistency over the large radiating object. Therefore, the need of mem-

ory and CPU computational time rapidly grow with the size of the objects in terms of

wavelengths. It becomes necessary to employ asymptotical high frequency techniques to

analyze electrically large radiating objects in a manageable manner.

2.2 High Frequency Techniques

Asymptotic high frequency techniques, [67], are a set of very effective and accurate

tools used to characterize the scattering from objects large in terms of wavelengths and to

estimate the EM field in arbitrary complex configurations. This group of methods have

been applied to a large number of EM problems such as analysis and design of parabolic

reflectors, modeling of antennas and mutual coupling on complex platforms, propagation

in urban environments and other complex backgrounds, indoor wireless network channels,

prediction of the radar cross section of large objects, etc.

At frequencies high enough, EM wave radiation, propagation, scattering and diffraction

present a very localized behavior. This local representation of EM waves is expressed in

terms of rays and their associated fields. Therefore, the total high frequency field at a

certain observation point is given by the superposition of the ray directly arriving from the
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source (known as incident ray) and the rays coming from reflection and diffraction. The

incident and reflected rays follow Fermat’s principle and are associated to the geometrical

optics (GO) incident and reflected fields, [68]. If there is transmitted rays, there also

exist GO transmitted field. This simplification of the high frequency EM waves is in

high contrast with their description at low frequencies. The diffracted rays are related

with geometrical and electrical discontinuities, and with points of grazing incidence on

smooth convex portions of the radiating object. The presence of these diffracted rays was

postulated by Keller extending Fermat’s principle giving rise to the geometrical theory

of diffraction (GTD), [69]. GTD exhibits singularities at GO ray shadow boundaries and

ray caustics caused by the sharp edges of the structure, [70]. Uniform versions of the

GTD, as the uniform theory of diffraction (UTD) [71], and the uniform asymptotic theory

(UAT) [72], were developed to patch up GTD in such regions.

Apart from the ray optical methods mentioned above, also incremental theories exist

within high frequency techniques. Ray optical methods require ray tracing. Incremental

methods, like physical optics (PO), require numerical integration on the large object. PO

approach requires, to calculate the field, an integration over the sources of the scattered

field. The sources or induced currents in PO are approximated by those that would exist

on an infinite plane surface which is tangent to the scattering surface at that point. The

calculation of the field radiated by these currents involves no further approximations since

the radiation integrals of the surface currents can be calculated by numerical integration

with high precision. PO include incomplete diffraction effects because the currents at the

GO shadow boundaries of the obstacle are truncated. To improve the accuracy of PO

fields, it is necessary to improve the accuracy of the currents, especially in the regions

where diffraction effects are important. Physical theory of diffraction (PTD), developed

by Ufimtsev [73,74], is an extension to PO where the induced surface current is improved

by including a correction term that accounts for diffraction effects (as equivalently GTD

completes GO).

As for the case of numerical analysis software, there are several commercial tools avail-

able for the modeling of reflector antennas using high frequency techniques. One of the

most used programs is GRASP from TICRA, [75]. GRASP uses highly efficient PO/PTD

and GO/GTD algorithms (and optional moment-method solver) in complex systems. Is

a widely used software since it provides accurate results for complex configurations, easy

definition of the geometries, near-field and far-field calculation, and is relatively fast and

versatile. GRASP is considered as an industry standard for precise modeling of reflector

antennas.
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Throughout this thesis, PO has been used in the validation of dielectric lens fields,

via in-house developed analysis tools, but also in the design and optimization of reflector

systems by means of GRASP.

2.3 Optical Regime

In the optical regime, as in the rest of the spectrum, a complete electromagnetic analysis

of light is often difficult to apply in most practical cases. Simplified models are commonly

used. One of the most extended models used is scalar GO, where the effects of the po-

larization of the fields is not considered. In this model the light is represented as a set

of rays, traveling in straight lines, which modify their path when they interact with a

certain surface, as explained in previous section. Ray tracing can be very useful for an

initial design of an optical system. However, if a more comprehensive analysis is required,

usually PO approach is applied, which includes wave effects. In optical systems, where the

diffraction of the field is important, Gaussian beam models are often used. They play an

important role in lasers systems since many of them emit beams that can be approximate

by a Gaussian profile. The mathematical function that describes the Gaussian beam is a

solution to the paraxial form of the Helmholtz equation [49].

Geometrical optics is frequently further simplify, in the optical regime, by making the

paraxial approximation, [76]. This approximation considers that the angles formed by the

rays, respect the optical axis, are small. It is a linearization of the trigonometric functions

used in the description of the optical system, that allows optical components and systems

to be described by simple matrices. Related to this approximation, a way of defining the

quality of an optical system is by studying its optical aberrations, [77]. Optical aberrations

are defined as a deviation of the performance of the system from the predictions of paraxial

optics. A well focused field is obtained when all the rays emanating from the source arrive

in phase to the target. The optical path length difference is an indication of the antenna

aberration (phase errors). Some of the standard analysis tools based on ray tracing are

spot diagrams, that represent the rays intersecting the image plane, and ray fans, which

shows ray aberrations as a function of certain coordinate.

The design of optical system requires the use of appropriate software. Also for this

regime one can find several commercial programs. There exist sequential tools, that define

and analyze one surface after the other in a certain order. They realize a sequential ray-

tracing and geometrical calculations are applied to evaluate the system quality. Some
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examples are Zemax [78], OLSO [79] or CODE V [80]. One can also find non-sequential

software. In this case a set of objects and light sources are defined. The paths of the

reflected, refracted and scattered rays are analyzed without imposing an specific order of the

elements of the system. Examples of non-sequential software are ASAP [81], LightTools [82]

or TracePro [83]. Some of them, also provide a field propagation analysis, or include more

than one function as CODE V. CODE V is probably the most complete and used optical

software. It is recognized as international standard. Zemax is also widely used because it

provides a relatively ease of use. It can model simple lenses and some diffractive optical

elements, and produce very useful analysis results such as spot diagrams and ray-fan plots.

As for EM analysis techniques and commercial software described in previous sections,

along this work, some of the models applied in the optical regime are used to the different

THz range problems addressed, depending on the intended purpose. Thus, Zemax is used

in Chapter 6 as a first step in the design of a refocusing system for a THz imaging radar.

Also in this chapter, a Gaussian beam analysis is performed in order to evaluate the quality

of the system.

2.4 Plane Wave Spectrum Representation

A plane wave spectrum (PWS) is a continuous superposition of uniform plane waves, so

that, for each tangent point on the far-field wavefront, there is a plane wave component in

the spectrum. A plane wave spectral representation of EM fields can be obtained by the

free space Green’s function expressed in terms of a Fourier transform, [84], as follows:

e−jk|~r−~r
′|

4π|~r − ~r′|
=
−j
8π2

∫ +∞

−∞

∫ +∞

−∞

e−j
√
k2−k2x−k2y |z−z′|√
k2 − k2

x − k2
y

e−jkx(x−x′)e−jky(y−y′)dkxdky (2.1)

Equation (2.1) represents the total radiated fields as emerging from a source localized

at (x′, y′, z′) and arriving to an observation point at (x, y, z), see figure 2.1. The Green’s

function is the integral superposition of plane waves since the dependence from space

variables is only at the exponent. The integrand represents a set of plane waves propagating

in the plane x-y with propagation constant (kx, ky), where both kx and ky ranges are from

−∞ to +∞.

High sensitivity scientific instruments typically host receivers in the focal plane of fo-

cusing systems. This implies that for each plane wave incident on the focusing system, a
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Figure 2.1: Scheme of the total radiated field emerging from a source placed at (x′, y′, z′) and arriving to

the observation point at (x, y, z), represented as a plane wave spectrum.

set of plane waves are refocused on the receivers from different directions. The complex

amplitude of these plane waves (the spectrum) is, in principle, not known. However, it

can be extremely useful in the synthesis of the focal plane feeds to have a plane wave

representation of the focal field as in (2.1). While for large F/D focusing systems, a plane

wave spectrum can be simply evaluated, its evaluation is less obvious for small or moderate

F/D.

A rigorous procedure, based on asymptotic high frequency techniques, to evaluate the

plane wave spectrum of the field in a focusing system, was proposed by Pathak in [85]. In

this procedure, the dominant contribution to the focal field is found by transforming the PO

integral over the object surface into a PWS integral with a known closed form integrand (or

spectrum). This PWS integral with a known integrand could thus be evaluated using a Fast

Fourier transform (FFT) algorithm. Although effective, this method is not straightforward

since it requires to develop complex transitions functions.

2.5 Fourier Optics Plane Wave Spectrum at THz

In the optical domain, a common approach used in the analysis of EM waves is called

Fourier optics (FO). FO is the study of classical optics using Fourier transforms, and is

based in the concept of plane wave spectrum. This approach could be considered a much

simpler procedure than the one developed by Pathak to represent a focal field as a plane



20 2. Analysis of Focusing Systems Throughout the EM Spectrum

wave expansion. This method, was introduce by E. Wolf in [86], and relies in the further

approximation that the observation points would always be at a very large distance in

terms of the wavelength from the focalizing lens or reflector. This approximation is very

widely used in optics where the focusing systems commonly used are typically thousands of

wavelength in dimension. An advantage of this representation is that it provides the PWS

analytically and without the use of elaborate transition functions as in [85]. The power

and wide distribution of FO derives from neglecting the phase term, since this allows to

characterize the power spectrum distribution using Fourier transform techniques directly.

In microwaves, FO is simply not used because the typical dimensions of the main aper-

tures in terms of the wavelength are too small. However, when one tries to extend the use

of FO to the millimeter and submillimeter regime, with lenses and reflectors of few or tens

of wavelengths in diameter, the limits of validity of these useful approximations remains

to be established. As consequence people would tend to resort to techniques equivalent to

the one in [85].

In this section, we present a third method to derive the PWS of focal plane fields. The

method is analytical, as the one in [86] and the results are essentially equivalent. However,

since a Green’s function representation of the field is initially adopted and then simplified,

the final results are given together with a clarification on the region of applicability of the

approximate expressions. The method is similar to the one in [85] in its exploitation of the

PO current approximation, nevertheless, thanks to the choice of performing the equivalent

current integration on a sphere surrounding the focus, a plane wave amplitude is directly

associated to every point in the surface parametrization of the PO integral.

2.5.1 Formulation

Plane Wave Spectrum Representation from PO

The field focused by any focusing system can be represented by equivalent currents

distributed over an equivalent spherical surface S, of radius R, centered in the origin,

see figure 2.2. Considering that there are no sources inside S, the focal electric field in

an observation point, ~ρf = (xf , yf ) = ρf ρ̂f , can be approximated as a radiation integral

starting from the equivalent currents representation. Moreover, it can be demonstrated

that, if the plane wave impinges on the focusing system from broadside, the radiation

integral can be expressed in terms of magnetic currents, ~m(~r), only. In this situation the

electric field along the focal region can be expressed as:
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Figure 2.2: Geometry of the equivalent FO surface of a generic focusing system.

~ef (~ρf ) =

∫
S

j~k × ~m(~r)
e−jk|~ρf−~r|

4π|~ρf − ~r|
d~r (2.2)

where ~r = Rr̂ represent a point over the spherical surface, ~m(~r) = 2~es(~r) × n̂, n̂ = −r̂,
k̂ = (~ρf − ~r)/|~ρf − ~r|, k is the propagation constant inside the focusing system medium

(dielectric in the case of lenses), ~k = kk̂ and ~es is the PO aperture field. The actual

expression of this aperture field depends on the nature of the focusing system. A typical

simplifying assumption that is used in quasioptical systems, also in the microwave domain,

is that the total field incident in the focusing system can be approximated using GO. Thus,

for each point on the equivalent sphere, figure 2.2, a ray is associated to the incident plane

wave. In the radiation integral

|~ρf − ~r| =
√

(~ρf − ~r)(~ρf − ~r) = R

√
1− 2ρf

R
(ρ̂f · r̂) +

ρ2
f

R2
(2.3)

The radiation integral in (2.2) can be simplified by assuming that the radius R is the

dominant dimension involved in the distances and thus, expanding the square root for

small argument to the second order on (2.3) as
√

1 + x = 1 + x/2− x2/8 + ... will lead to

|~ρf − ~r| ≈ R− ~ρf · r̂ +
ρ2
f

2R
[1− (ρ̂f · r̂)2], (2.4)
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where ~ρf · r̂ = xf sin θ cosφ+ yf sin θ sinφ and ρ̂f · r̂ = cosφf sin θ cosφ+ sinφf sin θ sinφ.

Consequently, the quadratic phase term in (2.4) can be simplified as

ρ2
f

2R
[1− (ρ̂f · r̂)2] =

ρ2
f

2R
[1− sin2 θ cos2(φf − φ)] (2.5)

When this simplifications are introduced in (2.2), the original integral becomes

~e(~ρf ) ≈
jkRe−jkRe−jk

ρ2f
2R

4π

∫
Ω

k̂ × (r̂ × 2~es(~r))e
jk~ρf ·r̂ejk

ρ2f
2R

sin2 θ cos2(φf−φ)dΩ (2.6)

where dΩ = sin θdθdφ.

Spherical PWS

The integration appearing in (2.6) is relatively complex as both observation and source

points are part of the integrand. The integral can be further simplified to obtain the FO

representation, as follows

~ef (~ρf ) ≈
jkRe−jkRe−jk

ρ2f
2R

2π

∫ 2π

0

∫ θ0

0

~es(θ, φ)ejk~ρf ·r̂ sin θdθdφ (2.7)

where the integration domain is extended over the solid angle subtended by the focusing

system (for the case of figure 2.2, θ ∈ (0, θ0), φ ∈ (0, 2π)). The electric field tangent to

the equivalent sphere, ~es(~r) = ~es(θ, φ), is the GO propagation of the field impinging on

the focusing system to the equivalent FO sphere. The explicit expression of ~es(~r) as a

function of EPW
0 , amplitude of an external plane wave normally incident with respect to

the focusing system, will be given in Chapter 4 for two cases of interest: parabolic reflector

and elliptical dielectric lens.

The following simplifying hypothesis have been made in order to arrive to (2.7):

A. k̂ =
~ρf−~r
|~ρf−~r|

≈ −r̂

B. 1
|~ρf−~r|

≈ 1
R

C. ejk
ρ2f
2R

sin2 θ cos2(φf−φ) ≈ 1.

The points ~ρf in the focal plane where all three assumption are verified will be indicated

as the FO Domain.
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Cylindrical PWS

An alternative representation in terms of cylindrical waves can be obtained by a simple

change of variables. In fact, writing kρ = k sin θ leads to dθ = dkρ/
√
k2 − k2

ρ and, as a

consequence,
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)
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)
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ρ
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where φf = tan−1(
yf
xf

).

Accordingly the cylindrical spectrum is limited to kρ ∈ (0, kρ0).

Cartesian PWS

In some instances a more standard Fourier Transform representation may be convenient.

This representation can be applied by using the following change of variable: kx = kρ cosφ

and ky = kρ sinφ:

~ef (~ρf ) ≈
1

4π2

∫ +∞

−∞

∫ +∞

−∞

~Ef (kx, ky)e
jkxxf ejkyyfdkxdky, (2.9)

where xf = ρf cosφf and yf = ρf sinφf and

~Ef (kx, ky) =
j2πRe−jkR√
k2 − k2

ρ

~es

(
sin−1

(
kρ
k

)
, tan−1

(
ky
kx

))
circ(kρ, kρ0), (2.10)

where circ(kρ, kρ0) equals 1 for |kρ| ≤ kρ0/2 and 0 elsewhere.

2.5.2 Validity of the FO Approximations

As mention before, the domain of validity of the FO needs to be stablished since, to the

best of our knowledge, such discussion is still missing and is significant at THz frequencies.

As it is explained bellow, it results that, for normal incidence, the FO applicability domain

is defined by a circle in the focal plane (see figure 2.2) with diameter

DiamFO = f#min(0.4D,
√

2f#Dλ), (2.11)



24 2. Analysis of Focusing Systems Throughout the EM Spectrum

where the integrand in (2.7) approximates the relevant PO integrand, (2.2), with an error

smaller than 20% in amplitude or π/8 in phase. These limits are commonly used to define

the far field of an antenna. Note that f# = R/D. When the conditions in (2.11) are

met, the focal field in (2.7) is expressed as the sum of incremental contributions in which

the observation point, ~ρf , appears only at the exponent: i.e. the field is represented as

a plane wave expansion if the quadratic term in front of the integral is neglected. This

approximation is clearly valid for absorbers placed close to the focal point (on-focus).

Approximation on the Vector

Approximation A simply corresponds to neglecting a field contribution that, relative to

the one retained in the evaluation, is proportional to ρf/R = tanα. Here, α indicates the

angle subtended from the focusing system to the observation point in the focal plane, see

figure 2.2. Assuming that a 20% error on the field is tolerable, tanα < 0.2 corresponds to an

angular limitation to α < 11◦. Therefore, it is useful to define the diameter DiamA
FO = 2ρf

that limits the focal plane region, SAFO, where approximation A is valid. This limit is

defined, considering R = f#D, as

• ρf/R = tanα < 0.2 → ρf < 0.2f#D

Therefore

DiamA
FO = 0.4f#D (2.12)

Accordingly, ~ρf ∈ SAFO corresponds to |~ρf | < DiamA
FO/2.

Approximation on the Amplitude

Approximation B is standard in the evaluation of the far fields radiated by aperture

distributions. In the present case, since the observation point is always in the near field,

it is worth noticing what impact this approximation has on the relative error (εrel) for

different observation points:

εrel =

1
|~ρf−~r|

− 1
R

1
|~ρf−~r|

≈
R−R + ~ρf · r̂ −

ρ2f
2R

[1− (ρ̂f · r̂)2]

R
(2.13)

Essentially the error committed is zero for the observation point in the focus (ρf = 0),

but for every other point there is an relative error that grows with the displacement of the
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observation point. The maximum error is committed considering observation points in the

focal plane (sin θf = 1)

εrel ≈
ρf
R

(
sin θ cos(φf − φ)− ρf

2R

[
1− sin2 θ cos2(φf − φ)

])
(2.14)

To estimate this error one can focus separately in εrel <
ρ2f

2R2 and εrel <
ρf
R
| sin θ|, since

the conditions are pertinent for systems characterized by large or small R/D respectively.

Assuming again a 20% field error:

• εrel =
ρf
R

sin θ =
ρf
R

1
2f#

=
ρf

2f2#D
< 0.2 → ρf < 0.4f 2

#D

considering sin θ = 1/(2f#) for large R/D.

• εrel =
ρ2f

2R2 =
ρ2f

2f2#D
2 < 0.2 → ρf <

√
0.4f#D = 0.63f#D

The first condition implies that SAFO ∈ SBFO, except for f# ≤ 0.5. The second condition

is less restrictive than the one obtained by the approximation A. Thus, in practice, the

conditions imposed by approximation B can be neglected in all practical cases except for

low frequency reflectors (typically used in radio astronomy).

Approximation on the Phase

A third domain of applicability for the FO, SCFO, emerges from approximation C. Im-

posing phase errors smaller than π/8, the approximation is valid when

• k ρ
2
f

2R
sin2 θ = π

λ

ρ2f
R

1
4f2#

< π
8
→ ρf < f#

√
2f#Dλ

This results that

DiamC
FO = f#

√
2f#Dλ (2.15)

This condition has an explicit dependency on the wavelength and leads to the smallest

domain for focusing system characterized by very large diameters since it does not grow

linearly but with the square root of D.

The overall applicability domain of the FO is, for the study cases, the smallest of the

two: SFO = min(SAFO, S
C
FO).

Figure 2.3 shows the DiamA,C
FO for R/D = 0.6 and R/D = 3. For small diameters,

approximation A is the most restricting one. This same approximation remains dominant

also for relatively large diameters as the R/D number increases since the quadratic phase
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Figure 2.3: Limits of applicability of the FO expression for (a) R/D = 0.6 and (b) R/D = 3. The gray

area is the region where all the approximations are full-filled.

plays a smaller role. For large R/D and large diameters in terms of the wavelength (as in

the optical domain), approximation C is the dominant one.

In Chapter 4, practical examples of the application of these approximations, for a di-

electric elliptical lens and a parabolic reflector, are shown.

2.6 Conclusions

In this chapter, a brief summary of the representation of focusing systems across the

different frequency domains has been presented. Furthermore, Fourier Optics, a technique

used in the optical domain, has been applied to focusing systems in the THz domain to

obtain a representation of the focusing field as a plane wave expansion. The limits of

applicability of this technique seemed to be unestablished. Therefore, an effort has been
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made in order to obtain the applicability limits of Fourier Optics as a specific dimension

of the focal plane.
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Chapter 3

THz Linearly Polarized Absorbers

3.1 Introduction

Electromagnetic absorbers play a fundamental role in high frequency direct detection

systems. In particular, they are the key point in absorber-coupled KIDs. The upper right

inset of figure 3.1 shows an sketch of such detector. In these instruments, the absorber is

essentially the only component limiting the frequency bandwidth of operation. Accordingly,

it is useful to design it as efficient as possible over a broad band. Different absorbed-

based KID detector configurations are currently being investigated for future THz space

instruments, such as SAFARI (SpicA FAR-infrared Instrument), [87].

The absorber is an integral part of the microwave resonator. Indeed, the microwave

current has to flow along the whole geometry of the absorber. The inductive meander

of the resonator (see figure 3.1) constitutes typically the absorbing area. Therefore, the

absorber is made of parallel absorbing strips. This geometry basically resembles the so

called Salisbury screen [88] (i.e., a lossy continuous screen, of appropriate thickness h,

placed at a quarter wavelength from a backing reflector [89]), where parallel absorbing

strips can be used to match the wave impedance to a low sheet resistance, Ω/sq, which is

typical of superconducting materials [90]. A typical structure investigated in this chapter

is represented in figure 3.1. Strips are periodically and tightly arranged to guarantee that

the fundamental Floquet Wave (FW), which represents the average field over the space,

experiences an approximate resistive boundary condition. The absorber is represented

here as an infinite array of strips in order to calculate analytically the current flowing

along them. The absorbed power would be instead evaluated over a finite area. This is

possible because the current can be assumed unperturbed by the finiteness of the absorber
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due to the high losses.
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Figure 3.1: Geometry of a linearly polarize absorber with backing reflecor. Upper right inset shows a

sketch of an absorber-based KID detector.

Absorbers have manufacturing limitations imposed by the available superconducting

materials used. Aluminum (Al) is a well characterized and widely used material [91], but

unfortunately provides very low resistivity. This in turns leads to very thin strips, which

not only behave as absorbers, but also introduce important inductive loading that makes

achieving high absorption efficiency very difficult. Titanium Nitride (TiN) is emerging

as a possible alternative [90] and, thanks to its large resistivity, it allows for wider strips

reducing the inductance loading and enabling fabrication at higher frequencies. However,

its use as superconducting material is still in an experimental phase [92]. Thus, both

configurations are still being investigated.

As mention in previous chapters, the detectors would be located in the focal plane of

the space instrument focusing system (parabolic reflector or elliptical lens). For moderate

Focal Distance to Diameter ratios (F/D), not only plane waves coming from broadside will

arrive to the absorber, but also plane waves coming from directions significantly different

from broadside will be impinging on it. In these cases, a significant mismatch between the

incoming waves and the absorber can reduce significantly the sensitivity of the detectors.

Moreover, significant cross-polarization problems can occur due to the coupling between TE

(E-field has no longitudinal component, along z-axis) and TM (H-field has no longitudinal

component, along z-axis) waves.
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It is therefore convenient to have an equivalent network spectral representation that

provides analytically the current flowing along the strips, to calculate the absorber per-

formance for very large frequency bands and a wide range of plane wave incidence angles.

Moreover, such analytical network representation is used in Chapter 4 to characterize

absorbers in the presence of focusing systems by using the plane wave expansion represen-

tation of the field in a focal plane derived in Chapter 2.

In this chapter, we present a rigorous and analytical equivalent network suitable for

the analysis of these structures. Its use allows us to derive the optimal geometrical ab-

sorber parameters for achieving a broadband absorption in the order of one octave. This

bandwidth is basically the same that the one obtained in a standard Salisbury absorber

configuration (i.e., by using a lossy continuous screen). It turns out that the absorbers

should be printed on extremely thin dielectric layers to obtain such bandwidths. Moreover

we show that high absorption efficiency bandwidths of the order of 2.6 octaves can be

achieved when the plane wave is incident from a dense medium with basically the same

backshort distance. The geometries presented in this chapter are within the physical limits

of general absorbers [93]. In fact, the optimization of the KIDs absorbing geometry does

not aim to reduce its physical thickness since these detectors are operating in the THz

regime.

3.2 State of the Art in the Analysis of Absorbers

Several authors have investigated gridded structures in the past for the optimization

of microwave absorbing and scattering, mostly for Radar applications [94–100]. The main

objectives for the absorber designs were the thickness reduction and the enlargement of

the frequency band. To achieve wider frequency response, circuit analog absorbers were

introduced in [95], where resistive periodic patterns (i.e. resistive FSS) were employed

instead of plain lossy continuous screens. The design procedure of these absorbers is

basically done by first synthesizing RLC circuits and then using full-wave simulations for

the resistive FSS [98, 99]. All these previous works use FSS geometries (rings, patches,

crosses, etc.) that are not appropriate for a KID based detectors since they do not allow a

continuous current flow necessary to implement the microwave read out mechanism. KID

based detectors are then realized by using resistive wire grids.

The milestone in the analysis of wire grids excited by plane waves was established by

Kontorovich [101] who developed the first analytical model to extract the currents on the
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𝑇𝑀 

𝑇𝐸 

Figure 3.2: Equivalent network for the fundamental Floquet wave, with a shunt two-port network that

represents the metallic grid.

strips and the scattering parameters of a lossless grid. In [102], the group of Tretyakov,

building on the original works from Kontorovich, developed analytical models to evaluate

the currents and the scattering from these wire grids, enlarging the range of validity of the

formulas in [101]. A similar work [103], again extending the work of Kontorovich [104],

proposed an analytical representation of the scattering from crossing wire grids. It included

an equivalent network that represents the loads of the crossing wires as shunt loads on the

equivalent transmission lines that represent the fundamental FW. Also Agranovich in [105]

analyzed the interaction of electromagnetic plane waves with metallic strips. Since then,

many other works aimed at characterizing general FSS like configurations on a ground

plane, have been presented. All these works resort to numerical simulations to extract

lumped components corrections to the plane wave equivalent networks, as the one shown

in [99] for resistive FSS. A complete review of the recent research in this domain is presented

in [106]. A general procedure to evaluate numerically equivalent networks of lossless FSS

was proposed in [107], where the explicit coupling of TE and TM modes was introduced

as a dedicated two-port network as shown in figure 3.2.

To our knowledge, all previous works characterize the network loading of the absorbers

as components directly in parallel with the equivalent transmission line of the fundamen-

tal FW. The shunt components propagate electric currents proportional to the magnetic

field associated with the fundamental FW (TE or TM). Overall, it appears that linearly

polarized FSS have been widely analyzed. However, two areas of improvement seem to
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remain.

A first technical problem with existing mono-modal analytical networks arises, as shown

in [108–110], for the cases in which the grids are printed on extremely thin dielectric

stratifications, when backing reflectors are close to the grids or when the period is large

compare to the wavelength. In these cases the interaction of the higher order FW cannot

be represented easily. In only a few simple cases dedicated extensions have been presented:

for instance, for normal incidence and free space in [108].

A second problem with the existing networks is that they give information on the scat-

tering parameters but they do not provide any explicit relationship between the impinging

waves and the electric currents on the strips. This limits the applicability of these networks

to design absorbers since they rely only on scattering analysis, i.e., on an indirect param-

eter rather than on a direct relationship between the absorbed power and the geometrical

parameters.

3.2.1 Analytical Equivalent Network

This work presents for the first time a rigorous, completely analytical, equivalent net-

work for the analysis of linearly polarized absorbers that explicitly highlights all major

physical mechanisms occurring in the coupling of plane waves with the strip currents: see

figure 3.3. The starting point for this work is the equivalent network in [111], that can

characterize analytically doubly periodic connected arrays, including the feeding details

of the antenna, by using the Green’s functions of linearly polarized structures developed

in [112] and [113].

The elegance of the network introduced here stems from its zooming property. It allows

the fundamental FW plane wave fields, in the surrounding of the absorber, to be treated

separately from the electric currents flowing in the strips. This separation is achieved

via two sets of transformers. A first set of transformers (1:cosφ and 1:− sinφ, being φ the

azimuthal angle) accounts for the superposition on the absorber plane of the two, otherwise

independent, TE and TM propagating FW. A second transformer (n) accounts for the

coupling between the dominant FW magnetic field (now TE+TM) and the electric currents

in the strips. This new aspect is especially useful to relate the absorbed power with the

geometrical parameters. Moreover it is very suitable when one wants to load the absorber

strip with lumped components, i.e. resistors or capacitors or inductors, for instance to

fine tune absorber frequency behaviors, possibly with active devices [114]. Apart from the

elegance, the eventual equivalent network does not suffer for small thickness stratifications,
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because it presents an explicit term, Zrem, which will account for all higher order mode

interactions.

𝐴 

Electric currents 
in strips 

Magnetic fields in FWs 

)(
~

ikI 

𝑉𝑇𝑀
+ 𝑘𝜌𝑖 , 𝑧  

𝑉𝑇𝐸
+ 𝑘𝜌𝑖 , 𝑧  

𝑍
𝑇

𝑀
𝑢

,𝑘
𝑧𝑢

  
𝑍

𝑇
𝑀

𝑑
,𝑘

𝑧𝑑
  

𝑍
𝑇

𝐸
𝑢

,𝑘
𝑧𝑢

  
𝑍

𝑇
𝐸

𝑑
,𝑘

𝑧𝑑
  

𝑛 

𝐴′ 

𝑅𝑠/𝑤 

Γ 

Γ 

Figure 3.3: Equivalent network for the fundamental FW with explicit shunt two-port network representing

an absorber placed between two infinite dielectric media.

3.3 Derivation of the Strip Current and Impedance

The currents induced on a linearly polarized absorber under plane wave incidence are

evaluated in this section, by extending the work in [111]. In the present context, the

periodicity is only along the y-direction (dy) and the ohmic losses are distributed over the

entire length of the strips. With reference to figure 3.1, the strip array is illuminated by

a plane wave polarized along ~e dir (this field is referred as direct field in the rest of the

chapter). This plane wave can be expressed as the superposition of two waves polarized

along the spherical unit vectors, i.e. ~e dir = e−j
~kρi·~ρejkziz(edirθ θ̂ + edirφ φ̂). The direct plane

wave, arriving from the direction (θ,φ) is characterized by a wave vector ~k = ~kρi + kziẑ,

where ~kρi = kxix̂+ kyiŷ with kxi = k sin θ cosφ, kyi = k sin θ sinφ and kzi = k cos θ.
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Figure 3.4: Equivalent transmission line to calculate the expressions of the voltages VTM and VTE . This

case represents the absorber placed between two semi-infinite dielectric media. It is clear that, in case of

more stratifications, several sections of transmission lines would be cascaded.

3.3.1 Integral Equation

For the specific application under analysis, the thickness h of the strips that compose

the absorber is much smaller than both the wavelength of the impinging wave and the skin

depth of the metal of which the strips are made. Thus, the effect of the current flowing

in each strip can be equivalently taken into account by a surface electric current ~Js(x, y)

distributed on the media interface (see figure 3.5) that satisfies the following relation

~E(x, y, z = 0) = ~Js(x, y)Rs (3.1)

where Rs = 1/(σh) is the sheet resistance, Ω/sq. Furthermore, the width of the strips being

much smaller that the wavelength, the surface current on the array can be approximated

as

~Js(x, y) = i(x,~kρi)
+∞∑

n=−∞

e−jkyindy
rect(y − ndy)

w
x̂ (3.2)

where rect(y) equals 1 for |y| ≤ w/2 and 0 elsewhere. A flat transverse profile is used

instead of the common edge singular one because of the high losses. The total electric field

on the absorbing strips can be expressed as the superposition of the incident, ~e i(x, y), and

the scattered, ~e s(x, y), fields, i.e. ~Js(x, y)Rs = ~e i(x, y) +~e s(x, y). An integral equation is
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then obtained expressing the scattered electric field as the convolution of the (unknown)

surface current and the relevant Green’s function:

~Js(x, y)Rs −
∫
Array

g(~r, ~r ′) · ~Js(x, y)d~r ′ = ~e i(x, y). (3.3)

Eventually, the integral equation can be imposed on the x-component of the electric

field only. It requires the evaluation of ~e i · x̂. This latter can be expressed as

~e i(~kρi, ~ρ, z = 0) · x̂ = e−j
~kρi·~ρEix(~kρi) (3.4)

Let us impose the average validity of this equation over the n = 0 strip only on both

sides of (3.3), it is transformed as follows:

Rs

w2

∫ w/2

−w/2
i(x,~kρi)dy −

1

w2

∫ w/2

−w/2

∫
Array

gxx(x, y;x′, y′)i(x′, ~kρi)

∞∑
n=−∞

e−jkyindyrect(y′ − ndy)d~r ′dy =
1

w

∫ w/2

−w/2
e−j

~kρi~ρEix(~kρi)dy.

(3.5)

3.3.2 Spectral Equation for the Electric Current on the Strips

Once the integral equation is set up, its solution can be obtained proceeding as described

in [97]. In short, the integral equation (3.5) is simply transformed in an algebraic equation

by translating both left hand and right hand sides in spectral domain making use of the

pertinent spectral expressions for the Green’s function, gxx(~r, ~r
′) = FT−1[G(kx, ky)], the

current i(x,~kρi) = FT−1[I(kx, ~kρi)], and the incident field, Eix(~kρi).

Furthermore, the equation is rendered more compact representing separately the trans-

verse spectral integration by introducing a dedicated function, Z(kx)0, that represents the

sum of the fields scattered by the entire array for each longitudinal wavenumber kx. With

the introduction of Z(kx), which has dimensions of impedance per unit length, Ω/m, the

spectrum in kx obeys the equation:

Rs

w

∫ ∞
−∞

I(kx, ~kρi)e
−jkxxdkx +

∫ ∞
−∞

I(kx, ~kρi)Z(kx)e
−jkxxdkx =

sinc(kyiw/2)

∫ ∞
−∞

2πδ(kx − kxi)Eix(~kρi)e−jkxxdkx.
(3.6)

The explicit expression for the function Z(kx) can be expressed as a spatial summation:
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Z(kx) =
−1

2π

∫ ∞
−∞

G(kx, ky)
∞∑

n=−∞

e−jkyindyejkyndysinc2

(
kyw

2

)
dky (3.7)

or, equivalently, as a summation of FW by resorting to the Poisson infinite summation as

follows:

Z(kx) =
−1

dy

∞∑
my=−∞

G(kx, kym)sinc2

(
kymw

2

)
(3.8)

where kym = kyi − 2πmydy.

Equating the spectra on both sides of equation (3.6) we obtain the explicit expression

for the spectrum of the current in the strips:

I(kx, ~kρi) =
2πδ(kx − kxi)sinc

(
kyiw

2

)
Eix(~kρi)

Z(kx) + Rs
w

(3.9)

Accordingly, the current induced by the considered plane wave in each of the strips and

at x is:

i(x,~kρi) = Ĩ(~kρi)e
−jkxix (3.10)

where

Ĩ(~kρi) = sinc

(
kyiw

2

)
Eix(~kρi)

Z(kxi) + Rs
w

(3.11)

Once the total current flowing in the central strip i(x,~kρi) is known, the current density

over the entire array can be calculated by using (3.2).

In equation (3.11), Eix(~kρi) represents the amplitude of the incident electric field com-

ponent along x calculated at the strip position in the absence of it. The incident field

equals the direct field if the strips are in free space. However, in the presence of general

stratifications the incident field will be accounting for possible multiple reflections. The

explicit relationship between the incident and direct fields is further explained in Section

3.6. Also in (3.11), Rs is the strips sheet resistance (Ω/sq), which can be expressed in terms

of the material conductivity , and the thickness of the strips h, assumed much smaller than

the skin depth, as Rs = 1/(σh). Finally, the spectral impedance Z(kx), which represents
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the electric field scattered by the equivalent currents of the array averaged over the central

strip, can be expressed as:

Z(kx) =
+∞∑

my=−∞

Zmy(kx) (3.12)

defining

Zmy(kx) = − 1

dy
G(kx, kym)sinc2

(
kym
2

)
(3.13)

The analytic expression of the spectral Green’s function G(kx, ky) depends on the strat-

ification considered. It can be expressed in terms of the TE and TM input impedances

of the upper (Zu
TE and Zu

TM) and lower (Zd
TE and Zd

TM) half spaces, depending on the

specified stratification, as:

G(kx, ky) = −ZTM
k2
x

k2
ρ

− ZTE
k2
y

k2
ρ

(3.14)

where ZTM = Zu
TMZ

d
TM/(Z

u
TM + Zd

TM) and ZTE = Zu
TEZ

d
TE/(Z

u
TE + Zd

TE).

While the current expression has been previously evaluated with similar techniques

in the literature, the in depth analysis of impedance Z(kx) constitutes the core of the

equivalent network presented in this chapter, figure 3.3.

3.4 Optimized Absorber Geometries

In this section, the analytical expression of the current derived in (3.11) is used to opti-

mize the geometry of absorber based KIDs. Absorbers of the two different superconducting

materials (working in the region above the cut-off) relevant to the KIDs are investigated

here: TiN and Al. Several stratifications are considered to maximize the frequency band of

absorption. In all the cases, the width and the period are chosen to maximize the absorbed

power as wZ(kx) ≈ Rs. The actual power absorbed, that depends also on the considered

stratification, is evaluated and validated with full wave simulations in section 3.7.

The following stratifications (shown in figure 3.5) are investigated:

I. Absorber printed on thin slab and backed via backing reflector, representing an

absorber placed directly in the focal plane of a parabolic reflector.
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II. Absorber embedded in the interface between two semi-infinite dielectrics, repre-

senting an absorber printed at the interface between a dielectric elliptical lens and

free space.

III. Same stratification as in case II. but backed by a reflector at a distance hb (with

the separation layer obtained either via a dielectric slab or free space).

II. 

III. 

I. 

𝜀𝑟𝑢 

𝜀𝑟0 

𝜀𝑟𝑢 

𝜀𝑟𝑑  

𝜀𝑟0 

𝜀𝑟  
𝜀𝑟0 

ℎ𝑠 

ℎ𝑏 

ℎ𝑏 
Backing 

Reflector 

Backing 
Reflector 

Figure 3.5: Geometries of the investigated stratifications.

Note that the network in figures 3.3 and 3.4 specifically represents case II., since there

are only two transmission lines equivalent to each infinite dielectric.

When the absorber is placed directly in the focal plane of a parabolic reflector, the

stratification to be considered is case I. A backshort is used to maximize the received power,

and the absorber is placed on a silicon dielectric slab for fabrication reasons. In order to

obtain impedances with low Q resonant curves, it is necessary to drastically decrease the

substrate thickness to values of around 1 − 10 µm. Note that this case is also relevant in

bolometric detectors where the absorber needs to be printed on a membrane for thermal

reasons.

The TiN strips can be fabricated with a thickness of h = 50 nm, leading to a sheet

resistance of Rs = 30 Ω/sq, [92]. Figure 3.6a shows the real and imaginary part of the

grid impedance in (3.12) (solid lines) times the absorber width for the optimized design

of case I as a function of the frequency for normal incidence, kxi = 0. The impedance

shows, around the central frequency, a real part equal to the sheet resistance and a small

imaginary part.
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Figure 3.6: Impedance of TiN designs for the cases shown in figure 3.5, for normal incidence: (a) Case I

with w = 24µm, dy = 300µm, εr = 11.9, hs = 10µm, and hb = 300µm. (b) Case II (dark grey lines), case

III with εrd = 11.9 and hb = 87µm (light grey lines), and case III with εrd = 1 and hb = 300µm (black

lines). The three cases have w = 20µm and εru = 11.9. The dots represent the analytical impedance,

Zmy=0 + jXas, for each case. The asterisks in (a) represent the analytical impedance including the first

higher order modes Zmy=0 + ZFHM + jXHM
as .

When the absorber is placed under a dielectric lens, the stratifications to be considered

are II. and III. The case of semi-infinite dielectrics, II., leads to a real part of the impedance

essentially constant, while the imaginary part presents a linear growing positive behavior

(inductance loading) as shown in figure 3.6b (dark grey lines). The case involving a backing

reflector in silicon, III., (also shown in figure 3.6b) is characterized by a low Q resonant

curve, associated with hb being a quarter wavelength. However, if the backshort is made

of air, εrd = 1, the impedance presents an even smaller frequency variation.

In all these TiN cases, the real part of the impedance is larger than the imaginary

part, which is always of the order of 5 Ω at the central frequency. In case of Al KIDs,

the strip thickness is h = 27 nm and the sheet resistance is Rs = 2 Ω/sq. The optimal
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Al absorber impedance for configurations II and III. is shown in figure 3.7. In this case,

the imaginary part of the impedance is comparable with the real part, thus it is difficult

to get wZ(kx) ≈ Rs without reaching values of w too small and difficult to manufacture.

Even so, the absorber geometry is optimized to obtain an imaginary part of the impedance

almost constant over the absorption band. The small width makes the fabrication of this

configuration more difficult at higher frequencies.
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Figure 3.7: Impedance of an Al design for the last two cases shown in figure 3.5, for normal incidence:

Case II (grey lines) and case III with εrd = 1 and hb = 300µm (black lines). The two cases have

dy = 50µm,w = 1µm and εru = 11.9. The dots represent the analytical impedance, Zmy=0 + jXas, for

each case.

3.5 Dominant Terms of the Impedance

The impedance Z(kx) is dominated by two different mechanisms. On one hand, a tight

periodicity along y guarantees the dominance of the fundamental FW, which accounts for

propagating incident and scattered fields. On the other hand, the fact that the currents

are bound to be flowing in narrow strips induces around them strongly inductive fields

that are associated with higher order transverse (along y) FW. These two effects can be

highlighted by extracting from the summation in equation (GeneralImpedance) the two

terms that represent these mechanisms: the fundamental (my = 0) FW term, Zmy=0, and

an analytical asymptotic contribution representing the higher order FW terms, that will

be indicated as Xas.

The original impedance Z(kx) can then be represented by these two terms plus a re-
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maining contribution, Zrem:

Z(kx) = Zmy=0(kx) + jXas(kx) + Zrem(kx) (3.15)

The asymptotic spectral contribution reactance can be obtained, as shown in the Ap-

pendix A, by retaining the small period approximations in the summation over the higher

order FW. The steps lead to

Xas(kx) =
ξ0

π

(
k0

2
− k2

x

k0(εdr + εur )

)[
ln

(
dy

2πw

)
+

3

2

]
. (3.16)
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Figure 3.8: Impedance for two cases shown in figure 3.5 versus the plane wave incidence angle (θ), for

φ = 0 (black) and φ = π/2 (grey). (a) Case I with dy = 0.4λ0 and w = dy/12.5. (b) Case III with

dy = 0.35λ(λ = λ0/
√
εru), w = dy/3.75 and εrd = 1. In both cases εru = 11.9 and f = 400 GHz.

The term (Z − Zmy=0) is represented with solid lines, the term Xas with dashed lines and the term

(ZFHM +XHM
as ) with dotted lines.

The expression for the reactance Xas is similar to the expressions reported in [103]
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and [115]. The main difference come from the fact that we are using a constant transversal

behavior of the current instead of an edge singular one. It is the same as the one of a strip

printed at the interface between two different dielectric semi-spaces: i.e., it does not depend

on the stratifications as higher order spectral components are exponentially attenuated.

Figures 3.6 and 3.7 also show with dots, for all the cases studied, the values of the

analytic impedance, Zmy=0 + jXas, for normal incidence (i.e., kxi = 0). In figure 3.6b

and 3.7 a very good agreement is observed between the analytical impedance and the

impedance in (3.12), so that the remaining term Zrem can be in fact neglected. In the Al

design in figure 3.7, the geometry was optimized to get a flat behavior of the imaginary

part of the impedance by compensating the increasing asymptotic term, Xas, with the

decreasing imaginary part of Zmy=0. In fact, since the dominant terms of the impedance

are explicitly dependent from the geometrical parameters, their analytical expressions can

be used to fine tune the absorber designs.

In figure 3.6a there is a larger difference between the imaginary part of the impedance

including all FW terms and the analytical one. This is due to the effect of the higher order

FW modes. On one hand, the period is relatively large. On the other hand, to calculate

the asymptotic term, we are assuming, that the Green’s function tends asymptotically

to the same value that is assumed by the configuration associated with two semi-infinite

homogeneous dielectric layers, so the effect of thin layers is not included. A different

analytical impedance can be easily formulated to take into account the effect of the next

two higher order FW modes: Zmy=0 + ZFHM + jXHM
as where ZFHM = Zmy=1 + Zmy=−1.

These terms can be calculated using (3.13). The new asymptotic term, XHM
as , calculation

is presented also in Appendix A and leads to:

XHM
as (kx) =

ξ0

π

(
k0

2
− k2

x

k0(εdr + εur )

){
ln

(
dy

2πw

)
+

3

2
+

d2
y

2w2π2

[
cos

(
2πw

dy

)
− 1

]}
.

(3.17)

Therefore, even in this case, the impedance remains fully analytical. Figure 3.6a shows

the very good agreement of this new analytic impedance, Zmy=0 + ZFHM + jXHM
as , repre-

sented with asterisks, with respect to (3.12).

In figure 3.8, the terms Z − Zmy=0, Xas and ZFHM +XHM
as are shown as a function of

the plane wave incident angle, for cases where the first higher order modes are relevant. We

can see that equation (3.17) is able to recover the imaginary part of the total impedance.

Therefore, Zrem can be neglected for all cases of interest.
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3.5.1 Lumped Equivalent Circuit

The dominant impedance terms, together with the current in the strips (3.11), suggest

how to derive an equivalent circuit (shown in figure 3.9) that can be used to evaluate the

absorbed power per unit length along the strip in each linear unit cell of dimension dy. The

circuit includes a voltage source, proportional to the projection of the component along

the investigated strip (i.e. along x) of the incident electric field, the dynamic part of the

impedance, Zmy=0, the inductive part of the impedance, ZFHM + jXHM
as , the remaining

term, Zrem, and the surface resistance of the absorber Rs/w.

𝑍𝑚𝑦=0 

𝐸𝑥𝑖 𝑘𝜌𝑖 sinc 𝑘𝑦𝑖𝑤/2  

𝐴 

𝐴’ 

𝑍𝑟𝑒𝑚 𝑅𝑠/𝑤 

Figure 3.9: Lumped equivalent circuit of the absorber in the linear unit cell.

The circuit is easily divided in two parts: the right-hand side (RHS) with respect to

terminals A−A′ represents the voltage drop due to the resistance and to the surroundings of

the absorber, while the components on the left-hand side (LHS) account for the interaction

of flowing current with the external world represented by the equivalent generator and the

dynamic impedance.

3.6 Distributed Equivalent Network Representation

The equivalent circuit in figure 3.9 does not explicitly describe the relationship between

the direct field and the electric currents of the strips. To introduce this relationship explic-

itly, we extend in this section the circuit of figure 3.9 into a rigorous equivalent network

that also describes the entire field propagation starting from the direct plane wave.
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3.6.1 Strip Current to FW Magnetic Field Transformer

The expression of Zmy=0(kx), (3.13), suggests that the fundamental term of the impedance

can be thought of as the result of an impedance G(kx, kyi) transformed by a transformer

with turns ratio n = sinc(kyiw/2)/
√
dy as in figure 3.10. Note that in figure 3.10 the φ-

dependence of the impedance is explicitly expressed by using k2
x/k

2
ρ = cos2 φ, k2

y/k
2
ρ = sin2 φ

in (3.14).

𝑍𝑚𝑦=0 

𝐸𝑥𝑖 𝑘𝜌𝑖 sinc 𝑘𝑦𝑖𝑤/2  

𝐴 

𝐴’ 

𝐴 

𝐴’ 

𝑛 =
sinc 𝑘𝑦𝑖𝑤/2

𝑑𝑦
 

𝐸𝑥𝑖 𝑘𝜌𝑖 𝑑𝑦 

𝑍𝑇𝑀 cos2𝜙 + 
𝑍𝑇𝐸 sin

2 𝜙 

Figure 3.10: Separation of the part of the circuit that represents the incident field from the current in the

absorber.

𝑍𝑇𝑀 

𝑍𝑇𝐸 
𝑉𝑇𝐸 𝑘𝜌𝑖  

𝑉𝑇𝑀 𝑘𝜌𝑖  

cos𝜙 

−sin𝜙 

𝑛 =
sinc 𝑘𝑦𝑖𝑤/2

𝑑𝑦
 

Figure 3.11: Separation of the TM and TE circuits components of the dominat FW.

The current flowing in the sheet resistance (RHS of circuit in figure 3.9) is not modified

by this circuit operation, provided that the incident electric field is now multiplied by
√
dy

which accounts for the projection of the incident field in the dominant FW (my = 0). As

a result of the introduction of this transformer, the current in the LHS of the circuit in

figure 3.10 represents the amplitude of the total (incident plus scattered) magnetic fields

associated with the dominant FW. Accordingly, also the voltage at the LHS represents the

amplitude of the total electric fields associated with the dominant FW.



46 3. THz Linearly Polarized Absorbers

3.6.2 TE and TM Generator

It is convenient to further express the LHS of the circuit as the series of TE and TM

circuits that take into account separately for the two TE and TM components of the

dominant FW. This superposition can be seen as the series connection of two transformers,

with turns ratio nTM = cosφ and nTE = − sinφ, connected to separate TE and TM loads

as in figure 3.11. The complete network of the problem under analysis is shown in figure

3.3.

Apart from the introduction of the transformers nTM and nTE, the main difference

between circuit in figure 3.11 and the one in figure 3.10 is the appearance of two equivalent

TE and TM generators. Their introduction follows the representation of the incident

electric field ~e i, as a function of the direct field by using a standard transverse (with

respect to z) TE and TM fields. In a realistic situation the knowledge of the voltage sources

representing the incident field will not be straightforward. In fact, the absorbing strips will

be embedded in a dielectric and metallic stratified configuration. The cumulative effects of

the multiple reflections defines the eventual incident field, ~e i, which must be expressed as a

function of the given direct field ~e dir. Accordingly, it is convenient to express the incident

fields in terms of the direct fields by means of an equivalent TE and TM transmission line

network that represents the stratification. To this end, since the absorber is periodic along

y, it is useful to introduce the fundamental Floquet mode basis vectors ~eTM and ~eTE to

represent both the direct and incident plane waves:

~eTM =
1√
dy

(cosφ x̂+ sinφ ŷ)ej
~kρi·~ρ (3.18)

~eTE =
1√
dy

(− sinφ x̂+ cosφ ŷ)ej
~kρi·~ρ (3.19)

In this basis, the transverse components of the incident field can be expressed as:

~e i
tr(
~kρi, ~ρ, z = 0) = VTM(~kρi, z = 0)~eTM + VTE(~kρi, z = 0)~eTE. (3.20)

The circuit in figure 3.10 requires the knowledge of the term Eix(~kρi), which can be

evaluated resorting to

~e i
tr(
~kρi, ~ρ, z = 0) · x̂ = e−j

~kρi·~ρEix(~kρi) =
1√
dy
e−j

~kρi·~ρ(VTM(~kρi) cosφ− VTE(~kρi) sinφ).

(3.21)
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Consequently, the equivalent voltage generator can be expressed as follows:

Eix(~kρi)
√
dy = VTM(~kρi) cosφ− VTE(~kρi) sinφ (3.22)

where VTM and VTE are the two voltage sources in the circuit of figure 3.11. The expressions

of these voltages can be calculated by using the equivalent transmission line shown in

figure 3.4. They are the open circuit solution of the transmission line representation of the

stratification at the strip array location, i.e. VTM(~kρi) = VTM(~kρi, z = 0) and VTE(~kρi) =

VTE(~kρi, z = 0).

The direct field equivalent TE and TM sources are specified as follows:

V +
TM(z) =

∫ dy/2

−dy/2
~e dir(~kρi, ~ρ, z) · ~eTM(~kρi, ~ρ)dy (3.23)

V +
TE(z) =

∫ dy/2

−dy/2
~e dir(~kρi, ~ρ, z) · ~eTE(~kρi, ~ρ)dy (3.24)

Note that these voltages have unit of V/
√

m. The incident field can then be represented

using the TE and TM voltages. This choice is made so that the current flowing in the

circuit in figure 3.9 has the dimensions of Ampere.

The complete network of figure 3.3 is analytical and rigorously connects the direct fields

to the electric currents in the absorber.

3.7 Use of the Equivalent Network

3.7.1 Power Absorbed per Unit Length in a Linear Unit Cell

The power absorbed per unit length along the strip in each linear cell (dy) of the periodic

array can be obtained directly from the equivalent circuit as

P
∆x,dy
abs =

1

2
|Ĩ(~kρi)|2

Rs

w
(3.25)

where P
∆x,dy
abs has unit of W/m. Once the absorbed power is calculated, it is straight-

forward to get the absorbing efficiency (η) by normalizing it with the incident power. The

incident power per unit length in a linear unit cell can be calculated directly from the

direct field as the sum of the TE and TM contributions:
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P
∆x,dy
in = P TM

in + P TE
in =

1

2

|V +
TM |2

ZTM
+

1

2

|V +
TE|2

ZTE
. (3.26)

The efficiency for the cases studied in Section 3.3 and 3.4, obtained analytically from the

equivalent circuit, is shown in figure 3.12 for normal incidence. These curves are validated

with full wave simulations in CST, showing a good agreement.

From figure 3.12, one can observe that, for TiN absorbers in case I., a frequency band-

width of about one octaves for efficiencies above 90% can be obtained. A similar bandwidth

is obtained for case III. with a silicon backshort. Instead, if the backshort is made of air,

the frequency bandwidth is increased up to 2.6 octaves. A similar frequency bandwidth

is achieved for the Al based absorber in case III. If one is willing to accept absorption

efficiencies down to 75%, the TiN absorber in case II. presents the largest absorption band.

The analytical model of the efficiency has also been validated with full wave simulations

as a function of the plane wave incident angle in figure 3.13.

3.7.2 Power Absorbed in a Finite Array

In a realistic finite absorber, the current can be assumed to be unperturbed by the

truncation of the strips and their finite number because of the strong losses. In this case

the total power absorbed over an area Lx × Ly, can be evaluated as

Pabs(kρi, Lx, N) =
Rs

2w

N/2∑
n=−N/2

∫ Lx/2

−Lx/2
|i(x,~kρi)|2dx (3.27)

where N = Ly/dy. According with equation (3.10):

Pabs(kρi, Lx, N) =
1

2
LxN |Ĩ(~kρi)|2

Rs

2w
(3.28)

3.7.3 TE-TM Coupling

The circuit in figure 3.2 would describe the coupling between the fundamental TE and

TM FW via a Black Box representation. The equivalent network in figure 3.3 explicitly

shows the mechanism of this coupling. A TM incident FW magnetic field excites a current

in the strips. This current is bound to flow in both TE and TM transformers, and thus it

necessarily induces some TE magnetic fields in the surrounding of the periodic structure.
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Figure 3.12: (a), (b) and (c) efficiencies for normal incidence relevant to the designs considered in figures

3.6a, 3.6b and 3.7, respectively, versus frequency. The solid lines are the analytical results and the dots

represent CST simulations.

Only in the principal planes the TE and TM modes are decoupled. Figure 3.14a shows

the TM-TM and TE-TE reflection coefficients, for the same cases addressed in figure 3.13,
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Figure 3.13: Efficiency of the TiN design for the case III with εru = 11.9 and εrd = 1 (same geometry than

in figure 3.6b) as a function of the incident θ angle, for the two principal planes and for f = 250 GHz.

The solid lines are the analytical results and the dots represent CST simulations.

calculated in the upper transmission line of the network shown in figure 3.3, validated with

CST. Figure 3.14b shows the coupled reflections TE-TM in the same cases for diagonal

incidence.

3.8 Conclusions

A Green’s function based equivalent network for the analysis of linearly polarized ab-

sorbers under general plane wave incidence has been presented. The networks main achieve-

ment with respect to previous networks is the separate treatment of the average field in

the absorbers plane and the electric current in the lossy strips. This is obtained via the

introduction of ad hoc transformers. A second achievement is the validity of the network

in situations where higher order modes play a significant role. A third achievement is that

the equivalent network allows the assessment of the coupling between TE and TM waves.

Finally the network is also extremely simple to use since all the components are obtained

analytically. Apart from characterization advantages, each of the network’s components

is associated with a specific physical mechanism, thus the dimensioning of the absorber

is simplified by physical insight. The network introduced here has been used to design

optimized absorber geometries for THz KID detectors showing efficiencies larger than 90%

over a bandwidth of up to 2.6 octaves.
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Figure 3.14: Coupled reflections for the TiN design for the case III with εru = 11.9 and εrd = 1 (same

geometry than in figure 3.6b) as a function of the incident θ angle in the diagonal plane (φ = π/4), for

f = 250 GHz.
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Chapter 4

Analysis of Distributed Absorbers

under THz Focusing Systems

4.1 Introduction

The next generation of terahertz (THz) instruments for space imaging requires arrays

of thousands of detectors located in the focal plane of a telescope [116]. Kinetic Inductance

Detectors have been proposed for space imaging because, as mentioned in Chapter 1, they

present and unprecedented intrinsic read-out, which derives from the possibility of using

frequency multiplexing techniques.

In this chapter, the coupling between focusing systems and linearly polarized absorbers

(see figure 4.1), embedded in a generic multi-layer dielectric structure, is investigated by

using the analytical spectral model based on FO derived in Chapter 2 coupled with the

equivalent network representation derived in Chapter 3. The proposed method is able

to analytically and efficiently characterize the power captured by distributed absorbers

located under focusing systems, also with small F/D ratios, and printed on a multilayer

dielectric structure.

Two cases are taken as reference: a free-standing absorber under a parabolic reflector

and an absorber under a dielectric elliptical lens. The method shows that the power

captured by free-standing absorbers varies smoothly with large F/D ratios as expected.

On the contrary, when dense lenses are present , the absorbed power shows a surprising

dependence from the geometrical parameters. Even so, absorbers under dense lenses can

show higher efficiencies over wide frequency bands than free-standing ones. The method
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Figure 4.1: Linearly polarized absorber placed at the focal plane of a focusing system.

is validated with full-wave time-consuming simulations.

4.2 Absorber Current Induced by a General Field

Configuration

KIDs based on absorbers can be modeled as a series of parallel and infinitely long

absorbing strips with a width w, as explained in Chapter 3. The strips are periodically

and tightly arranged, with period dy. Figure 4.1 shows the geometry of the absorbers

hosted in the focal plane of a dielectric lens and kept at a finite distance from a backing

reflector. The absorbed power can be calculated over a finite area, once the current flowing

on the strips is known.

In Chapter 3, an analytical equivalent circuit that allows calculation of the current at

the cross section x, in(xf , ndy) = I0(kxi, kyi)e
−jkxixf e−jkyiyf , which is induced in each of

the n-strip when the absorber is illuminated by a direct plane wave (Ed(kxi, kyi)), has been

discussed. The direct field is represented as a superposition of two TM and TE impinging

voltage waves, see figure 4.2, of amplitude V +
TM(kx, ky) and V +

TE(kx, ky), respectively. The

derivation of these TE and TM sources was also described in the previous chapter and can
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Figure 4.2: Equivalent network developed for the characterization of the interaction of a plane wave

impinging in a linearly polarized absorber. Each component of the circuit is defined in Chapter 3.

be rewritten as:

V +
TM(kx, ky) =

√
dy ~Ed(kx, ky) · ρ̂, (4.1)

V +
TE(kx, ky) =

√
dy ~Ed(kx, ky) · φ̂. (4.2)

The solution of the equivalent network gives

I0(kxi, kyi) = sinc

(
kyiw

2

)
Eix(kxi, kyi)

Z(kxi) + Rs
w

, (4.3)

where Z(kxi) is defined in Chapter 3, Rs is the sheet resistance (Ω/sq), and Eix(kxi, kyi)

represents the amplitude of the x-component of the incident electric field calculated at the

strip position in absence of the absorber, but including any possible dielectric stratification

where the absorber is embedded. This field is expressed as the voltage in A-A’, see figure

4.2, superposition of the fields induced by both TE and TM direct voltage waves. Note

that the incident field, ~Ei, is different from the direct field, ~Ed, as it accounts for the

presence of possible the dielectric stratifications, as explained in Chapter 3.
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When the absorber is illuminated by a generic coherent field (e.g. the field in the focal

plane of a focusing system), the direct electric field ~ed(~ρf ) (i.e. in absence of absorber and

the stratification) can be expressed as a coherent superposition of plane waves, as explained

in Chapter 2:

~ed(~ρf ) =
1

4π2

∫ +∞

−∞

∫ +∞

−∞

~Ed(kxi, kyi)e
−jkxxf e−jkyyfdkxdky, (4.4)

In the following we will refer to ~Ef rather than ~Ed, to highlight our present atten-

tion on focusing systems. This plane wave expansion is particularly useful when used in

combination with the circuit derived in Chapter 3.

Thanks to the linearity of the system, the total current in the n-th strip of the absorber,

in(xf , ndy), can be expressed as the superposition of the currents induced by each of these

plane waves, as follows:

in(xf , ndy) =
1

4π2

∫ +∞

−∞

∫ +∞

−∞
I0(kx, ky)e

−jkxxf e−jkyndydkxdky (4.5)

where I0(kx, ky) is calculated by (3.11). The power absorbed by the strips can now be easily

calculated from (4.5) using the sheet resistance, Rs. For a finite absorber of dimensions

Lx×Ly, the power absorbed can be approximated as a summation over a finite number of

cells (N = dly/dye) as follows

Pabs(Lx, N) =
Rs

2w

N/2∑
n=−N/2

∫ Lx/2

−Lx/2
|in(xf , ndy)|2 dxf (4.6)

Expressions (4.5) and (4.6) highlight that, the coherent summation of the current in-

duced by each of the plane waves is needed to evaluate the total power absorbed. In some

cases this coherent summation operation can be simplified. That is, if the array is very

well sampled and occupies a region significantly larger than the region in which the direct

field is significant. In such configuration, the spatial integral and the summation in (4.6)

can be extended to infinity without making a significant error. The power can then be

calculated resorting to the Parseval’s Theorem, as follows

Pabs '
Rs

2w

1

dy

1

4π2

∫ +∞

−∞

∫ +∞

−∞
|I0(kx, ky)|2 dkxdky (4.7)
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In this case the power is proportional to the incoherent weighed sum of the power asso-

ciated to each plane wave separately. It is worth noting that, in all practical applications,

since no evanescent waves reach the absorber surface, the integrals in (4.7) are spectrally

limited. If one names kρ =
√
k2
x + k2

y, kρ0 < k0 sin θ0 defines such limit, where k0 is the free

space wavenumber and θ0 is the subtended rim angle of the focusing system in figure 2.2.

The integration domain can be further reduced when FO plane wave expansion is used as

shown in Chapter 2. In the next section, the coupling of a distributed absorber with a

parabolic reflector and elliptical lens is investigated in detail by evaluating the analytical

expression of the direct field PWS.

4.3 Canonical Geometries

In this section, we explicitly derive the expressions of the PWS for two canonical geome-

tries: a parabolic reflector and an elliptical dielectric lens, by using the method explained in

Chapter 2. We consider a plane wave incidence into these focusing systems from broadside

with a linear polarization along x and an amplitude EPW
0 .

4.3.1 Parabolic Reflector

Figure 4.3 shows the geometrical parameters together with the FO equivalent surface for

a parabolic reflector. In this configuration, the equivalent surface, S, touches the reflector

surface in the apex. Thus the sphere radius is equal to the focal distance, i.e. R = F . A

parametrization of the integral in (2.2) in terms of (θ, φ) associates every point, ~r, on the

surface S to a ray with propagating vector k̂ = −~r, where r̂ is the radial unit vector. Each

ray has undergone a reflection at the reflector’s surface (see the inset of figure 4.3 for a

visual clarification).

For a linearly polarized plane wave coming from broadside, the parallel and perpendic-

ular unit vectors of the reflected fields coincide with the spherical unit vectors components,

ê
‖
r(θ, φ) = θ̂ and ê⊥r (θ, φ) = φ̂. At S, the PO aperture field (i.e. the reflected field) is a

local plane wave and its explicit expression becomes:

~es(θ, φ) = −Srpread(θ)(cosφθ̂ − sinφφ̂)EPW
0 . (4.8)

where the spreading term, Srpread = 1/ cos2 (θ/2), accounts for the conservation of energy

in the ray path from the incidence plane to the reference sphere. The spreading term is
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Figure 4.3: Equivalent sphere and geometrical parameters for a parabolic reflector.

calculated by imposing that the power density within the solid angle has to be equal to

the power density reflected by the parabola. It is worth noting that the electric fields are

all in phase at the equivalent sphere. The integral in (2.2) can be performed analytically

for large R/D giving rise to the well-known Airy pattern, defined as:

~ef (~ρf ) = −jkRe
−jkR

2π
A(ρf )x̂ (4.9)

where

A(ρf ) =
πD2

2R2

J1(kρfD/(2R))

kρfD/(2R)
. (4.10)

In a general case, so when R/D is not too large, the integral along φ can be performed

analytically using the integral representation of Bessel functions [117].

Finally a Fourier Transform representation of the focal field, (2.9), can be obtained by

using the PWS for a normally illuminated parabolic reflector as:

~Ef (kx, ky) = −4πkREPW
0 e−jkR

kz

1

k + kz

(
kx
kρ
θ̂ − ky

kρ
φ̂

)
circ(kρ, kρ0). (4.11)
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where kz =
√
k2 − k2

ρ.

Equation (2.2) with (4.8) and (4.11) highlight the representation of the field in the focal

plane is represented as a sum of plane waves whose propagation directions are defined

as those of the rays traveling from the reflector to the observation points. Accordingly,

the PWS is limited to a spectral region defined by the parametrization of the reflector:

θ ∈ (0, θ0). Figure 4.4 shows the co-polar component of the electric field in the focal plane

of a reflector characterized by R/D = 3 evaluated resorting to FO, a standard PO (GRASP

software [75]) and the Airy pattern expression. For these large R/D cases, the focal fields

resemble the Airy pattern. The results are presented for reflectors diameters of 20λ and

70λ highlighting the respective FO domains of applicability. As it can be seen from figure

2.3a in Chapter 2, the integrand is limited by an amplitude error for the small diameter,

whereas by the phase error for the larger diameter. As observed in figure 4.4, the limit

of applicability for the smaller diameter indicates an error in the amplitude larger than

0.15 dB, whereas the phase has an error smaller than 12◦. Instead, the amplitude error in

the larger diameter is negligible (< 0.02 dB), whereas the phase error is larger than 25◦.

Therefore, the amplitude and phase applicability regions carried out for the argument of

(2.7) are well translated in the same amplitude and phase applicability regions of the focal

plane field.

4.3.2 Elliptical Dielectric Lens

A similar PWS spectrum can be obtained for an elliptical dielectric lens. Such lens

has perfect focusing properties when its eccentricity is characterized by e = 1/
√
εr, with

εr being the lens relative dielectric constant. Figure 4.5 shows the lens geometry and the

equivalent sphere, S, used for the FO calculation. Note that S touches the lens only in

correspondence of its rim. Therefore, in this case, R 6= F :

The procedure to calculate the FO plane wave spectrum is analogous to the one de-

scribed in the previous section, with the main difference being the expression for the field

tangent to the sphere as follows:

~es(θ, φ) = Slpread(θ)(τ‖(θ) cosφθ̂ − τ⊥(θ) sinφφ̂)EPW
0 , (4.12)

where τ‖(θ) and τ⊥(θ) are the parallel and perpendicular transmission Fresnel coefficients.

The transmission and reflection coefficients for a normally incident plane wave can be

evaluated once it is recognized that the normal to the ellipse is n̂ = ((cos θ − e)ẑ +
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Figure 4.4: Focal plane fields of R/D = 3 reflectors with two different diameters, D = 20λ (right side of

the figures) and D = 70λ (left side of the figures), calculated using FO and compared with a normal PO

(GRASP simulations) and with the well-known Airy pattern: (a) amplitude and (b) phase. The validity

region is highlighted in grey. The fields are practically symmetric in φ so only one of the main planes

(y = 0) are shown.

sin θρ̂)/
√

1 + e2 − 2e cos θ. Moreover, the spreading function is calculated by imposing

the power density within the solid angle has to be equal to the power density transmitted

by the lens:

Slpread =
c(1− e2)

e(1− e cos θ)

1

R
(4.13)

with c being half of the distance between the two foci of the ellipse. It is worth noting

that when the eccentricity of the lens tends to zero the surface degenerate to a sphere, and

Slpread(θ) =
√

cos θ.

Therefore, the lens focal plane field can be approximated as a plane wave expansion, as
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Figure 4.5: Equivalent sphere and geometrical parameters for an elliptical lens.

in the previous section, using

~Ef (kx, ky) =
j2πEPW

0 e−jkR

kz

c(1− e2)

e(1− e cos θ)

(
τ‖(θ)

kx
kρ
θ̂ − τ⊥(θ)

ky
kρ
φ̂

)
circ(kρ, kρ0). (4.14)

where θ = sin−1 (kρ/k).

Figure 4.6 shows the co-polar component of the electric fields in the focal plane of a 6λ0

diameter elliptical silicon (εr = 11.9) lens with R/D = 0.6 evaluated by resorting to FO, a

standard PO, and the Airy pattern expression. As described by figure 2.3b in Chapter 2,

this case is limited by the phase error (< 25◦). It is worth noting that for this small R/D

case, the focal fields differ significantly from the Airy pattern.

4.4 Numerical Examples

In this section we proceed to investigate the performance of distributed absorbers under

focusing systems. Specifically, we start by observing the spatial current distribution on

the strips when the absorber is located under a silicon elliptical lens. The separation
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Figure 4.6: Focal plane fields of an R/D = 0.6 elliptical silicon lens, with D = 20λ = 6λ0, calculated using

FO and compared with a normal PO and with the well-known Airy pattern: (a) amplitude and (b) phase.

The validity region is highlighted in gray. The field is symmetric in φ so only one of the main planes

(y = 0) are shown.

layer between the absorber and the backing reflector is filled either via a silicon slab or

a free space. The optimum absorber parameters are designed as explained in Chapter 3.

Figure 4.7 shows the distribution of the current along the central strip calculated with

(3.10) for two different R/D cases very close one to each other. Specifically, we assume

D = 20λ = 6λ0 and we consider R/D = 1.6 (θ0 = 18◦) for the first case, while R/D = 1.8

(θ0 = 16◦) for the second. For both cases, the observation ranges shown in figure 4.7 fall

within the FO applicability region. The largest part of the power (95%) is contained within

the main lobe and the first two secondary lobes. This is the most significant area when

calculating the absorbed power. In the case of a reflector characterized by R/D = 1.8,

the plane waves impinging on the absorber form, with respect to the focal plane normal

(the zf axis in figure 4.5), an angle smaller than the critical angle θc = 16.85◦ between
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silicon and free space. Conversely, for R/D = 1.6 (θ0 = 18◦) the plane waves arriving to

the absorber from the edge of the lens impinge with an angle larger than the critical angle.

As can be observed from a comparison between figure 4.7a and b, the two R/D produce

appreciably different currents where free space backshort is present, despite the fact that

they are associated to almost the same R/D (see the insets in figure 4.7). This difference

is associated to the effect of the critical angle.
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Figure 4.7: Currents in the absorber central strip, at 250 GHz, for (a) R/D = 1.6 and (b) R/D = 1.8

silicon elliptical lenses with D = 7.2mm. In both figures, the right side represents the backshort obtained

via free space (FS) and, the left side, obtained via a silicon slab. The normalized focal plane field is also

shown. Absorber geometry: dy = 75µm and w = 20µm, and sheet resistance Rs = 30Ω. The insets show

a drawing of the analyzed lens configuration.

This effect can be appreciated thanks to the fact that the analytical tool presented here

links the focusing system with the spectral Green’s function of planar dielectric stratified

media. To highlight this effect, figure 4.8 shows the variation of the spectral current, (3.9),

normalized to its maximum value for the same two cases of figure 4.7 at two different
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frequencies. The peak around kxi = 0.29k is associated to the critical angle present only

in the case of free space backshort. The effect of the critical angle is also present on the

incident field, calculated in the absence of the absorber, as shown in the right axis of figure

4.8.
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Figure 4.8: Normalized current, black lines and left axis, and normalized incident field, gray lines and right

axis, as a function of kxi/k for kyi = 0 for the same cases shown in figure 4.7. (a) f = 250 GHz and (b)

f = 500 GHz.

4.4.1 Proportionality between Currents and Electric Fields

Figures 4.7a and b, also show the direct field coming from the focusing lens, normalized

to its maximum value. In general, the shape of the spatial current differs from this field,
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since it depends on the integration of the spectral components of the direct field, the

absorber equivalent circuit, and the effect of the dielectric stratifications on the incident

field, as pointed in the previous section. However, a close observation of figure 4.7 suggests

that, in some cases, the spatial distribution of the electric current and that of the focal

direct field are essentially proportional one to the other, even for large ranges of observation.

This occurs when the spectral variation of the current is small. Figure 4.8a shows this

variation for the same case than figure 4.7 at 250 GHz. One can see that the variation as a

function of kxi/k is constant up to an angle of about 10◦, i.e. kxi/k ≈ 0.2. However, if we

go to a different frequency, figure 4.8b, the variation is constant only up to about 2◦, i.e.

kxi/k ≈ 0.03. Beyond these limits one cannot claim any sort of proportionality between

the spatial current and direct fields without incurring in significant errors. In general, the

limit will depend on the dielectric stratification in which the absorber is embedded and the

frequency.

4.4.2 Simplified Model for Small Angular Regions

For cases with small variation of the direction of the incidence rays, it is useful to

find a simplified expression to quantify the power absorbed using the previous propor-

tionality between the currents and the direct field. To this regard, we can assume that

I0(kx, ky) ≈ I0(0, 0) in (3.10) and (4.6). Following several straightforward steps, one arrives

to a simplified expression of the absorbed power:

Pabs =
Rs

2wdy
|I0(0, 0)|2 1

4π2

∫ ∫
AbsArea

|A(ρf )|2dxfdyf , (4.15)

where A(ρf ) is defined in (4.10). The value of the spectral current at broadside, I0(0, 0),

can be evaluated in a generic dielectric stratification using the following expression:

|I0(0, 0)| =
∣∣∣∣ Ef (0, 0)Strat
Z(0) +Rs/w

∣∣∣∣ (4.16)

where Strat relates the incident voltage wave (V +
TM) with the open circuit solution of the

transmission line representation of the stratification at the absorber location (VTM in Chap-

ter 3). Therefore, Strat depends on the specific stratification where the absorber is embed-

ded. In the cases of figures 4.7 and 4.8, Strat = 1 + (Zd−Zu)/(Zd +Zu) where Zu and Zd

are the input impedances of the upper and lower half spaces defined in figure 4.2 evaluated

at broadside (i.e. Zu/d = Z
u/d
TE = Z

u/d
TM).
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Figure 4.9: Analytical absorption efficiency calculated for the same cases of figures 4.7 and 4.8, but using

a lens with θ0 = 10◦.

Therefore, the integration of the spatial current distribution in (3.10) can be simplified

into a spatial integration over the well-known Airy pattern distribution, leading to a much

faster computation time. Figure 4.9 shows the calculated absorbed powers, using (4.6) and

(4.9) for the same cases shown in figures 4.7 and 4.8, but using a lens with θ0 = 10◦, as

a function of the frequency. The agreement is very good except at the higher frequencies.

For such frequencies, the proportionality between the spatial current and focal field is no

more valid for the free space backshort. For this case, there is a significant variation of the

spectral current in the angular range defined by the lens illumination (i.e. up to 10◦) as

shown in figure 4.8b.

4.4.3 Absorption Efficiency and Validation of the Model

In the general case, the absorption efficiency of a focusing absorbing system can be

directly obtained using (4.6) and normalizing it by the power of the plane wave impinging

on the focal system aperture (Dl in the case of the lens and Dr for the reflector) accordingly

to figure 4.3 and 4.5. Figure 4.10 shows this efficiency for a large R/D = 1 and a small

R/D = 0.6 elliptical lenses. In the large R/D case the presence of a matching layer, with

thickness λ/4 at the central frequency of the band, is included. The same cases have been

analyzed by using the CST software for comparison; the excellent agreement is evident.

The CST computation is very time consuming (for the cases shown in figure 4.10 CST



4.4. Numerical Examples 67

took over two hours in comparison of the analytical method that took less than a minute).

Moreover, the computation time in CST increases with the dimensions of the lens. This is

because CST requires a full wave simulation of the whole optical system (figure 4.11 shows

the electric field inside the lens simulated by CST for the same R/D = 0.6 case of figure

(4.10). The inset of figure 4.10 shows the normalized current, in the central strip of the

absorber, validated with CST for the small R/D case at the central frequency.
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Figure 4.10: Analytical absorption efficiency validated with CST (lines with dots) for two lenses: R/D = 1

(dashed lines), with matching layer, dy = 20µm, w = 10µm and Rs = 55Ω, and R/D = 0.6 (solid lines),

without matching layer, dy = 75µm, w = 20µm and Rs = 30Ω. In both cases D = 20λ = 6λ0 and a

backshort in free space is used located at λ0/4 at the f = f0. The inset shows the current in the absorber

validated with CST for the R/D = 0.6 case at the f = f0.

To evaluate the current along the strips, the proposed model assumes an infinite ex-

tension of the absorber. A finite absorber dimension is only considering in the calculus of

the absorbed power, (4.6). This is equivalent to neglect the edge effects associated to the

absorber finiteness. However, these effects are usually very small, in practice, because of

the significant loss in the metal strips. In order to study the validity of the approximation,

figure 4.12 shows the absorption efficiency for different dimensions of the absorber, for the

case R/D = 0.6 in figure 4.10, validated with CST. The absorber areas considered, apart

from the infinite case, are those that sample the main lobe and half the main lobe of the

field at the central frequency. It can be observed that the agreement is excellent except for

the smallest area. Indeed, this case has an absorber dimension of only 0.6λ at the central

frequency.
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Figure 4.11: Electric field amplitude for the R/D = 0.6 lens case shown in figure 4.8, at the central

frequency.
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Figure 4.12: Analytical absorption efficiency validated with CST (lines with dots) for three different areas

of the absorber: infinite area and the areas which sample the main lobe and half of the main lobe, for the

same R/D = 0.6 case of figure 4.10. Areas considered at the central frequency.

4.5 Absorber Design for KIDs

In this section, the proposed analytical model is used to design some absorber con-

figurations with optimum performances. First, we point out the influence of different

multilayer stratifications, placed at the focal plane of a dielectric lens, on the absorption

efficiency. The efficiency of a free-standing absorber (an absorber placed on an infinite
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silicon medium) would have a maximum efficiency of 50% that would decay smoothly with

the R/D ratio of the lens. To improve the efficiency, one can place a silicon backshort

at λ/4. The efficiency goes up to 100% and also decays smoothly with the R/D ratio, as

shown in figure 4.13. Instead, if the backshort is placed at λ0/4 in free space, the efficiency

will increase up to 100% but have unexpected variations versus the R/D ratio due to the

presence of the critical angle, shown also in the same figure. The most surprising case

is when the absorber is placed between infinite silicon and free space mediums. In this

case the efficiency is 78% for normal incidence and increases for R/D ratios associated to

subtended rim angles larger than the critical one, see figure 4.13. This increase is related

to the fact that there is no power transmitted to the air medium after this angle. Figure

4.13 also shows the CST validation of the efficiency for two angles, θ0 = 30◦ and θ0 = 50◦,

and for each case considered.
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Figure 4.13: Absorption efficiency versus lens subtended rim angle (the R/D value related to each angle

is indicated in the upper axis) for three different stratifications: backshort in free space (FS) and using a

silicon slab (in both cases dy = 53µm, w = 14µm), and no backshort with free space under the absorber

(dy = 41µm, w = 14µm). In all cases, D = 70λ = 20λ0 (at f0 = 350 GHz), Rs = 30Ω and a matching

layer is used. Dots, asterisks and triangles correspond to CST simulations.

Second, we have investigated how to maximize the absorption frequency bandwidth.

According to figure 4.13, the optimum cases when a silicon/free space transition is present

are: θ0 = 13◦ with backshort and θ0 = 35◦ without backshort. The case where the

backshort is in silicon is not considered here because, as it is proved in Chapter 3, it

provides narrower bandwidth compare to the other cases considered. The efficiency as

a function of the frequency is shown in figure 4.14, when a standard quarter wavelength
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Figure 4.14: Absorption efficiency for two optimized lenses with and without free space backshort. Black

lines represent a single matching layer (εrm = 3.45 and hm = 115.4µm) and the gray lines a double

matching layer (εrm1 = 2.07, εrm2 = 4.90, hm1 = 144.1µm and hm2 = 96.1µm). Same absorbers parameter

and lens aperture than in figure 4.13.

matching layer is used. It is evident that the better performance, in terms of both efficiency

and bandwidth, is obtained for the backshort case. The frequency response of this case is

actually limited by the matching layer, and not by the absorber itself (see Chapter 3 for

curves associated to plane wave efficiencies showing larger absorption bandwidths). If a

double matching layer (or, for instance, wide-band grove based matching layers [118]) is

employed, the efficiency bandwidths can be increased considerably as shown in figure 4.14.

Finally, a comparison of the efficiencies of KIDs coupled to reflectors versus lenses is

presented in figure 4.15. Typically, reflectors are characterized by very large R/D ratios

(e.g. future telescopes, as SPICA, are being planned with R/D = 10). In this case, the

absorber is free-standing, i.e. printed in a very thin silicon membrane. Figure 4.15 shows

the efficiency of an infinite free-standing absorber under large R/D parabolic reflector,

typical of space astronomical telescopes, for the SAFARI first frequency band. The 80%

relative bandwidth corresponds to 1.4 octaves. In the same figure, the two best cases shown

in figure 4.14 for the lens coupled absorbers are also plotted as reference. In these cases,

the absorbers have a finite area that covers the first two secondary lobes of the focal field.

The 80% bandwidth of the single matching layer case is comparable to that of the parabolic

reflector: 1.2 octaves. If a broader band matching layers is employed, the bandwidth can

be significantly increased. For the example of the figure, the relative bandwidth is 1.9

octaves.
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Figure 4.15: Absorption efficiency optimized for SAFARI Scenario for a lens coupled absorber with R/D =

2.2 plus a free space backshort, and for a free-standing absorber printed on a thin silicon membrane of

λ0/200 thickness under a R/D = 10 reflector.

It could be possible to increase the absorption bandwidth also in absorbers on the

focal plane of reflectors by using thick silicon substrates with broadband matching layers.

However, for KID focal plane arrays, the absorbing area would be limited to at least 75%

of the total array sampling area [34]. The remaining 25% area is required for the read-out

circuits. Instead lens coupled KID will lead to a better sampling efficiency.

4.6 Conclusions

An analytical spectral model able to analyze efficiently THz absorbers hosted in complex

focal plane arrays has been presented. The model applies the Fourier Optics plane wave

representation of the focal plane fields to realistic reflector and lens systems linked to

an analytical equivalent network, representing the absorber currents. A validation of the

methodology via comparison with an alternative numerical full-wave technique has been

presented. Finally, wide-band and high absorption efficiencies are obtained for lens-coupled

absorbers.
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Chapter 5

Time-Delay Multiplexing with Linear

Arrays of THz Transceivers

5.1 Introduction

The Jet Propulsion Laboratory’s (JPL) 675 GHz imaging radar, summarized in [5],

utilizes a single mechanically scanned beam to rapidly detect hidden objects and weapons

under clothing. The radar operation is based on the frequency-modulated continuous-wave

(FMCW) technique to get three-dimensional target images using a ∼30 GHz bandwidth. It

has been demonstrated to effectively detect concealed person-borne threats [44], [41], [43].

This system generates 40×40 cm images of targets located at 25 m standoff distances

with frame rates of about 1 Hz. To overcome signal attenuation, the radar relied on an

active, heterodyne transceiver architecture. The specific details on the radar’s performance

capabilities can be found in [5], however, as a clarification for the rest of this chapter and

the next one, a brief summary of the THz imaging radar antenna system is provided in

next section.

Increasing the radar’s imaging speed is important to handle targets in motion and to

image over a larger field of view (FoV). This speed could be increased using faster beam

scanning motors, but this approach is infeasible because the motor’s size and power re-

quirements increase rapidly with the FoV and frame rate. Another option to shorten the

acquisition time, while minimizing the same number of transceivers is to implement qua-

sioptical time-delay multiplexing of the radar beam. This method was first described and

demonstrated in a 4 m standoff radar prototype [46]. The method involves diverting half

of the radar beam’s power through a delay line using a quasioptical waveguide (QOWG).
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The time-delay multiplexing technique does not introduce any modifications in the scan-

ning mechanism or back-end electronics hardware, while reducing the imaging time by a

factor of two. However, for near-video rate imaging, to multiplex a single beam into two is

still not enough; a THz transceiver array will be necessary. The next generation of hetero-

dyne arrays at submillimeter wavelengths is likely to be in the format of linear arrays, [51]

and [47]. Here we present a study of how time-delay beam multiplexing can work for an

array of multiple beams simultaneously.

5.2 THz Imaging Radar Antenna System

The quasioptical system of the imaging radar developed at JPL is explained in detail

in [45] and [119]. It can be divided in two main parts: the scanning and the feed optical

subsystems, as figure 5.1 shows. The scanning system is composed of a confocal Gregorian

reflector system (CGRS) consisting on two reflectors: a primary ellipsoidal reflector with

one focus confocal with a parabolic sub-reflector and the other in the standoff plane at a

distance of R = 25 m. The CGRS was chosen because its excellent scanning performance,

[120], as a consequence of a cancellation of the coma and astigmatism aberrations that are

normally present in more conventional reflector configurations, [121]. The election of an

ellipsoidal primary reflector is explained because the 25 m standoff distance is electrically

very close to the antenna (in its near field) for a 675 GHz radar. A parabolic reflector would

focus in the far field. Therefore, an elliptical main reflector with a near field focusing point

is needed to achieve diffraction-limited focusing at 25 m. The collimated beam illuminating

the parabolic sub-reflector is generated at the feed optics and scanned by a flat mirror.

A small rotating mirror for beam steering was proposed due to the technical challenge

of scaling a phased array technology to submillimeter waves. Furthermore, it reduces

the scanning time compared to an initial version of the optical system where the main

aperture was slowly rotated, along with the system’s front-end electronics, to image the

target. The rotating mirror is illuminated by a collimated beam rather than a expanding

one because it relaxes the tolerances on the position of the rotating mirror’s principal axes,

which otherwise would be difficult to align at these frequencies. This results in negligible

aberrations over the large field of view. The scanning mirror is mounted on orthogonal

rotary motor stages that rotate it an angle (θm) about two axes (elevation and azimuth),

steering the collimated beam by θsm = 2θm. The beam is then focused by the primary

reflector at the standoff plane and steered towards θs = 2θsm/M where M is the system

magnification (considering a beam-deviation factor 1 for simplicity). Therefore the beam
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is focused at ρs ≈ θsR in the target plane. With a magnification M=10, the target field of

view is ±0.25 m × ±0.25 m. The plane shown in figure 5.1 will be denoted as the vertical

or elevation plane. Beam steering over the target plane at range can also be achieved by

displacing the transceiver from the feed reflector’s focal point by a distance ∆ρ. In other

words, the collimated beam incident over the flat mirror will be titled by ∆ρ/F , where F

is the feed reflector focal distance (see figure 5.2).

In this radar antenna system, a beam splitter is used in the THz transceiver to accom-

plish the transmitter/receiver duplexing. The beam splitter consists of a thin silicon wafer

oriented at 45◦ form the outgoing beam. This system provides very high isolation with the

cost of 6 dB two-way signal loss from its unused port. A more optimal solution would be

to use a circulator to accomplish the duplexing, however, it cannot be easily obtained at

these high frequencies.

The THz radar images are acquired by raster scanning the radar beam across the field

of view, with two different speeds. The elevation is the fast direction while the azimuth

is the slow one. The vertical scanning is accomplished with a fast precision rotator that

constantly accelerate, for the first half of the scan, and decelerate, for the second half, in

order to get a scanning time limited by the maximum motor torque. This fast acceleration

is one of the keys to achieve short imaging times. The horizontal motor rotation speed

is kept constant obtaining a serpentine scan path. This linear raster scanner generates a

continuous motion that uniformly samples the image. As explained in [45], there is an

inverse-squared relationship between the image time and the scanning-mirror acceleration

in the vertical direction. In view of this fact, to simultaneously project several beams onto

the target (either by multiplexing or using arrays), one have to consider that there is a

substantial difference in acquisition time depending on weather the beams lie on in the

vertical or horizontal direction due to the different speeds of the two directions. If the

division is done in the horizontal plane in Nh parts, then the time reduction would be Nh

whereas the horizontal motor speed will be kept the same. However, if the division is done

in the vertical plane in Nv parts, the reduction would be only
√
Nv due to the square-root

dependence of the vertical scanning time and the FoV vertical length. It is, therefore,

preferable to have a the multiple beams located in the same plane where the fast scanning

is located for the maximum acquisition time reduction.

The radar system imaging speed increase is limited by two factors: the motor’s acceler-

ation and the SNR. Faster scanning optics might be possible, but, as the scanning motor’s

acceleration scales as the inverse square of the imaging time, it is unlikely to be done in a

cost effective manner. For heterodyne radar detection, the SNR is directly proportional to
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the dwell time per image pixel (τ = τi/Nm, being τi the total imaging acquisition time and

Nm the number of pixels mechanically obtained with the raster scanning), SNR ∝ P0τ/N0.

An order of magnitude frame rate speed-up would degrade the radar image quality. How-

ever, in the JPL’s imaging radar, the limitation factor for the imaging speed is the motor

rotation speed, not the SNR degradation.

Figure 5.1: Geometry of the THz radar quasioptical system (vertical plane). Bottom right, the target

plane FoV.

5.3 Quasioptical Multiplexing System for a Single

Transceiver

The method used to increase the radar frame rate is based on time-delay two-beam

multiplexing, dividing the radar’s beam into two. Each beam points to a different half

of the FoV during scanning, with a subsequent reduction in the scanning time. The FoV
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division is done at the intermediate plane (see figure 5.1) so both beams are scanned

simultaneously. Both, the main and the multiplexed beams, are then focused in the target

plane at offset locations. On reflection, both beams are detected using a single receiver and

distinguished from one another by a separation (delay) in their time-of-flight to the target.

The multiplexing system is placed along the horizontal or azimuth plane of the system.

In the first time-delay multiplexing approach described in [46], the beam splitting and

polarization rotation were done using waveguide structures, leading to high ohmic losses

and decreased sensitivity from transmit/receive signal leakage. A low-loss alternative using

an all-quasioptical multiplexing approach (a silicon wafer beam splitter and a rooftop

mirror polarization rotator) was proposed in [45] and implemented successfully in [5] to

avoid these problems while still doubling the imaging frame rate. A system based on

the same quasioptical waveguide (QOWG) system was used to obtain polarimetric radar

images.

The silicon beam splitter duplexes the transmit and receive beams, and the power de-

flected by the beam splitter (3 dB) is captured by the QOWG to form the multiplexed beam.

In this way, we are reusing 3 of the 6 dB initially lost by the beam splitter. The time-delay

multiplexing technique reduces the imaging time by a factor of two, without increasing the

scanning mirror speed, raising the SNR by a factor 2, as in this case: SNRMux ∝ P0τ
′/N0

where τ ′ = τi/N
′
m and N ′m = Nm/2.

5.3.1 Quasioptical Waveguide Design

The initial implementation of the QOWG, with a delay of 90 cm, is shown in detail in

figure 5.2.The QOWG is designed to obtain a multiplexed beam with an equivalent focus

in the feed reflector’s focal plane (described with a gray triangle in figure 5.2), displaced

symmetrically about its focal point with the main beam. The distance of this displacement

can be calculated by considering that to double the imaging speed by halving the scanning

mirror’s rotation angle in the horizontal direction, the multiplexed and main beams in the

target plane have to be focused at a distance ρs = FoV/4 from the center of the FoV.

Therefore, we need to introduce an angular tilt in the collimated beam of θsm = ρsM/R.

This angle will be obtained by tilting the beam by θh = θsm at the intermediate plane.

If the transceiver is displaced from the feed reflector focal point by dh = ρsMF/R in the

x-axis (see figure 5.2 and 5.3), the beam generated by the feed reflector will be tilted the

required angle. In the same way, if the multiplexed beam’s equivalent focus is displaced a

distance dh on the other side (see figure 5.2) then this beam will be tilted an angle −θh at
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Figure 5.2: Schematic of feed optics including the QOWG multiplexing system showing the horizontal

plane.

the intermediate plane. In figure 5.3 a schematic of the feed reflector focal plane is shown.

Figure 5.3: Feed reflector focal plane composed of the transceiver horn (represented with the square) and

the equivalent multiplexed beam (represented with a circle) offset symmetrically from the feed focus at

the origin.

The whole optical system (including the QOWG) has been simulated with GRASP in

order to calculate the beams’ field shape at the target plane. In figure 5.4, the beams’ radii

at -3 dB are shown as a function of the φ-coordinate, considering a polar coordinate system

centered at the point of maximum power for each target spot. The fourth power of the

electric field is calculated because the radar’s two-way beam path effectively squares the
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Figure 5.4: Main (H) and multiplexed (V) beam -3 dB radius, calculated for |E|4.

beam intensity. The beams have a slightly elliptical shape, due to the phase aberrations,

as shown in figure 5.5. The phase aberrations are due to difference in the path length of all

the rays, introduced when shifting the feeds from the feed reflector focus. It is possible to

make, for each beam, a ray tracing and calculate, in the spot diagram at the target plane,

the radius of each ray with respect to the central one. Therefore, a measure of the system

aberrations can be the root mean squate (RMS) radius of all the rays in the spot diagram.

For the single-transceiver multiplexing system, the main and multiplexed beams have a

RMS radius of 16.2λ. In this case, the QOWG itself does not introduce any extra optical

phase aberrations because the transceiver is located in the QOWG focus. Aberrations

come dominantly from the displacement of the beam foci from the feed reflector focus.

This is in contrast to the results presented in section 5.4. The system resolution is 1.04

cm, calculated as the two-way beam width at -3 dB (Half Power Beam Width or HPBW).

This value is obtained as the average of the beam’s -3 dB radius as a function of the φ-

coordinate. The system’s one-way spillover, simulated as the losses in the optical system

when the beams have traveled from the source to the target, is 0.35 dB for both beams.

5.3.2 Measurements

The QOWG has been manufactured and measured together with the radar optical

system. Figure 5.6 shows a photograph of the manufactured multiplexing system.
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Figure 5.5: Main (H) and multiplexed (V) beams for a single transceiver, at the target FoV, simulated

with GRASP and plotted as |E|4.

Figure 5.6: Photograph of the manufactured multiplexing system.

The beam profiles were experimentally validated by imaging a 3 mm diameter metal

bead suspended by nylon thread at a 25 m standoff distance. Figure 5.7 shows the measured

beam profiles for the H and V signals. The measured beams’ shapes are quite circular,

in an agreement with the simulations of figure 5.5. Both measured signals have a similar

power level, confirming that the QOGW does not introduce significant additional losses in

this case.
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Figure 5.7: Main (H) and multiplexed (V) beam profile measurements.

Figure 5.8: Concealed object image acquired with the multiplexing system.

Figure 5.8 shows an example of a fast 1 second (1 Hz) image obtained with the two-

beam multiplexing system of a concealed mock bomb-belt on a mannequin at 25 m standoff

distance. Without the two-beam multiplexing, the image of figure 5.8 would have taken 2

seconds to acquire with the same pixel density.

5.4 Quasioptical Multiplexing System for a 2×1

Transceiver Array

Results obtained in the previous section for a single transceiver show that multiplex-

ing is a feasible technique to double the acquisition speed without any additional THz,

RF, or computing hardware. The next step towards a multiplexed array is to study the
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performance of this technique with a two-element transceiver array.

5.4.1 Quasioptical Waveguide Design

For this new configuration, almost the same QOWG is used. In this new design, we have

the FoV divided in four regions with a total of four different beams. To this aim, a vertical

beam tilt, ±θv, at the intermediate plane, as well as the horizontal ones, ±θv = ±θv, needs

to be implemented. The vertical tilt is generated with an additional vertical displacement

of the transceiver, dv, as shown in figure 5.9. With these shifts, the theoretical position

of the multiplexed beams’ virtual foci in the feed reflector focal plane are displaced in the

vertical plane, dv, and in the horizontal plane, dh. As explained in section 5.2, a vertical

division of the FoV, leads to a time reduction by a factor of
√
N when the FoV is divided

in N regions, due to the sinusoidal acceleration of the vertical scanning motor. Thus with

this new configuration, a 2
√

2 frame rate speed-up compared to a single scanning beam is

possible. The linear array of transceivers has been chosen to lie along the y-axis, which is

the symmetrical plane of the QOWG (xz-plane). With this orientation, the aberrations

introduced by the QOWG in both multiplexed beams are the same and lower than if the

array were placed in the other plane. Multiplexing is therefore still done in the horizontal

plane.

Figure 5.9: Feed reflector focal plane composed by the 2×1 transceiver array (squares) and the theoretical

positions of the multiplexed beams’ foci (circles) in the feed reflector focal plane. The feed reflector focus

is located at the origin of the coordinate system.

In the single-transceiver configuration, a rooftop mirror oriented at 45◦ was used to

rotate the multiplexed beam polarization. This works as long as the multiplexed beam

impinges on the rooftop aperture with normal incidence. In the two-transceiver case, the
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transceivers are slightly shifted away from the QOWG focus. When the beams leave the

first parabolic reflector of the QOWG, they are tilted in the yz-plane (the vertical plane).

If a rooftop reflector were used, the outgoing beams will therefore be deflected into the

horizontal plane, away from their intended positions in the target plane. To overcome this

problem, a different method to rotate the polarization is used, based on a grooved grating

rotator as shown in figure 5.10. The same grating concept was used in [122] to design a 675

GHz radar duplexer with low loss. This grating exhibited high efficiency with losses better

than 0.1 dB over the radar’s 5% bandwidth. In the polarization rotation implementation of

figure 5.10, the grating polarizer converts the incoming linear polarization (H) in a circular

one (right-hand-circular, or RHC). Then the circular polarization reflects from a flat mirror

that reverses the direction of rotation to left-hand-circular, or LHC, and then the grating

converts the LHC polarization back to linear, but with orthogonal direction (V). With this

technique, the incident and reflected signals, with orthogonal polarization, remain in the

same plane even if they arrive with a tilted angle.

Figure 5.10: Operating principle of grating-based polarization rotator.

Figure 5.11 shows the simulation of the four beams’ fields at the target plane. The

multiplexed beams are observed to be not Gaussian because they are affected by strong

phase aberrations caused by the displacement of the transceiver from the QOWG focus.

They have lost their beam symmetry due to the vertical shift in the feed reflector symmetric

plane, ±dv. Furthermore, the multiplexed rays arrive to the feed reflector with a tilt in the

yz-plane as a consequence of the shift in the QOWG focus. This tilt causes non-uniformities

in the illumination of the feed reflector, increasing the aberrations of the multiplexed beams

compared with the main beams. The main beams also have significant aberrations due to

the vertical shift of the transceivers from the feed reflector focal point. In this case the

RMS radius is 22.3λ for H1 and H2, 14.7λ for V1 and 27λ for V2.

In figure 5.12, the beams’ radii at -3dB are shown as functions of the φ-coordinate. The

beams have lost the symmetry that was presented in the simpler multiplexing geometry
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Figure 5.11: Main (H1 and H2) and multiplexed (V1 and V2) beams for a 2× 1 transceiver array, at the

target FoV, simulated with GRASP and plotted as |E|4.

in figure 5.5. The resolution in this case is 1.54 cm, determined by the highest radius

variation, i.e., beam V2. The spillover, shown in table 5.1, is different for each one of the

four beams and it takes a maximum value of 2.09 dB for the V2 pixel.

Beam Spillover (dB)

H1 0.37

H2 0.40

V1 1.71

V2 2.09

Table 5.1: One-way spillover for the main and multiplexed beams.

5.4.2 Measurements

The two-element QOWG configuration has been manufactured to validate the design.

The beam profiles were experimentally validated by imaging the same small metal beads as

in the single element case. A photograph of the grating rotator implemented to rotate the

multiplexed beams polarization is shown in figure 5.13. Figure 5.14 shows the measured

beam profiles for the upper transceiver (H1 and V1) signals.
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Figure 5.12: Main (H1 and H2) and multiplexed (V1 and V2) beams -3 dB radius, calculated for |E|4.

Figure 5.13: Photograph of the grating rotator used to rotate the multiplexed beams polarization in the

two elements QOWG configuration.

Both signals (H1 and V1) provide similar resolution and are consistent with the values

obtained in the simulations. However, when the measured signals levels are compared, the

multiplexed beam is about 6 dB weaker than the main beam. This difference is due to

the spillover as well as the larger HPBW. The larger HPBW results in less power level

reflected from the target bead, reducing the measured signal amplitude.

Another issue encountered with this design is that the small losses in the grating po-

larizer result in a weak backscattered signal with H polarization that goes through the

vertical wire grid 2 in figure 5.2, and arrives again in the feed reflector plane. For example,
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Figure 5.14: : Main (H1) and multiplexed (V1) beam profile measurements for the transceiver upper

channel.

when the beam generated by transceiver number 1 (see figure 5.9) arrives at the grating

with an angle θ in the vertical plane, the small backscattered signal will be tilted an angle

−θ, will pass through the wire grid, and will arrive exactly at transceiver number 2 (and

vice versa). This unwanted cross-talk corrupts the receiving signal and affects the receiver

sensitivity, and must be mitigated by slightly shifting the whole transceiver in the vertical

plane. In this way the transceivers will not be symmetrical in the this plane and the re-

ceiving signal will not be corrupted by the wrong polarization. The displacement needed

in the transceivers is the equivalent of one beamwidth in the feed focal plane and therefore

it should not impact the imaging performances.

The simulations and measurements performed validate the multiplexing concept and its

feasibility for reducing the acquisition time in imaging systems. However, if we want to

extend this method for multiplexing larger arrays, the optical system needs to be improved

in order to obtain good quality beams with minimal optical aberrations and spillover.

5.5 Multiplexing of Large Linear Arrays

The optical aberrations and spillover loss obtained for the two-element transceiver will

be even higher when larger arrays are multiplexed due to the higher shift of the beams from

the system focus. For this reason, it is very important to optimize the optical design in order

to reduce as much as possible these aberrations and the spillover level. The multiplexing

configuration performance can be improved by modifying the feed optics system. One

optically simple solution is to increase the system f-number (f#). This solution involves a

change in the f# of the feed reflector and also in the QOWG. By increasing the f#, the
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angle at which the multiplexed beams leave the QOWG is smaller. This will considerably

improve the illumination of the feed reflector. Moreover, the use of large f# numbers leads

to lower scanning losses and better beam qualities for parabolic reflectors, [123].

The simulated beams obtained by multiplexing the two-element array have been im-

proved by increasing the system f# from 1.4 to 2.9. To maintain the primary reflector’s

original illumination, the transceiver horns’ taper angle also need to be modified from 12◦

to 6.2◦, and the feed reflector focal length has been increased from 19.5 cm to 40 cm. The

element separation is fixed by the focal distance of the feed reflector, so dh and dv are

also increased to achieve the correct displacement of the beams in the FoV. The array is

sparse with a separation between the elements of 4.2 cm. The horn antenna directivity is

30 dB so the Gaussian beam generated has a beam waist of about 1.4 mm, much lower

than the array’s elements separation ensuring that we have no space problems. In figure

5.15 the proposed QOWG modifications are shown. The distance between the elements

of the QOWG is modified to suit the new configuration, avoiding ray blockage. In figure

5.16, the simulated beams fields are represented, and the beams shape has significantly

improved with more symmetrical fields for both the main and multiplexed beams. With

this system the RMS radius has decreased to 6.7λ for H1 and H2, 13λ for V1 and 9λ for

V2. In table 5.2 the new one-way spillovers are shown and the maximum value has also

decreased considerably to 0.63 dB for the V1 beam.

Figure 5.15: Comparison between the QOWG with f# = 1.4 and transceiver horns’ taper angle of 12◦ and

the new QOWG with f# = 2.9 and transceiver horns’ taper angle of 6.2◦.

Figure 5.17 shows a comparison of the -3 dB radius of the beam V2 for the initial two-
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Figure 5.16: Main (H1 and H2) and multiplexed (V1 and V2) beams at the target FoV for a 2×1 transceiver

array increasing the QOWG f-number, simulated with GRASP and plotted as |E|4.

Beam Spillover (dB)

H1 0.57

H2 0.51

V1 0.63

V2 0.58

Table 5.2: One-way spillover for the main and multiplexed beams for the QOWG with f# = 2.9.

element QOWG configuration (f# = 1.4) and the new configuration with a larger f-number

(f# = 2.9). The resolution has been considerably improved, obtaining a value of about

1 cm that is comparable to the resolution achieved by the initial system where just one

beam was multiplexed.

For video-rate imaging speeds, larger linear arrays will be needed. The new feed optics

configuration, figure 5.15, allows the multiplexing of such large arrays due to the low

aberrations and spillover levels that it provides. A six-element array, multiplexed with the

f# = 2.9 QOWG shown in figure 5.15, has been simulated in order to study the performance

of the designed system with large arrays. The array is placed along the elevation axis

agreeing with the symmetrical axis of the QOWG. For maximizing the scanning speed,

the slow motor should be in the elevation axis and the fast motor in the azimuthal axis,
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Figure 5.17: -3 dB radius of the beam V2 for the QOWG with f# = 1.4 and the new geometry increasing

the system f-number to f# = 2.9.

contrary to the initial case, as explained in section 5.2. In figure 5.18a, the fields obtained

at the target plane are shown. As it can be observed, the multiplexed beams shape is

almost circular even for the edge pixels, but their position in the target plane describes a

curve, in contrast to the main (H) beams that lie on a line. This shift in the beams position

is due to the tilt of the rays when they leave the QOWG. This tilt could be further reduced

by increasing even more the QOWG focal distance. However in order to maintain the

system total dimension comparable to the original one (figure 5.1), the dimensions of the

multiplexing system in the x-axis are limited by the main antenna reflector radius. The

difference between the horizontal position of the edges beams (V1 and V6) and the central

beams (V3 and V4), x in figure 5.18a, is 4 cm. It is possible to optimize the x-position of

the array elements in the focal plane to compensate the multiplexed beam shift, see figure

5.19. Note that the elements of the array are only shifted transversally, not axially, so they

are still placed in the xy-plane. In figure 5.18b the beams at the target plane, after the

transceiver position optimization described in figure 5.19, are shown. The shift for both

the main and multiplexed beams, in the target plane, is xH = xV = 2 cm; see figure 5.18b.

This is slightly higher than the system resolution, so the scanning mirror rotation in the

azimuth plane needs to be increased by an angle equivalent to this distance (xH or xV ) to

cover the whole field of view.

The RMS radius for the beam H1 is 13λ, 15λ for H2, 14.7λ for V1 and 14.3λ for V6,

that are low values if we compare them with the other studied cases. The spillover level for
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Figure 5.18: Main (from H1 to H6) and multiplexed (from V1 to V6) beams at the target FoV for a 6× 1

transceiver array, simulated with GRASP and plotted as |E|4. Beams obtained before, (a), and after, (b),

the optimization of the transceiver positions.
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Beam Spillover (dB) Beam Spillover (dB)

H1 0.71 V1 0.89

H2 0.58 V2 0.62

H3 0.52 V3 0.52

H4 0.50 V4 0.52

H5 0.52 V5 0.57

H6 0.55 V6 0.72

Table 5.3: One-way spillover for the main and multiplexed beams for the six elements array.

the twelve beams is summarized in table 5.3 and it is better than 0.89 dB for all of them.

In figure 5.20, the -3 dB radii for the edge beams are represented. The resolution, imposed

by V1, is 1.2 cm, which is enough to obtain good quality images of concealed weapons.

Figure 5.19: 6× 1 THz transceiver array elements optimized position in the focal plane.

5.6 Conclusions

In this contribution we show how an all-quasioptical multiplexing technique can be used

to increase the imaging speed of THz imaging radar based on linear arrays of transceivers.

This increase is achieved by scanning the FoV with multiple pixels obtained from splitting

each transmitted beam into two using a QOWG.

The multiplexing of large arrays is not trivial, as we have shown, due to the aberrations

and spillover in the system. But it is possible to reduce these problems by designing

QOWGs with large f-number. Displacements in the multiplexed beams can be reduced by
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Figure 5.20: -3 dB radius of the beams H1, H6, V1 and V6 when multiplexing a six elements array.

optimizing the transceiver locations in the focal plane. In this contribution, multiplexing

of a six-element sparse array has been simulated with a 1.2 cm resolution and spillover

under 0.89 dB. The last array element beam is displaced by 24 HPBW in the target plane

with respect to the FoV center, indicating that a compact array of 48 elements would have

similar beam quality than the ones presented here.

In conclusion, the multiplexing technique could be a feasible and hardware-efficient

method to reduce the acquisition time of the large transceiver arrays planned for future

THz imaging systems.



Chapter 6

Refocusing a THz Imaging Radar

6.1 Introduction

Since the initial JPL’s THz imaging radar system concept was demonstrated [44], almost

all the improvements introduced in the radar have been related with the reduction of the

acquisition time without degrading the image quality. However, the ability to acquire

imagery over different standoff distances from the radar is also important.

The narrow beams needed for high resolution imaging only exist around the focal lo-

cation of the antenna system. Outside this region the signal-to-noise ratio decreases and

image blurring increases due to the defocusing effects resulting in gain loss and beam

broadening of the antenna beam. Therefore, when objects located away from the nominal

standoff distance are imaged, refocusing becomes necessary. To implement a refocusing

system, the image focal plane must be displaced. Such displacement could be done ex-

tremely fast electronically by using phased arrays [52]. Although possible in theory, it is

not practically achievable with the currently available THz technology. As an alternative,

there is the conventional optical option to design a refocusing system by mechanically

translating components as proposed in [119].

In the present chapter, an upgrade to the THz imaging radar optical system summarized

in [5] is described. This upgrade provides this radar system with refocusing capabilities

allowing imaging objects concealed in persons in movement. The method used is a mechan-

ical axial translation of the transceiver. This is a simple way to implement the refocusing

in the current system, because only the transceiver needs to be displaced without any mod-

ification in the optical system, and it provides good image performances. To avoid any
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Figure 6.1: Geometry description of the THz radar optical system.

damage in the radar transceiver, the high frequency circuitry is packaged inside a metallic

box. This box is mechanically displaced in order to achieve the refocusing.

Since the optical system is based on a confocal Gregorian configuration, the refocusing

could be also achieved by shifting the sub reflector along an axis defined by the main ray.

However, this approach will turn into higher spillover (SO) and significant ray blockage.

The main reflector could also be displaced to this aim but, since it is a large reflector (1 m

diameter), this will imply slow motion. A different approach for doing the refocusing could

be the use of a deformable membrane mirror [124], once the technology will be available.

The desired refocusing range is 50% from the nominal distance, i.e., from 12.5 m to

37.5 m. This refocusing system and some measurements were initially presented in [125].

In the present chapter a detailed analysis of the optical system performances is presented.

In section 6.2, the refocusing system implementation is described. The whole system has

been simulated with the commercial software GRASP and results in terms of resolution,

efficiency and optical aberrations are presented in section 6.3. The refocusing system was
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implemented and measured and the results are summarized in section 6.4. Finally, the

system has been tested by acquiring through-clothes images of concealed weapons as it is

shown in section 6.5.

6.2 Refocusing System Implementation

The initial optical system considered here is described in detail in [119], [125], [45] and a

brief summary is provided in section 5.2 of Chapter 5. It is divided in two main parts: the

scanning and the feed subsystems, as shown in figure 6.1. The scanning system is composed

of the main ellipsoidal reflector with a secondary focus at the standoff plane. The main

reflector is illuminated by a secondary parabolic mirror that focuses a collimated beam

to the main reflector’s close focus. The collimated beam, generated at the feed optics, is

deflected by a flat scanning mirror mounted on orthogonal rotary motor stages to point the

beam in elevation and azimuth. Because of the confocal geometry, the beam is then focused

at the standoff plane by the main antenna, and steered over the field of view situated at a

distance of R0 = 25 m from the main antenna.

Figure 6.2: Refocusing distance (R) versus the transceiver axial translation (d). The solid line represents

the Zemax simulations results and the dots are the measurements.

In the studied system, the main ellipsoidal antenna foci are the confocal point and the

target point. One can focus to a different point by axially displacing the first focal point.

The displacement of this focus generates a quadratic phase shift over the main aperture
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that displaces the position of the secondary focus by a certain amount R, [77]. One can

change the target plane by shifting the confocal focus. The most convenient way to vary

the confocal point is by translating the transceiver in the axial direction a distance d as

described in [119] and illustrated in figure 6.1. This produces a better beam quality than

displacing the main aperture because the feed reflector has a larger f-number. The scanning

mirror rotation can still perform the steering of the beam in the cross-range plane at the

refocused distance. If the transceiver is moved far from the feed reflector (d < 0) the

refocusing distance decreases, and when the transceiver is nearer the reflector (d > 0) the

focus distance increases.

The whole refocusing system has been simulated with the commercial software Zemax

based on ray tracing. It is possible to make, for each refocusing position, a ray tracing

and calculate, at the target plane, the radius of each ray with respect to the central one.

A measure of the system aberrations is the RMS of all these radiuses. Figure 6.2 shows

the transceiver axial translation needed to get each refocusing distances, R = R0 + R.

This curve has been obtained by minimizing the RMS radius of the incident rays for each

transceiver position. Figure 6.2 also shows the measurements results obtained as explained

in section 6.4.

6.3 Characterization of the Refocusing System

The whole refocusing system has been also simulated using the software GRASP. Figure

6.3 shows the simulated fields, plotted in dB as 20log(|E|2) at the target plane (xy-plane

in figure 6.1) for different refocusing distances. The squared field is used in the figures

because the radar’s received signal is proportional to the product of the transmitted and

received antenna patterns, which are the same [44].

To analyze the beamwidth, directly related with the system resolution, a study of the

beams radius at -3 dB has been done. This parameter represents the points where the

squared field has decayed -3 dB from its maximum and it is represented as a function of

the φ-coordinate in a polar coordinate system centered in the maximum of |E|2 for each

beam. In figure 6.4, the -3 dB radiuses for R = 13.5, 25 and 37.5 m are shown. The

beams have a slightly elliptical shape as it can be observed from the variation of the curves

as a function of the angular coordinate, but this variation is below 0.1 cm for the three

cases. The system beamwidth, shown in figure 6.5, is calculated as the average of the -3

dB radius. There is an increase in the beamwidth as a function of the refocusing distance.
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Figure 6.3: Normalized beams |E|2 at different refocusing distances simulated with GRASP.

Even so, values under 1.5 cm are obtained for the whole range.

Figure 6.4: -3 dB radius of the simulated beams for 13.5, 25 and 37.5 m refocusing distances.

In order to study the quality of the refocusing system, its performances are compared

with those obtained from a single mode Gaussian beam analysis done on an ideal elliptical

reflector. A Gaussian beam, is a transverse EM mode which mathematical expression

for its complex electric field amplitude can be found by solving the paraxial Helmholtz
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equation, [49]. Thus, the normalized electric field yields to

E(r, z) =

√
2

πw2(z)
e

(
− r2

w2(z)
−jkz− jπr2

λRc(z)
+jφ0(z)

)
(6.1)

where z is the axis of propagation, r represents the perpendicular distance from the axis

of propagation, w0 denotes the beam waist radius (the beam radius at z = 0), k = 2π/λ

is the wave number, Rc(z) is the radius of curvature, w(z) is the beam radius and φ0(z) is

the Gaussian beam shift. These last three parameters are defined as:
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w(z) = w0

√
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)
(6.3)

tan (φ0(z)) =
λz

πw2
0

(6.4)

For an ideal uniformly illuminated elliptical reflector focusing at R, the beam’s full width

to half-maximum (FWHM) is directly proportional to the focusing distance: FWHM =

(λ/D)R. Instead, if the reflector illumination is tapered, as in this case, the theoretical

FWHM beamwidth, derived by Gaussian beam approximations, obeys FWHM = (1.02 +

0.0135Te(dB))λ/DR, [49], where Te(dB) = 11 dB is the field taper at the edge of the main

aperture for the current configuration. In the case of an elliptical reflector, where the feed

is displaced in order to change the focusing distance, this expression sets the lowest possible

value of the resolution achievable at any distance by this refocused reflector. Moreover,

from this equation we know that the FWHM of the refocused beam will increase with the

refocusing distance.

The radar received signal is proportional to the square of the amplitude, |E|2, therefore

it is convenient to use as image quality parameter the width of the squared amplitude

where its maximum is reduced -3 dB. We will refer as FWHM2 to this parameter. To

get this parameter, the expression of the FWHM must be properly normalized. The field

amplitude of a Gaussian beam, relative to its maximum value and calculated from equation

(6.1), follows the form |E(r, z)|2 = e−r
2/w2(z), where w(z) is defined as in (6.3). Thus,

the associated squared field can be written as |E(r, z)|2 = e−2r2/w2(z). Expressing both
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Figure 6.5: Beamwidth average for GRASP simulations (solid line). The dotted line represents the

beamwidth that could be theoretically achieved by focusing the reflector using 6.5, and the dashed line

represents the beamwidth if no refocusing is used.

equations in dB and relating the radius of the Gaussian beam at -3 dB, one can find a

relationship between the FWHM of the one and two-way signals as:

FWHM2 = FWHM/
√

2 (6.5)

This equation can be used to compare the performances of the refocused reflector system

to those of an elliptical reflector with the same aperture dimension and a nominal focusing

distance that changes in the same range of the refocused one, R, as shown in figure 6.5.

Theoretical and simulated results of the beam widths have very good agreement for almost

the whole refocusing range. The larger differences occur at the lowest distances where

there are more phase aberrations.

The dashed line in figure 6.5 represents the theoretical value of the radius at -3 dB if no

refocusing is used. To get this curve, the beam waist (calculated as the value of the beam

radius at the nominal distance) is obtained by equating it to the FWHM2 at the nominal

refocusing distance. From these curves one can observe the need for refocusing outside the

nominal position due to the rapid growth of the beam.

Figure 6.6 shows the field profile at the horizontal and vertical planes, xz and yz planes

in figure 6.1, respectively, versus the refocused distance. The simulated beamwidth con-

tours, obtained as the half power beamwidth in each plane, are also represented in figure
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Figure 6.6: Normalized beams field profile, simulated with GRASP in the (a) horizontal and (b) vertical

planes, as a function of the refocusing distance. The dotted and solid lines are the theoretical, equation

(6.5), and simulated beamwidth contours respectively. The dashed lines represents the beamwidth if no

refocusing is accomplished.
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Figure 6.7: RMS error normalized by the wavelength versus the refocusing range.
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Figure 6.8: Refocusing system spillover as a function of the range. The solid line represent the beam in

the center of the FoV and the dashed lines represents the beam in a corner of the FoV.

6.6 together with the theoretical ones obtained with 6.5. Both theoretical and simulated

lines are in very good agreement for almost the whole range in the horizontal plane. How-

ever, the field axis along the range for the vertical plane is not fixed at 0 cm. This means

that the beam in this plane presents a shift. This deviation appears as a consequence of the

irregular illumination of the main reflector when the transceiver is moved because of the

offset configuration. The tilt in the beam could be compensated by including a transversal
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displacement of the transceiver combined with the axial one. For the current configuration,

the beam’s tilt is, in the worst case, comparable to a beamwidth and therefore it is not

significant for the image quality. Furthermore, including a transversal displacement would

lead to a lower refocusing speed because two different linear motors will be needed. Al-

though the simulated lines do not overlap the theoretical ones in figure 6.6 (right), one can

appreciate that the absolute beamwidth value is similar in both cases. Therefore, we can

conclude that the refocusing method provides a resolution comparable to the one obtained

by an ideal elliptical reflector focusing at each of the analyzed distances.

Figure 6.9: Incident (SOi), scattered (SOs) and total spillover for a 3 mm diameter metal sphere. The

solid lines represent the theoretical values and the dashed lines the GRASP simulations.

Simulated results do not fit the theoretical values in the lower ranges, see figures 6.3,

6.5 and 6.6. At those ranges, there are significant phase errors in the quasioptical system

resulting in non-Gaussian beams. The beams start to have asymmetric secondary lobes

and the Gaussian shape is lost. Figure 6.7 shows the system optical aberrations calculated

as the RMS error normalized by the wavelength. The RMS increases steeply as the range

decreases from the nominal distance. Instead, it maintains a low value in the other part of

the range.

The system efficiency is directly related with the system’s SO. Figure 6.8 shows the

simulated SO versus the range for two positions of the flat rotating mirror: the nominal

position (beam at the center of the FoV) and the rotated position (beam at the corner of

the FoV). The SO is under 0.75 dB for almost the whole refocusing range, leading to high

efficiencies values above 85%. The sub reflector is oversized to reduce the SO, [119], and
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Figure 6.10: Implementation of the refocusing system.

the values obtained are limited by the main reflector aperture that cannot be modified for

the current application.

The spillover losses when a 3 mm metal sphere is imaged have also been simulated in

GRASP and calculated using simplifications for the whole range beams. These losses are

directly related to the system signal-to-noise (SNR) ratio, shown in the last section. The

terms that most affect the SNR are: the incident spillover (SOi) and the scattered spillover

(SOs). SOi is related with the power lost when the beam impinges on the small sphere.

This term has been theoretically calculated as the fractional power outside the bead radius

if an incident Gaussian beam is considered:

SOi = 1− e−2α (6.6)

where α = r2
s/w

2
0, being rs the radius of the considered sphere. The other term of the

spillover, SOs, is related with the power scattered by the sphere, when it is illuminated

with the beam, and not intercepted by the main reflector. As the impinging beam is much

larger than the sphere diameter, we can suppose that the sphere has a uniform illumination

and, therefore, it scatters an isotropic field. Accordingly, SOs can be calculated as the ratio

between the solid angle subtending by the main reflector and the solid angle of a whole

sphere.

SOs =
∆Ωs

∆Ωi

=
2π(1− cosθ)

4π
(6.7)

where θ would be the reflector edge angle.



104 6. Refocusing a THz Imaging Radar

In figure 6.9, SOi and SOs are shown for both the theoretical calculation and the GRASP

simulations. Simulations and theoretical results provide similar results. The mismatch in

the lower range of the incident spillover is related with the loss in the Gaussian shape of

the beams due to the system phase errors mentioned before.

6.4 Measurements

The refocusing mechanical system has been manufactured, as shown in figure 6.10, and

integrated with the entire antenna system. The high frequency circuitry is confined within

a box. This box is displaced to achieve the refocusing, see figure 6.10. Outside this box the

connections are at low frequencies. This packaging protects the high frequency transceiver

while is moved.

To qualitatively verify that the radar beam refocuses in range with a linear translation

of the transceiver, a thin nylon string with nine equally spaced 3 mm diameter brass beads

glued to it was suspended at an angle moving upward with distance over a range span of

about 4 m. With this configuration, a single image frame capture will show all of the beads

simultaneously, but with different degrees of resolution because of the change in the radar

beamwidth over the range where the beads are located. Figure 6.11 shows nine range-slices

(at the nine ranges of the suspended beads) from five such images acquired at five different

positions of the transceiver. From this data, it is immediately clear that as the transceiver

moves forward, beads at further and further distances come into focus. To determine the

optimum transceiver displacement position for a target at a given range, the focus quality

and return signal levels of a small target at that range was maximized as a function of the

transceiver position. The results are shown in figure 6.2, and they fit with the simulated

values.

The beam shapes of the 3 mm bead targets at ranges spanning 13 − 38 m have also

been carefully measured with the radar. Figure 6.12 shows the normalized field measured

for different refocusing positions. If we qualitative compare the measured beams with the

simulated ones, the measurements exhibit a strong elliptical shape even for the nominal

position. In figure 6.13 the radius at -3 dB for three refocusing positions, 13.5 m, 25.5 m

and 37.5 m, are shown. The variation of the curves is higher than 1 cm in the worst case

(37.5 m). This is a result of optical misalignment in the experimental setup because at the

nominal position (R0 = 25 m) the beam is already elliptical. In previous measurements,

[45], the system was correctly aligned and the beam in the nominal position was shown not
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Figure 6.11: Single-images of the 3 mm spheres string captured at multiple ranges for the refocusing range

validation and a scheme of the beads image acquisition.

to have this problem. The focus of this chapter is the validation of the refocusing concept.

For that, we should consider the misalignment when comparing the simulations and the

measurements. Another factor to consider when comparing these results is the way in which

the measurements were done, see figure 6.11. The beams in figure 6.12 were obtained by

imaging brass beads that were suspended at an angle moving upward with distance over a

range span of about 4 m and a shift in the y axis of up to ± 10 cm. Therefore the measured
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Figure 6.12: Measured normalized beams |E|2 at different refocusing distances.

beams were not perfectly aligned with the reflector center. Even so, one can observe that

the beamwidths increase with the range as in the simulations. Furthermore, the secondary

lobes for the lower values of the range also appear as predicted by the simulations, showing

a good agreement with the simulations.

Figure 6.13: -3 dB radius of the measured beams for 13.5, 25.5 and 37.5 m refocusing distances.

Figure 6.14 shows the beamwidth of the measurements, taken from the images of figure
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6.12 and calculated as the average of the -3 dB radius angular variation, compared with the

simulated results. Although the measured beamwidth does not agree with the simulated

lines due to the misalignment in the system mentioned before, one can appreciate that the

variation of the beamwidth as the refocusing distance increases is the same in both cases.

Figure 6.14: Beamwidth average for GRASP simulations (solid line) and measurements (dashed line).

6.5 Imaging Results

Finally, the refocusing system has been tested by acquiring through-clothes images of

concealed weapons on a mannequin. Figure 6.16 shows 3D radar data of a mannequin,

figure 6.15, torso with three PVC pipes concealed by a T-shirt, similar to the scenario

described in [5]. With refocusing, very clear images of the concealed pipes can be acquired

with the mannequin at standoff ranges from 13.5 to 37.5 m, albeit with diminished fields

of view for the closer ranges. The quality of the image is very similar in all cases, proving

the practical application of the system implementation presented here.

In figure 6.17, the average beam signal-to-noise ratio for the mannequin images is shown.

There is a drop-off of less than 10 dB for this target from the nearest to the farthest standoff

ranges. The minimum SNR is above 25 dB for the larger range which means there is enough

signal for good quality images in the whole range. In this figure also the SNR of a 3 mm

brass bead is shown compared with the GRASP simulation results. The simulated SNR is

obtained directly from the total system SO, when a 3 mm metallic sphere is placed at the
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Figure 6.15: Images of the 3 PVC pipes and the mannequin uncovered and covered with the T-shirt.

Figure 6.16: Imaging of mannequin with concealed plastic pipes for different values of the refocusing

distance.

target plane, and normalized to the measured SNR at the nominal position

6.6 Conclusions

In this contribution we have presented a practical implementation of a refocusing optical

system that allows displacing the standoff distance of a THz imaging radar by translating

mechanically the transceiver. The system has been successfully characterized with simula-

tions and experimentally leading to very good imaging quality over the standoff distances

of 12.5 m 37.5 m. The measured antenna performances, in terms of beamwidth and op-

timum focus position, resemble the simulations. The system resolution, measured as the

beamwidth, is kept below 1.5 cm and the spillover under 1 dB for the whole range. Because

of this low spill over and well-focused beams achieved, the signal to noise ratio is over 25

dB allowing fast high quality imaging over the whole range span. The presented refocusing



6.6. Conclusions 109

Figure 6.17: Signal to noise ratio for each position of the refocusing range when the mannequin and a 3

mm brass bead are imaged. The GRASP results are shown for the bead.

system is able to image persons in movement with high quality.
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Chapter 7

Conclusions

This doctoral thesis has focused on the development of quasioptical solutions to solve

some of the limitations present in THz imaging systems. THz frequency has nowadays

a large number of potential uses. Throughout this thesis, two of the most outstanding

applications of submillimeter waves have been addressed: Space and security imaging

systems. In both cases, the use of quasioptical components, specifically lenses and mirrors,

has been exploited to improve the systems performance. Besides, in order to facilitate the

design process and further understand the nature of the problems faced, a deep analysis of

the different configuration treated has been performed by using both in-house developed

techniques and commercial software adapted to each specific situation. Due to the different

characteristics of the applications studied in this work, the research has been divided in

two main study areas.

7.1 Absorbers under THz Focusing Systems

Kinetic Inductance Detectors are a promising alternative to the traditional bolometers

for the new generation of THz instruments for Space applications, due to the extreme ease

of integration in large array configuration that they offer. The coupling of the THz radi-

ation onto the KID resonator is a crucial point since, in astronomy, extremely low SNRs

have to be detected. The approach studied during this thesis to perform this radiation

coupling has been absorber-based KIDs. In this configuration, the absorption is achieved

by matching the impedance for the structure with the incoming signal. Therefore, the ge-

ometry optimization becomes more difficult than in antenna cases since it has to be done

together with the resonator design. In real scenarios, the large arrays of KIDs would be
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place in the focal plane of a telescope. Furthermore, in order to improve the sampling,

optical efficiency and mutual coupling between the elements of the array, silicon lenses

on top of each element can be used as an external radiation coupling mechanism. This

lenses are typically characterized by small F/D ratios so the standard normal plane wave

incidence analysis is not appropriate any more. In this first part of the thesis, an analyt-

ical spectral model able to characterized absorbers distributed on the focal plane of THz

focusing systems, with large of small F/D ratios, has been developed.

An equivalent network for the analysis of linearly polarized absorbers under general

plane wave incidence has been firstly implemented. The network is obtained by making

used of the pertinent spectral Green’s functions for stratified media. Three are the main

achievement of this network. Firstly, it separates the treatment of the average field in

the absorber plane and the electric current on the lossy strips. In this way, we obtain

a direct relationship between the absorbed power and the geometrical parameters. A

second achievement is the possibility of using the network also when higher order FW

play an important role in the analysis, by introducing a dedicate analytical impedance

term that take into account these effects. The third main achievement is that the circuit

allows the assessment of the coupling between the TE and TM waves, by introducing

dedicate transformers. Furthermore, all the components of the circuit are analytical so

it is straightforward to use it. The validity of the network has been proved with CST

simulations. Apart from the model characterization advantages, the network has been

used to design some optimized absorber geometries showing efficiencies larger than 90%

over a bandwidth of up to 2.6 octaves. It has been also shown that the use of a dense

dielectric on top of the absorber provides high efficiency over larger bandwidths than the

ones obtained in other configurations like free-standing absorbers printed on thin dielectric

membranes.

A simple method based on Fourier Optics approximations has been derived in order to

get a plane wave representation of electromagnetic focal plane fields. The limits of validity

of these approximations within the THz range were not established. Therefore, an effort

has been made in order to clarify the region of applicability of this method. This region is

given as a circle in the focal plane with a specific diameter, and it depends on the focusing

system aperture dimension, the system f-number (F/D) and the wavelength. Furthermore,

the plane wave representation derived has been used together with the equivalent network

for linear absorbers developed for a single plane wave incidence. In this way, the total

current on the strips, when the absorber is located under a focusing system, is calculated

by a coherent integration of the current due to each plane wave. Therefore, a complete tool
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for the analysis of absorbers under focusing systems with both, large and small F/D ratios,

is provided. The methodology has been validated with alternative numerical techniques

and with time-consuming full-wave simulations for two specific configurations: a dielectric

elliptical lens and a parabolic reflector.

The overall method introduced in this part of the thesis is a powerful technique as it sim-

ply links spectral Green’s functions, useful for the characterization of the field propagation

in planar stratified media, with the focal fields in focusing systems.

7.2 New Capabilities for a THz Imaging Radar

In the second part of this thesis, two quasioptical solution have been applied, and

measured, to an existing THz imaging radar for security applications. The radar was

developed at JPL and it operates at 675 GHz. It effectively detects concealed person-

borne threats with frame rates of 1 Hz. The goals of this part of the thesis were to further

reduce the radar’s acquisition time and to provide the system with refocusing capabilities

without changes in the scanning optics, the source power, or in the back-end electronics

hardware.

In order to increase the radar imaging speed up to near-video rates, THz transceivers

linear arrays will be used in the future. In this work, we have presented a study of how

all quasioptical time-delay beam multiplexing can work for an array of multiple beams

simultaneously. The increase of the imaging speed is achieved by scanning the FoV with

multiple pixels obtained from splitting each transmitted beam into two using a quasioptical

waveguide. It has been shown that the multiplexing of large arrays is not trivial since

aberrations and spillover in the system emerge. These problems are solved by increasing

the f-number of the quasioptical elements. A six-elements array has been studied, obtaining

a resolution of 1.2 cm with a 0.89 dB spillover. The last element of the array is displaced

24 half-power beamwidths from the FoV center, which means that a compact array of 48

elements would have a similar beam quality. Thus, the multiplexing technique has been

proved to be a feasible and hardware-efficient method to further reduce the acquisition

time of a large linear THz transceiver array, in the final goal of a near-video rate imaging.

Finally, the system has been provided with refocusing capabilities by means of a practical

implementation of a simple and classical optical solution: a mechanical translation of the

transceiver. The radar standoff distance was initially fixed to 25 m. After the refocusing

has been implemented, a range between 12.5 m and 37.5 m can be imaged. The system
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has been characterized in terms of beam quality and spillover resulting in a resolution

below 1.5 cm and less than 1 dB of spillover over the whole range. The refocusing was

implemented in the actual system and the measurements resembles the values obtained in

the simulations.

7.3 Future Research Lines

There are several research lines that can be thought as a continuation of the work

presented here. Indeed, some of these lines are currently being developed within our

research group.

The future of THz systems is in integrated focal plane array configuration. The opti-

mization of the architecture of antenna arrays will play an important role in the devel-

opment of these systems. In order to extend the framework presented in this thesis for

future coherent cameras with pixels widely distributed from the real focus point, one needs

to extend the methodology developed in Chapter 2. In this method, to obtain the PWS

representation based on FO, the quadratic phase of the field, e−jk
ρ2f
2R , is neglected. This

approximation is valid when the element analyzed is in the focal point of the focusing sys-

tem. However, when analyzing elements off-focus, the information of this quadratic phase

is relevant and must be considered. A natural next step for the work developed here is the

extension of the plane wave representation to the entire region where the FO representation

is valid. The principal mathematical step towards this extension is recognizing that the

quadratic phase can be linearly approximated around a certain point in the focal plane.

This point can be selected as the center of each array element in the focal plane. In order

to maintain a PWS representation, it is necessary to introduce a change in the reference

system, and obtain a derivation of a local PWS around this new reference system origin.

Another possible research line, is the analysis of the system imaging speed. This is a

key parameter in the effectiveness of a radiometric system. This speed depends on the

receiver sensitivity, which is proportional to the reception efficiency. The signal to noise

ratio of a passive detector is directly proportional to the actual power received in the focal

plane array. In order to optimize the acquisition speed for a certain level of signal to noise

ratio, the received power needs to be maximized. The representation for power absorbers

presented here could be used in the future to optimize the array configuration and to enable

fast beam forming techniques in the presence of optical systems.

As mention before, the use future large heterodyne arrays in the THz range, due to the
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development of integrated technology, is near to be feasible. For the development of large

integrated arrays technology that could be used for imaging applications such as active and

interferometry imaging, the use of planar antennas in combination with dielectric lenses

is envisaged. Planar antennas placed on high dielectric wafer feeding a dielectric lens

can achieve high efficiencies. However, lens based antenna solution have not been much

considered due to the higher mutual coupling compared to horn based ones. As a third

research line after the work presented here, we propose to investigate the level of mutual

coupling that can be achieved with lens array configurations, studying the main causes

for this mutual coupling and explore possible mitigation strategies. Apart from the THz

heterodyne array configurations, also THz direct detection instruments, as the radiometric

arrays of KIDs, could benefit from this study. The actual impact of the spillover of these

detectors in the noise can only be well estimated if the mutual coupling between the lens

arrays is understood. Furthermore, as explained in Chapter 5, the mutual coupling between

the transceivers can increase the phase noise in a frequency-modulated continuous-wave

radar. Therefore, the study of mutual coupling could be a key point in the near future

development of THz array technology.
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Appendix A

Asymptotic Term of the Impedance

In this appendix, an expression representing the asymptotic behavior of the grid impedance

is derived. We start by considering the expression of the impedance in the spectral domain:

Zmy 6=0(kx) =
−1

dy

∑
my 6=0

G(kx, kym)sinc2kymw

2
(A.1)

and recognizing the sinc function in equation (A.1) as Fourier transform of the rect function

Zmy 6=0(kx) =
−1

dy

1

w2

∫ w/2

−w/2

∫ w/2

−w/2
S(kx)dy

′dy (A.2)

where S(kx) is defined in order to get a more compact expression as follows:

S(kx) =
∑
my 6=0

G(kx, kym)ejkym(y−y′). (A.3)

We are interested in a number of different geometrical configurations, described in figure

3.5. In all cases, for large spectral numbers kym, the Green’s function tends asymptotically

to the same value that is assumed by the configuration associated with the dipole placed

in the interface of two semi-infinite homogeneous dielectric layers, as case II. in figure

3.5, where εru and εrd will be, in general, the relative permittivity of the media located

immediately above and below the grid, respectively. The Green’s function of two infinite

media follows the form

G(kx, kym) = − ξ0

k0

(
k2

0

kzu + kzd
− k2

x

εdrkzu + εurkzd

)
. (A.4)
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The asymptotic behavior of (A.4) when kym is very large compared to the wave vector

amplitude ki, in both i = 1, 2 media, can be calculated by considering that kzi = (k2
i −

k2
ρ)

1/2 → −jkρ. Thus,

Gas(kx, kym) =
ξ0

k0

(
k0

2
− k2

x

k0(εdr + εur )

)
(A.5)

where Gas(kx, kym) is the asymptotic Green’s function.

Assuming small periods (kyi � 2πmy/dy), the asymptotic Greens function can be ap-

proximated as

Gas(kx, kym) ≈ −ξ0dy
2π|my|

j

(
k0

2
− k2

x

k0(εdr + εur )

)
(A.6)

and the asymptotic expression of the function S(kx) can be represented as

Sas(kx) =
−ξ0dy

2π
j

(
k0

2
− k2

x

k0(εdr + εur )

)
ejkyi(y−y

′)
∑
my 6=0

1

|my|
e
−j 2πmy

dy
(y−y′)

. (A.7)

Then, by using the mathematical identity
∞∑
m=0

1
m
ejαm, for kyi = 0 we obtain the asymptotic

term of the impedance by substituting (A.7) into (A.2)

Zas(kx) = jXas(kx) = j
−ξ0

2πw2

(
k0

2
− k2

x

k0(εdr + εur )

)
[∫ w/2

−w/2

∫ w/2

−w/2
ln
(

1− ej
2π
dy

(y−y′)
)
dy′dy +

∫ w/2

−w/2

∫ w/2

−w/2
ln
(

1− e−j
2π
dy

(y−y′)
)
dy′dy

] (A.8)

One can further approximate to the first order the exponentials, ejα ≈ 1 + jα, since the

spatial integrations are limited from w/2 to w/2 and, therefore, (y− y′) is small compared

with dy:

Zas(kx) = jXas(kx) = j
−ξ0

2πw2

(
k0

2
− k2

x

k0(εdr + εur )

)
[
−jπw2 + 2

∫ w/2

−w/2

∫ w/2

−w/2
ln

(
−j 2π

dy
(y − y′)

)
dy′dy

] (A.9)

Finally, the double spatial integration can be performed analytically leading to
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∫ w/2

−w/2

∫ w/2

−w/2
ln

(
−j 2π

dy
(y − y′)

)
dy′dy = w2

[
ln

(
2πw

dy

)
+
π

2
j − 3

2

]
(A.10)

Thus, the overall asymptotic impedance contribution can be expressed as:

Xas(kx) =
ξ0

π

(
k0

2
− k2

x

k0(εdr + εur )

)[
ln

(
dy

2πw

)
+

3

2

]
(A.11)

In the cases where higher-order modes are relevant (large periods, thin dielectric slabs

or closed backing reflectors), not only the fundamental term my = 0 has to be included in

the analytical impedance but also the first two higher order modes my = ±1. In the cases

where these modes will not be propagating, their impedance, Zmy=±1, will be imaginary.

Therefore, we include it in the analytical impedance. In this configuration, the asymptotic

term of the impedance has to be calculated by excluding also these two terms from the

summation in (A.1). Following similar steps than the ones explained in this appendix, one

arrives to a new expression of the analytical reactance including the first two higher order

modes:

XHM
as (kx) =

ξ0

π

(
k0

2
− k2

x

k0(εdr + εur )

){
ln

(
dy

2πw

)
+

3

2
+

d2
y

2w2π2

[
cos

(
2πw

dy

)
− 1

]}
(A.12)
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