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Abstract

The Sand Engine is a mega-nourishment construest2@ll with the purpose of replenishing the surdingy southern
Dutch coast by exploiting the strength of localngishore currents for the next 20 years. Long taanitoring of the
Sand Engine depends upon remote sensing coupldd inviitu measurements due to both its large dpatid

temporal scales and variability. Herein, emphissinade upon quantitatively and qualitatively obsey the effects of
this mega-nourishment upon its leeward side indihection of the predominant alongshore currente ©f the first

applications of cBathy along the Dutch coast shgwsmising results for this remote technique to wept
morphodynamics within the area over the coming greaBathy is an algorithm developed to make estimatof

nearshore bathymetry based upon the celerity optbpagating wave field extracted from Argus cdastages. So
far, analysis shows that the Dutch wave climateabdity influences hourly cBathy depth approximaiso however
running average depth estimations yield small d®rnacompared with a measured ground truth bathynwdtthe area.

Key words: Morphology, Remote sensing, Alongshore currentscBemurishment, cBathy, Argus

1. Introduction

In October 2011, the construction of the Sand Emg@in the southern Dutch coast was completed. The
Sand Engine is a large peninsula of nourished gaositioned in an erosive coastal region (formerly
nourished on average every 4 to 5 years) that thgelcal alongshore currents to naturally repletise
surrounding coasts (Mulder and Stive, 2011). Thimvative pilot, mega-nourishment is designed based
upon Building with Nature principles where the sediment will be spread aldmg coast by natural
processes over the next 20 years (Stive et al.miigun). Building with Nature conceptualizes and
advances flexible integration of land and waterhimitthe coastal community of The Netherlands
(Waterman, 2010).

The Sand Engine currently extends approximatelyi@nieters in the alongshore and reaches 800 m
out into the North Sea (Figure 1 shows a map ifieng the Sand Engine location). This flexibleustiure
has changed and will evolve in shape and length thescoming years. Thus, an extensive monitoring
campaign is presently being undertaken to gaimgiignto the development of the altered coastatesys
The overall long term physical research objects/éoievaluate the effects that this nourishmentupas
the coastal morphodynamics and hydrodynamics oétéa (Stive et al., submitted).

Sediment transport and erosion are processes ét@tnaine the morphological dynamics of the near-
shore and can be driven by both waves and curfBetach and Sternberg, 1992). The altered nearshore
surrounding the Sand Engine creates energetic Hydemmic conditions within the proximate coastal
region. A mega-nourishment, like the Sand Engindl, ave an impact on the hydrodynamics and
morphodynamics within the surrounding environmémtaddition, this impact will vary in time sinceeth
shape of the Sand Engine is dynamic so the hydardias are constantly changing.

Observations of the current hydrodynamic and mdagio conditions as well as an analysis of
various remote sensing techniques to monitor threanhycs of the Sand Engine are presented herein. An
emphasis is made upon preliminary results showimg bBathy performs on the Southern Dutch coast
with altered wave and current conditions comparéht uck, North Carolina, the location where cBathy
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was developed and tested (see Holman, et al. 2@B3thy is an algorithm developed to make estiomasti

of nearshore bathymetry based upon the celeritieopropagating wave field (see Holman, et al. 2813
Plant, et al., 2008). Monitoring of nearshore nmmipgy is one of the main objectives of the Sandifm
pilot experiment, and the applicability of an alma®ntinuous technique to do so is an important
investment to this study.

2. Sand Engine Monitoring Program

There are a ide range of spatial scales and temporal varigbifitat are typical of a nearshore
environment; waves, currents, and morphologies way widely within the nearshore (Holman and
Stanley, 2007).The Sand Engine is dynamic by definition, its Seeast, spanning kilometers, and the
pilot mega-nourishment is expected to last for 2arg. The characteristics of the Sand Enginefaall
remotely sensed monitoring techniques that canucagioth large spatial scales and temporal vairibil
over long periods of time (Holman and Haller, 201Byen so, remote measurements are indirectlyetla
to the quantity of interest, so field verificatimrequired to establish the validity of the measuents and
to understand their limitations at this new fieiig: §Perkovic, et al., 2009). Remote monitoringhigiques
paired with in-situ sampling make for a comprehe&snhonitoring campaign of this pilot experiment.
Instrumentation to monitor the hydrodynamic and phadynamic changes around the Sand Engine
include: two Argus monitoring stations, Doppler Ard radar, two permanent acoustic Doppler current
profilers (ADCP), a directional-waverider wave bueggular jet-ski bathymetric surveys; and at times
various temporary monitoring campaign equipment.

IThe Netherlands

+
Argus Station 4
ADCP @
Wave Buoy @
- o B Rad

Kijkduin il &
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Figure 1: Map showing the location of the Sand Bagn the broader southern coastal region of ThHaéiknds with
instrument locations displayed as colored shapes.

A map demonstrating the relative locations of perem instrumentation including both Argus
stations, the radar (installed June 2012), both RBGand the wave buoy are shown in Figure 1. ©f th
two Argus stations, one station is positioned an $and Engine itself (installed mid-March 2013)] an
second station is positioned at Kijkduin (installtd of October 2012), just north of the Sand Emgas
to capture the leeward dynamics in the directiothefdominant alongshore current. The X-band radar
co-located with the Kijkduin Argus station; howevigs monitoring window extends into the field aéw
of the Sand Engine Argus station, and overlaps thighocations of the permanent ADCPs and wave.buoy

The Kijkduin Argus station is composed of six 5-rapixel cameras capable of sampling at 2 Hz with
a field of view of approximately 8 km in the alohgse from the Sand Engine to Scheveningen (with a
pixel resolution ranging from 0.1 m at station & at 4 km in either direction) and approximateb00
m cross shore (with a pixel resolution ranging frorh m at station to 15 m at a cross shore distahce
1500 m). Figure 2 demonstrates an alongshore wheage rectified image of 8 km taken from the
Kijkduin Argus station. Already within this imadbe variability in shoreline, bar line, and SandyiEe
shape are apparent. The offshore annual averaggficant wave height is 1 m coming from the
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Northwest with an average significant wave perietiheen 5.4 s and 10.4 s (Wijnberg, 2002). Thd tida
range at the Sand Engine and Kijkduin is genetfialym (neap) to 1.9 m (spring) (Wijnberg, 2002).

Figure 2: Merged (upper) and rectified (lower) timmg@osure image capturing leeside of Sand Engare Kijkduin.
2.1. Monitoring of Hydrodynamics

The ADCPs, wave buoy, and Doppler X-band radar cameently used to monitor the hydrodynamic
variability at the Sand Engine. The X-band rada&qfiency band is most appropriate for near-shore
applications, and operates witli@ating antenna to build an image with pixels oegd in a serial fashion
by pulses transmitted at approximately 2000 Hz,phikses intersect the ocean surface and the returne
echoes are recorded as a function of time of flightl hence range, out to 1-3 kRiolmanand Haller,
2013). Doppler radar has proven to be a viabldateto measure nearshore currents (see Perkowt, et
2009, Holman and Haller, 2013, and Paduan and Relde996).

2.1.1.Application of and basic theory behind SeaDarQ
In this case, the X-band radar uses SeaDarQ saft(gae Swinkels et al., 2012) to resolve curreritisin
a large spatial extent surrounding the Sand EnglitreeSeaDarQ software was made to measure cuiments
offshore regions, but compares with reasonabler éordhe in-situ current data from the ADCPs sitghat
within its viewing window.

The SeaDarQ software package uses the X-band dadarto resolve currents by computing the
localization of wave energy determined by the lmearrent-dispersion relation for waves propagatimg

shallow water, as defined by,
o = +/gktanh(kh) + uk, n

where, o is the radial frequency as defined By'T, T is the wave periodg is the acceleration due to
gravity k is the wavenumber magnitude as define@by, L is the wave length) is the depth of the water,
and u is the current vector. To apply the linear curi@ispersion relation, first, the three dimensional
Fourier transform of the re-discretized radar imagea Cartesian grid is calculated and returns the
wavenumber and directional spectra. The produt¢h@fwavenumber-directional spectra can be used in
the linear current-dispersion relation and resattsa funnel-shaped spectral energy distributiorgrevithe
current vector induces distortion of the radial syetry of the funnel. The current term,in (1) results in

a bending of the wave energy in the direction & turrent. The amount of distortion increases with
wavenumber and the shape of the dispersion relatioe is determined by the current and the watgthde
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(Kleijweg, et al., 2005 and Holthuijsen, 2007). eTlkeaDarQ software then returns quality control
parameters for its estimations of depth, wavestiesi, and currents.

2.2. Monitoring of Morphology

Morphology, more specifically, bathymetry has tydig been measured with survey vessels and jet-skis
implementing instrumentation such as echo soungtessnar (Lippmann and Smith, 2009). However, in a
large dynamic area that needs more continuous oramdt video imaging techniques and radar can be
used to approximate depth and then these estinsatiam be verified occasionally with physical
bathymetric measurements (Holman, et al. 2013 audt,Ret al., 2008). While radar can also appraten
depth, preliminary data shows that the SeaDarQusodt being used at the Sand Engine site outpugs lar
relative errors when entering the surf zone andavasaging bins that are too large to detect mdggho
features of interest. The surf zone at the Sandnéng of interest because of its fast morpholafianges
and high spatial variability (see Figure 2). Tlere, the method outlined here, cBathy, is curseh#ing
applied to data collected from Argus camera systdmscan potentially also be applied to radar data
well (Holman, et al., 2013).

Analysis provides primarily focus upon the Kijkdultigus station, which monitors the leeward side
of the Sand Engine. As stated, the camera sta@snthe capability to sample at 2 Hz, which provide
reasonable temporal resolution to facilitate ‘tistack’ pixel array analysis as outlined in Holmard a
Stanley (2007). There are various products thattinse stack analysis including estimating bathymetr
using cBathy as outlined in Holman et al. (2018) astimating alongshore currents using time stésse
Perkovic et al., 2009 and Chickadel, et al., 2003).

2.2.1.Application of and basic theory behind cBathy
Water depth can be estimated using the inversehdapproximation using the dispersion relation by
rearranging Equation (1) for depth as,
2
h= lt-anh 1 (g —usky )
k gk

where this equation is a rearranged from of thedlircurrent-dispersion relation.

Assessing the spatial and temporal variations ofects in the nearshore is a critical step into
predicting sediment transport and thus the morgicdd change of the nearshore bathymetry (Perketvic
al., 2009). At this point it is worth noting thgpes of currents that can affect the celerity lvaige speed of
wave propagation, where celerity= o/k = L/T. Alongshore currents do not have a great affechiupe
propagation of a wave primarily because it does generally, act in the same direction as wavesatea
propagating into the coast. However, if there isuarent flowing in the same direction as the wave
propagation, it can increase the phase speed ofdlie (Holland, 2001 and Holthuijsen, 2007).

In its current form, cBathy excludes the effectscafrents in its depth approximation, and instead
uses the linear dispersion relation to find depthmf estimated wavenumber for various predefined

frequencies,

o = 4/ gktanh(kh). 3)
In environments where there is a strong currentthe same direction as wave propagation, this
approximation will induce error. In the studies Dfiornton and Guza (1982), Stockdon and Holman
(2000), Holland (2001), Plant et al. (2008), andrim et al. (2013), each, either measured phassspe
using in-situ data or remotely sensed data and eatdd relatively low influence of currents uporapé
speeds. For those studies that made inverse dpptloximations, the error between remotely senadd a
physically measured depths were low. These studiese completed at three separate field sites,
including: Torrey Pines Beach near San Diego, CAcH) NC; and Agate Beach, OR. Even with results
from these three case studies confirming the xatilow influence of currents, validation of depth
estimations and consideration of current conditansach subsequent field site is still necessary.

Now, considering the application of cBathy, beftite use of the linear dispersion relation there are
several steps between collection of gridded tiraekst of pixel intensities and estimating a bathyynéhe
entire process is outlined in Holman et al. (2053} it is appropriate to reference Plant et 2008 for
further understanding, but a brief summary is gikiere.

cBathy works by approximating depth from produdttemnporal spectral analysis and spatial cross

(2)
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spectral analysis over an array of collected titaels of pixel intensities. A time stack is a ged array
of pixels collected at predefined coordinates eglatio wave characteristics of interest over thdyaisa
domain (see Holman et al., 2013 for an exampléefspatial layout of a pixel cBathy array). Eaoctep

in the gridded time stack array is collected forminutes at 2 Hz to yield adequate temporal samgptn
perform spectral analysis. The gridded time stacltions should be positioned to include at |dast
pixels per the shortest wavelength of interest.r &ample, at the Kijkduin Argus station, the agera
significant wave period is 5 seconds. Thereforg meter water depth this yields a 12 meter wangtle
thus the cross shore pixel spacing needs to bet8rsnéhe alongshore spacing was chosen to be a 10
meter spacing to satisfy bathymetric resolutiorunemments). This pixel spacing calculation reldtethe
Nyquist wavelength for the wavenumber spectra arapproximated by collecting 5 pixel time stacks pe
shortest wavelength of interest (see Plant e@08 for discussion related to the Nyquist wavenemb

After collecting the cBathy time stacks, each tisteck of 2048 temporal samples undergoes an FFT,
or fast Fourier transform, to transform analysisnirthe time domain to the frequency domain and
determine the spectral energy within each frequéraryd for each collected pixel time stack. Conaaiby,
this portion of the analysis will deduce the dominfrequencies of waves passing by a pixel staektdu
the physical nature of a wave front generally beiisgially darker than its back as it approachesstiwre.
cBathy will only perform analysis and compute wawabers for the dominant frequencies within a
predefined frequency range. At Kijkduin the preéded frequency range is 1/3 to 1/12 Hz.

For each point in the gridded array cross speatnalysis is used to find phase and coherence bf tha
point compared to adjacent points in subset griddealys, or analysis tiles, to allow for faster putation.
The analysis tile width and length is also userirdef. For each analysis tile the cross spectra are
computed for a subset of frequencies surroundich eaer specified frequency of relevance. In tgec
of Kijkduin, the cross spectra are computed usiaghefrequency of relevance as a central frequeficy o
computation from 1/3 to 1/12 Hz. The cross spea&teacalculated to infer the related coherencepirade
spectra at later steps. The phase and coheremcefimed by the cross spectra as,

Cii(f) = (G*(zi, [)G(2), )) = Wigp exp(vV=10155), 4
where,C is the cross spectra of each frequency bands the normalized FFT of the time series of pixel
intensities at eack andx; location,G* is the complex conjugate @, y is the coherence, anglis the
phase (see Holman et al. 2013 and Plant et al8)206or each cross spectral result the coheregice i
calculated and the most dominant 4 to 6 frequer{biased upon user definition, Kijkduin case usearé)
kept for further analysis. The coherence is aicatdr of when the associated phases are trustyotth
this analysis the wave number used to infer depttomputed from the slope of the phase ramp of the
phase spectra, therefore coherent phases aremportant, so only the 4 to 6 most coherent fregesnc
are kept for each analysis point in the griddedyarnt is worthwhile to note that each analysispover
the entire array does not necessarily have the semenant frequencies as to eventually approxinaate
bathymetry.

To estimate the wave number, empirical orthogonatfion (EOF) of the cross spectra are used for
each of the dominant frequencies to eliminate thesibility of analyzing multiple, directionally-spad
wave trains in any frequency band. From the plspgetra, and the wave numblerjs defined in as the
slope of the phase ramp, dii s

k(x'i,,ja f) =

where,k is the wave number (Merrifield and Guza, 1990,cktion and Holman, 2000). However, in
cBathy, the wavenumber and wave angle are compugid) the decomposed eigenvectoisffom the
cross spectra of each dominant frequency wheradbeciated eigenvalug) (is used as a quality control
parameter for the associated dominant frequencyltresin the EOF analysis correlation matrix, the
eigenvectors correspond to the principle componanis the eigenvalues correspond to the variance
explained by the principle components, so the Erg&genvalues relate to principle components datsut
with most of the convertibility among the observedta (Bendat and Piersol, 2000). This complex
decomposition defines the optimum wavenumber aralewdirection by the best match between the
observed and the modeled spatial phase structfieere the modeled spatial phase structure relates t
eigenvector to the wave length, wave angle andrarpiphase shift (free parameter). The bestffihe
forward model to the EOF eigenvectors is found gisihe Levenberg-Marquardt algorithm of the
computational program Matlab. During the procedweighting is applied using a Hanning filter teth
EOF eigenvectors of the analysis tile to focus Wweayound the analysis point. The skill of theafitd the

5
dz; g5’ ©)
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eigenvalue of the first EOF are used as qualityidda of the estimated wavenumber. The whole mhoee
will result in a number of predicted wavenumbenstfe surviving frequencies.

Finally, the linear dispersion relation, Equati@®) ¢an be used to approximate depth with a known
wavenumber and frequency for each of the 4 to 6inmmh frequencies. Now there are 4 to 6
approximations of depth, due to the 4 to 6 chosamidant frequencies. The final depth comes froe th
best weighted fit of the dispersion relation (E¢guat3) to the wave numbers and frequencies usiag th
Levenberg-Marquardt algorithm. Weights are basethe previous mentioned skill, the eigenvaluehef t
EOF and distance betweeandj (see Holman et al., 2013). The aforementionetysisas completed for
each time stack collected and is referred to asiyhoBathy analysis for the rest of this paper.

Subsequently, cBathy hourly results are assimilégé running average Kalman filter that uses a
user defined confidence parameter to weight theente of new hourly depth approximations compared
to the current running average depth approximatpmntil the newest result, this running average lma
computed for as long as cBathy results are availgdde Holman et al., 2013).

3. Brief Overview of Hydrodynamics at Kijkduin

The southern coastal currents of The Netherlanel$raditionally fairly unidirectional alongshorercents,
flowing northeast with flood tide and southwesthwibb tide, where the dominant alongshore current
flows northeast. During flood tide, observatiopathe current fields resolved from the X-band rastaow
that the Sand Engine creates an alongshore flowuai®n, where the fastest velocities occur attthe
protruding into the North Sea. This hydrodynanharacteristic creates a leeward shadow and diffeen

in flow velocities of approximately 0.15 m/s overtd 2 km. The leeward shadow has the potential to
create many interesting current fields, where Fglishows tidally phase averaged current field$léod
tide, ebb tide, and a period in the tidal cycle rehthe leeward shadow is evident. Overall obsamat
shows that dominant current is alongshore, buttligpotential for multi-directional currents, esiadly

on the leeward side of the Sand Engine such thatermu patters may have an impact on local
morphodynamics. Figure 3 also shows a compari$an in-situ ADCP with the radar current vectotdie
The ADCP velocity magnitude and direction matchsthof the radar vectors within approximately +/-
0.05 m/s and +/- 5°, respectively.
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Figure 3: Tidally phase averaged current fieldsnfr¥-band radar. Left panel shows phase averagemt ftidal

current, middle panel shows phase averaged ebloctid@nt, and right panel shows a tidally phaseraged leeward
shadow during flood tide. Color represents veloniagnitude from 0 m/s (blue) to 1 m/s (red) fothbmadar vector
field and corresponding color of ADCP location poictors show the local magnitude and directiothefvelocity
vector, and vector magnitude is represented byspanding underlying color.

4. Analysis of cBathy Performance at Kijkduin

The Argus station at Kijkduin is tasked with ongpimonitoring of the evolving morphodynamics over a
large spatial and temporal window. The first cBatbsults were collected in mid-February of 20113] a
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continuous collection is underway. The cBathy ispatindow is 3 km alongshore and 500 m out inte th
North Sea from the shoreline (see Figure 4). Tis¢ ground truth survey of the leeward side of 8znd
Engine was collected the first week of March 2013.

4.1. cBathy Kalman Filter Analysis

Using Kalman filtering of cBathy depth estimatiomger the three weeks prior to the ground truth eyrv
demonstrate that cBathy is able to well resolve ynewastal features, such as sand bars, the foeeshor
nourishment (at cross shore location of approxilya®®0 m), and interesting ‘pot hole’ charactedsti
close to Sand Engine (see Figure 5). The largéstehces between the cBathy approximation and the
ground truth survey depths occur at: depths grehser 5 meters, within the deep ‘pot hole’ featunear

the Sand Engine at alongshore location betweeraB8Q000 m, within the northeast camera window, and
at camera intersections. In Figure 5, differemudicated by white shows a 30 cm error window where
cBathy performs the best. A difference skewed tdwdhe blue side of the color spectrum indicates a
under-prediction of depth by cBathy, and towards iredicates an over-prediction of depth by cBathy.
Note that the coastline is at cross shore locaifapproximately 250 M NAP (Normaal Amsterdams Peil

Merth i)

K i 5 :
7 72 73 S 75 76 77

East [km)

Figure 4: Sand Engine and leeward side coastaytvettny with overlay of cBathy sampling spatial windoutlined
in green with Kijkduin Argus station location shoas purple blue diamond.

Cross shore transects spaced every 250 m from 112601250 m in the alongshore demonstrate that
cBathy Kalman filter depth estimates are visuallgrenaccurate to the ground truth measurements in
alongshore ranges between -750 m and 750 m away fine Kijkduin Argus station (see Figure 6).
Furthermore, the depths estimated to the southeieke Kijkduin Argus Station, towards the Sand Eeg
(0 to 1500 m), show less variance between cBatlkygaound truth bed elevations than those towards th
northeast. Generally, cBathy is able to approx@émaisition and partial bed height deviations ofouss
nearshore features. However, if cBathy does yéefdr from ground truth, it is usually on the siofea
shallow estimation of depth.

4.2. Hourly cBathy Analysis
So far, presented analysis is from Kalman filtenning average depth estimates, which consider the
previous bed elevation calculated by cBathy whdaimmeasing a subsequent bed elevation. This filter i

valuable to mitigate large errors in the currenthocBathy depth estimates. Therefore the Kalffilger
also takes into account user input for likelihoddmange in the bed elevation over time, as to kteig
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Figure 5: cBathy Kalman filtered depth estimate fr@nMarch 2013 (upper panel), ground truth bathymetr
measurement (middle), and difference between growutld and cBathy estimate (lower panel). For spaéference,
all alongshore and cross shore distances are g@lotlative to the Kijkduin Argus station, where thieore line is
located at approximately 250 m on the cross shcates Alongshore, the Sand Engine is located seghof the
Kijkduin Argus sampling window, and the Sand Engiseeen at alongshore positions between 1500 nt@@dn.
The arrow above the upper panel indicates a cdrdirextion of North.
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Table 1: Wave parameters and associated erroroBalthy results in Figure 7

Parameter | 17 Feb 20137 A 20 Feb 2013 7 AM
Wave Characteristics at 10 m waterdepth
Hnas (€M) 30 106
Hy/3 (Cm) 22 64
T (S) 18.1 12.63
T1a(s) 8.5 5.8
Wave direction from North (°)
[where 330° is shore normal] 308 355
Wave Spread (°) 43 28
Error and goodness of fit parameters of hourly cpastimates
Bias to Ground Truth (m) -0.50 -0.18
RMSE to Ground Truth (m) 1.27 1.01
Normalized\ (internal parameter) 11.08 16.38
% NaN Returned, not including shore 47 % 9%
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whether potential large deviations are error induce actual morphologic variability. The Kalmaitei
does produce reasonable running averaged deptmagst at Kijkduin. However, it is interesting to
consider how various wave climates and currentactéons can independently skew hourly cBathy depth
estimates.

An example of an average and very good hourly edém of bathymetry from cBathy and its
corresponding internal cBathy algorithm depth errghich relates to the 95% confidence interval of
certainty compared to modeled results but not bagexh the ground truth survey data, are shown in
Figure 7. It is valuable to understand the limitas of cBathy depth estimates aside from sporiadige
quality issues, due to sun glare, or rain dropsfogr Other possibilities for poor depth estimates
mainly attributed to characteristics of the wadior current field. This could be variance invedeight,
wave period, and wave direction and spread. Amattieresting feature of the Dutch wave climatedsy
short wave periods, which is not generally a charstic of Duck, North Carolina where cBathy was
developed. Therefore, an initial objective of gsa of cBathy at Kijkduin is to assess its perfante in a
different wave climate.

To determine the most plausible sources of errahése hourly cBathy depth approximations, four
metrics of data quality are assessed for measudregee height, wave direction and spread as going
towards the coast taken from North, and wave periodDuck, North Carolina wave height was found to
influence cBathy depth approximations the most (kboi et al., 2013). For this analysis the grounthtr
bathymetry measurement taken during the first wdeldarch 2013 is used as the ground truth for lo¢h
17 Feb. 2013 7 AM estimate as well as the 20 Feb3Z AM estimate to assess data quality and gasdne
of fit using the error metrics of bias (calculatesithe average of the difference between the cBatyit
and the ground truth survey bathymetry) and rocmsguare error (RMSE). Using the same grount trut
for both analyses could induce error because ttieyiveetry most likely slightly changed between the t
estimates and the time of the ground truth surkiewever there were not any major storms between 17
Feb and the ground truth survey, so the groundl isuissumed to be reasonable for first approxanatof
induced error.

Aside from bias and RMSE, which indicate error ketw the ground truth and hourly cBathy
estimates, the associated normalized eigenvajuand percentage of NaNs returned for hourly eséma
are used to assess data quality from the shorali@g&0 m in cross shore distance to the furthditated
analysis points at 700 m cross shore distance. eigenvalue indicates the amount of variance desdri
over the cBathy analysis tile, and when averageel; the entire array. The higher the eigenvaldiates
that the eigenvectors more strongly describe theawee in the data, and associated estimates of
wavenumber and wave direction are stronger. BR&4SE andk do not account for NaNs in the data set;
therefore percentage of NaNs returned is alsoid iralicator, where relative error in cBathy estigsare
filtered throughout the data processing indicated kess than 8 and skill less than 0.5 when asse#ising
fit of the data to the forward model, anything untleese limits are excluded from further analysid are
indicated by NaN return and shown in white in Fegdr. Table 1 compares these error assessments to
associated wave heights, directions, and periaas the hourly cBathy depth estimates shown in Egur

Comparing the qualitative results of Figure 7 wiih quantitative results of Table 1, the 20 Feb3201
7 AM results show smaller RMSE and bias, highand less % NaN returned for the overall data $erw
compared with the 17 Feb 2013 7 AM data indicatimgt the 20 Feb 2013 7 AM results are of higher
quality and fit the ground truth survey more clgseThe 20 Feb 2013 7 AM data were taken at miithgis
tide, and the 17 Feb 2013 7 AM data were takenigit-tising tide. The wave statistics show that the
significant wave height was smaller for the 17 R@43 7 AM results compared with the 20 Feb 2013 7
AM results, which could affect the data quality amduld be consistent with cBathy error analysishe
Duck, North Carolina results (Holman et al., 2018jowever, the wave period for the 20 Feb 2013 7 AM
data was shorter than that for the 17 Feb 2013 7résdlts; this is an unexpected result, prelimipari
demonstrating that good data quality can be obdaiinem shorter wave periods. Finally, the wave
direction for the 17 Feb 2013 7 AM hourly analys@me from the Southwest with a larger spread than
those on the 20 Feb 2013 7 AM hourly analysis witiame from the North. In this case wave direction
and spread could also impact hourly depth estimatesrther environmental factor induced error will
continue to be analyzed.
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4. Conclusions

The Sand Engine is a dynamic pilot mega-nourishntlat is influencing the hydrodynamics and
morphodynamics of the surrounding coastal areahef Nletherlands. From this preliminary analysiss it
evident that there are many aspects of this megastonent that are potentially interesting. Vasidools,
instruments, and methods of analysis will contirslpwprovide support to ongoing research around the
Sand Engine and are valuable to understandingoitintious evolution. The X-band radar, ADCP, and
wave rider buoy are already showing varying curigatterns and influence of the Sand Engine on local
hydrodynamics, while Argus monitoring provides antimuous data source for qualitatively and
quantitatively monitoring the dynamics of the aega will provide insight into how this pilot experént
migrates and develops.

Overall, the performance of cBathy at the Kijkdulngus station produces quality results; the
algorithm is able to resolve many of the charastierbathymetric features with relatively low quative
deviation from ground truth bathymetric measuremeaspecially when employing Kalman filtering. The
hourly performance of cBathy in the Kijkduin hydsedmic climate is potentially influenced by wave
characteristics of the domain. There may be oth#luential factors, such as the complex current
environment that skew depth estimates or limit grenbince, which is left to future analysis. The
fundamental background around monitoring the effedtthe Sand Engine on the southern Dutch coast
make employing a technique such as Argus monitaaimdycBathy valuable because of the large temporal
and spatial constraints of the project.
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