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Abstract

Organisations are increasingly adopting Microservice and Service-Oriented Architectures, moving
from monolithic applications to (service-oriented) distributed systems. By their nature, distributed
systems are prone to partial failures, where a subset of processes fail while others continue to operate.
To assess the behaviour of the system when subjected to partial failures, we can inject faults that mimic
partial failures. By automatically injecting all relevant combinations of faults, we can verify the system’s
resilience or uncover resilience bugs. However, the search space consisting of all combinations of faults
grows exponentially. Moreover, it requires significant engineering effort to adjust systems to work with
existing state-of-the-art tools. This work investigates a practical approach to automated fault injection
for service-oriented distributed systems while remaining efficient. We design a novel automated fault
injection tool that uses network-level instrumentation to inject faults. By using an abstraction to model
the system’s behaviour, we can dynamically infer information available to service-level instrumentation.
Furthermore, we efficiently represent the search space as a search tree and prune it using multiple
pruning policies. To evaluate our design, we developed an implementation of this design called Reynard.
Compared to the current state-of-the-art, we show that Reynard is efficient, requiring equal or fewer
states in the search space, has minimal overhead, and can be integrated into various existing benchmark
systems with a feasible engineering effort. Furthermore, we demonstrate the applicability of Reynard
by integrating it into an industry system, highlighting that it can run practical experiments and can
identify real bugs. In conclusion, Reynard can provide a starting point for lowering the engineering
effort required to perform automated fault injection testing, while increasing the confidence in the
resiliency of systems.
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“A distributed system is one in which the failure of a computer you didn’t even know existed can render your own
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And finally, thank you for taking the time to read this work. I hope you learn something new, as I did
when I wrote it.
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Introduction

Motivation

As the world becomes increasingly digital, modern software systems must keep up with growing
demands in scale and complexity. The internet has made systems available to billions of users worldwide.
To handle this unprecedented scale, systems must process vast volumes of data and perform intensive
computations. At the same time, we have become reliant on our software systems. Services such as
instant messaging, social media and web search have become so integral in our daily life that outages can
significantly disrupt them [1]. To meet the scale and quality required by modern systems, developers
must be able to build systems that can handle significant workloads while remaining available to their
users at all times.

To meet these demands, modern systems are increasingly designed as distributed systems: software
that runs on physically separated machines and cooperatively provides functionality [2]. A distributed
system has access to resources that exceed the capacity of a single machine, enabling it to meet its
computational and data scaling requirements. Additionally, it allows the system to provide redundancy
by preventing a single point of failure. And for some systems, such as messaging, banking, and the
internet, a physical distribution is a requirement [3]-[6].

However, distributed systems come with inherent challenges, of which a defining challenge is partial
failures [5], [7]. A partial failure occurs when a part of the system fails, but the remainder is functional.
In distributed systems, partial failures are a common but unpredictable reality [8]-[11]. They are both a
risk and a benefit of distributed systems. Redundancy allows the system to remain functional in the case
of partial failure. But, unexpected partial failures can cause the system to behave incorrectly in subtle
and complex ways [8]-[11]. Furthermore, partial failures can cascade if incorrectly handled, potentially
compromising the entire system [12].

Because partial failures are an inherent risk in distributed systems, developers must make deliberate
choices about handling them. By simulating partial failures, it is possible to deterministically evaluate
the system’s behaviour when exposed to partial failures. Fault injection is a common test strategy used
in both software and hardware testing.

By systematically exposing the system to all feasible combinations of partial failures, it is possible
to verify its resiliency. However, due to combinatorics, the search space grows exponentially. In
large-scale systems, this can make exhaustive testing intractable. In the literature, various techniques
are proposed to reduce the search space to make it tractable to exhaustively test all distinct behaviours
of the system [13]-[16].

These solutions are effective but impractical for real-world systems, as they require significant instru-
mentation effort. They require the whole system to be rewritten in a specific programming language [15],
or provide only a proof-of-concept for a particular language and framework [16], [17]. As such, this
work addresses how automated fault injection for distributed systems can be made practical while still
being tractable.



Objective

This research has the following objective:
Improve the practicality of automated fault injection testing of Service-Oriented Distributed Systems.

By improving the practicality of automated fault injection, we intend to lower the barrier of entry
for practitioners who want to apply the technique. Furthermore, we intend to make the technique
applicable to a broader range of systems. This is beneficial, as verifying a system’s resilience helps
increase its reliability.

We specifically focus on Service-Oriented Distributed Systems, which form the basis of numerous
industry systems and have properties different from those of other distributed systems. In Chapter 2,
we define this class of distributed systems.

Research Questions

To reach this objective, this work answers the following questions and subquestions:

(RQ1) How can we practically assess the resilience of a Service-Oriented Distributed System using
automated fault injection testing?

* (RQ1.1) What type of instrumentation can enable fault injection in Service-Oriented Distributed
Systems with a reasonable integration effort?

(RQ1.2) What technique can identify the causal relation between interactions?

(RQ1.3) Can we uniquely and consistently identify equivalent interactions between services in the
system?

(RQ1.4) Which representation allows us to enumerate the search space efficiently?

(RQ1.5) Can we model the influence of faults to reason about the expected system behaviour and
the equivalence of combinations of faults?

We answer this question by designing and implementing an automated network-level fault injection
testing tool called Reynard. This motivates our second research question:

(RQ2) How effective and efficient is it to assess the resilience of a Service-Oriented Distributed
System using automated network-level fault injection testing?

* (RQ2.1) How does Reynard compare to the state-of-the-art in terms of runtime efficiency and search
space reduction?

* (RQ2.2) How does the structure of a system’s interactions influence the reduction of the search
space?

* (RQ2.3) How much overhead does the instrumentation of Reynard introduce?

Finally, we are interested in the industry applicability of such a tool. This motivates our third question:

(RQ3) How effective is Reynard when applied to an industry system?

Contributions

This work makes the following contributions:

* An abstract formulation of the fault space, and a formulation of pruning policies in this abstraction.

* A model of the effects of partial failures on the behaviour of a Service-Oriented Distributed System.

* A design and implementation of a novel, practical, automated network-level fault injection testing
tool called Reynard. The tool provides low-overhead instrumentation capable of injecting precise and
isolated partial failures. Additionally, it includes a testing library that utilises the instrumentation to
exhaustively and efficiently cover the fault space and validate correctness properties of the system
under test. The tool is publicly available on Github [18].

* An evaluation of the effectiveness of Reynard, compared to a state-of-the-art technique.

* A demonstration and evaluation of the applicability of this testing strategy by applying Reynard
and its testing library to benchmark systems and an industrial system.



Service-Oriented Distributed Systems

This work addresses a problem inherent in distributed systems. This chapter defines distributed systems
and their inherent characteristics. Furthermore, we classify distributed systems to pinpoint our targeted
subclass of distributed systems.

2.1. Definition of Distributed Systems

There is no consensus on the exact definition of a distributed system. Different works have different
definitions [2]-[4], [6], [19]. Lamport gives a generic definition in his 1978 paper: “A distributed system
consists of a collection of distinct processes which are spatially separated, and which communicate with
one another by exchanging messages.” [2]. This definition covers most, but not all, aspects of what is
now considered a distributed system. Similar to [19], we consider a distributed system as having the
following properties:

* Physically separate processes - The system consists of a collection of computational processes
called “nodes” (software running on some machine) that are, at least partially, physically separate
(i.e., running on different machines). In modern distributed systems, the collection can vary in size
throughout the system’s runtime. This is often done in response to fluctuations in the number of
user interactions with the system. For a system to be considered a distributed system, the number
of nodes must be greater than one. It is possible for multiple nodes to run on the same machine,
especially in the era of virtualisation and containerization. However, to differentiate distributed
systems from concurrent systems, each node should have a non-shared memory space [7], [19].
Note that a distributed system can consist of nodes that run concurrent software.

* Working cooperatively - Different from a random collection of software, the nodes should cooperate
to achieve a common goal [3]. Combined, the nodes form a coherent system.

¢ Exchanging messages - As the nodes run on (potentially) different machines, they must communi-
cate through a network connection rather than direct hardware connections. Communication is
done using some form of message passing or streaming.

So, rewriting Lamport’s definition, a distributed system can be defined as a collection of cooperative but
physically separated processes that communicate by exchanging messages.

2.2. Fundamental Characteristics of Distributed Systems

We can attribute specific characteristics to a distributed system based on its definition. The most
influential work defining these characteristics is the technical report by Waldo et al. [7] from 1994 at Sun
Microsystems. Waldo et al. identified four key differences between distributed systems and their local
counterparts.

Specifically, it addresses the issues that arise when replacing local function calls with calls to functions
on another node, known as a Remote Procedure Call (RPC). Each of these characteristics should be
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taken into account when developing distributed systems, as they can lead to inefficiencies or unexpected
behaviours. In the following sections, we discuss each of these properties.

2.2.1. Increased Latency

As the nodes in a distributed system communicate using network connections, as opposed to hardware
connections, there is increased latency in communication. Modern internet connections allow messages
to pass in the order of milliseconds. Hardware connections can communicate in the order of nanoseconds
or microseconds, depending on the type of communication channel. As such, developers need to
account for an increase of several orders of magnitude in the latency for each message. Simply replacing
function calls with remote procedure calls leads to significant delays.

Although latency can be challenging, it is a challenge that, in most systems, can be overcome. If the
number of messages passed between separate nodes is kept to a minimum, so is its impact. Additionally,
one can physically place nodes closer to the end-user to reduce latency. This solution is applied by, for
example, a Content Delivery Network (CDN).

2.2.2. No Shared Memory

Compared to local systems, nodes do not have access to the same memory address space. While local
functions can be called with memory pointers as arguments, RPCs must pass along (a copy of) the
referenced memory space. This can drastically increase the overhead of RPCs.

Although the impact can be minimised, it forces developers to see RPCs as different from their local
counterparts. Especially in the case of consistency, if the same object is shared and stored on separate
nodes, they can become inconsistent.

2.2.3. Concurrency

As the computations for the system are done on physically separate machines, there is no fixed control
over the order in which operations are performed [7]. This implies that any two unrelated operations
can happen in any order. As Lamport details, operations in distributed systems only define a partial
order [2]. This implies that any execution of a distributed system corresponds to at least one totally
ordered execution. As such, operations in a distributed system can be truly concurrent and therefore
nondeterministic.

Developers must account for this to ensure their system behaves as expected, even in the face of scheduling
nondeterminism. Unexpected behaviours in distributed systems often stem from unexpected orderings
of events [9], [20]. The challenge is that accounting for all possible orders of events is intractable, due
to the combinatorial explosion. Addressing this challenge is its own research field, with many works
focusing on model checking and formal methods to verify correct behaviour for all possible interleavings
of events [21]-[24].

Although concurrency bugs can cause inconsistencies or crashes in distributed systems, they are not the
primary focus of this research. The research is related, and works in this area are tangential to this work.

2.2.4. Partial Failures

Distributed systems are uniquely prone to partial failures. A local software system can either function
normally, hang or crash in its entirety. However, in a distributed system, any node can be prone to
hanging or crashing, while the other nodes continue to operate normally. As Lamport’s famous quote
regarding distributed systems goes: “A distributed system is one in which the failure of a computer
you did not even know existed can render your own computer unusable.”. Partial failures differentiate
concurrent from distributed systems [3], [7].

To complicate matters, the communication link between nodes (i.e., the network) can also malfunction.
Messages can be delayed, dropped or altered. This can happen for both the incoming and outgoing
messages of anode. Distinguishing between an unresponsive node or a failing network link is impossible
in the general case [3], [7].

Partial failures are more common than rare [3], [4], [7]. As Waldo et al. state: “Partial failure is a central
reality of distributed computing” [7]. There are multiple reasons why this is the case. Hardware faults
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will occur over time [25], software can contain bugs [9], and the network is unreliable [26]. Therefore, it
is better to assume that partial failures (either for nodes or network links) will occur. To further quote
Waldo et al. [7]: “A central problem in distributed computing is ensuring that the state of the whole
system is consistent after such a failure; this is a problem that simply does not occur in local computing.”

This is the characteristic of distributed systems that this research focuses on: understanding how a
system behaves in the presence of partial failures to assess its resilience to partial failures. However, to
reduce the scope, we focus on a specific class of distributed systems. We define this class in the next
section.

2.3. Classifications of Distributed Systems

The abstract definition of a distributed system, as presented in Section 2.1, covers a wide variety of
systems. There are, however, classes of distributed systems which are more similar. The following
sections examine various classifications. Based on these classifications, we define Service-Oriented
Distributed Systems, the class of distributed systems that this work focuses on.

2.3.1. Inherent Distribution or Distribution as an Artifact
In the book by Cachin et al., the main distinction is made between distributed systems that are inherently
distributed and those that use distribution as a solution to a problem (“as an artifact”) [3].

Inherently distributed systems require a physical separation between nodes to function properly. For
example, notification or broadcast systems use the physical location of different devices to allow
communication between users that would otherwise be physically impossible. Similarly, the Internet is
a communication system that is inherently distributed. Furthermore, any IoI solutions that rely on the
physical location of sensors for the system to function are inherently distributed.

On the other hand, distribution as an artifact tries to solve an engineering requirement. For example,
when a system requires more resources than a single physical machine can provide, multiple machines
and cooperative software can address this challenge. Furthermore, if a system needs to continue
functioning even if a single machine fails, a fallback to another machine can be implemented. Effectively,
the distinction is that if the system would work if it were bug-free and could run on a single hypothetical
machine with unlimited resources and perfect hardware, then it is distributed as an artifact.

2.3.2. Distributed or Decentralised Systems

The more recent work by Steen and Tanenbaum calls these inherently distributed systems “decentralised
systems” [4]. Their distinction primarily focuses on whether systems resources are either sufficiently (as
an artifact) or necessary (inherently) distributed.

Computational, Informational or Pervasive
Steen and Tanenbaum further categorize sufficiently distributed systems as either “computational”,
“informational” or “pervasive” distributed systems [4]. These are defined as follows:

 Distributed computational systems use shared resources to increase computational throughput.
Examples are high-performance, grid and cluster computing systems. In this class of distributed
systems, a large computational task is subdivided into smaller tasks. If a partial failure is detected,
it is often masked by repeating the failed smaller tasks.

e Distributed informational systems connect multiple distinct information systems to compose a
more complex information system. This class of distributed systems can be found in numerous
organisations, where different software (from different departments) must cooperate to fulfil a
business need. Examples are client-server (web) applications, database management systems and
numerous enterprise systems. In this class of distributed systems, the functional capabilities and
data are distributed to different applications.

In the case of partial failures, various resiliency techniques exist. The most common is the use of
fallbacks. To prevent impeding a functional capability, redundancy is used to have different nodes
capable of performing the same functionality. To prevent data unavailability, replication is used
so that multiple nodes can provide the same data. If no fallback is possible, systems can employ
graceful degradation to provide functionality at a lower quality (e.g., slower, less accurate).
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* Pervasive Systems are composed of nodes that blend into a physical space. Examples are mobile
telephones and IoT devices. These systems often have a greater variety in their topology compared
to other systems. Furthermore, their network and nodes are often more likely to fail, as they are not
part of a controlled environment such as a data center.

This work focusses primarily on distributed (as an artifact) informational systems. This system class is
commonly used in the software industry [27], [28]. Specifically, we are interested in service-oriented,
distributed information systems, as discussed in the following section.

2.3.3. Service-Oriented Distributed Systems

In the industry, there is a steady trend toward developing systems in a Service-Oriented Architecture
(SOA) or Microservice Architecture (MA) as opposed to a monolithic design [27], [29]. In essence, a
SOA is a distributed information system that is distributed as an artifact. Specifically, it distributes the
system by decomposing the functionality into distinct domains, where each node provides functionality
for a specific domain (i.e., offers a service). This contrasts with other distributed systems, which tend to
distribute resources or data, but where each node has the same or similar functionality. For example, in
most distributed databases, the nodes are often instances of the same software.

The Microservice Architecture (MA) is an especially popular approach to system design within industrial
systems [27], [28]. It is similar to the SOA, but decomposes each service into even smaller (hence micro)
units of work. The main proposed benefit of the Microservice Architecture is the ability for teams to
work independently on the system [30]. It enables organisations to work on large, complex systems while
keeping the cognitive load for teams manageable. It is, therefore, mostly an organisational approach
to software, rather than an engineering solution. The popularity of the Microservice Architecture has
resulted in many organisations moving away from monolithic design, resulting in more distributed
systems. We refer to systems built in a SOA or MA as Service-Oriented Distributed Systems.

There is a lack of representative publicly available Service-Oriented Distributed System [31], [32].
Industry examples often involve systems developed by hundreds of full-time employees, feature
domain-specific functionality and, therefore, are proprietary and a company secret. Benchmark systems
exist, but these are not representative of real industry systems as they are more “idealised” than their
less-ideal industry counterparts [32], [33]. To address this, we apply our experiments to benchmark and
real industry systems. This way, our results more accurately reflect the applicability in real systems.

In addition to the characteristics of distributed information systems, this class of systems has its own
unique characteristics that must be taken into account. These are detailed in the following sections.

Polyglot

As each service is a separately functioning program, it can be written in a programming language that
best suits the service’s requirements. In theory, one could make every node in a different programming
language. In practice, organisations tend to limit the number of languages used, but it is common to see
a small number of different programming languages used to build the system. The same applies to
libraries used within the same programming languages, as these can differ based on the service’s needs.

As a result, it is challenging to enforce a singular approach to tackling the inherent challenges of
distributed systems. For example, one language might have a well-maintained library for common
partial failure resilience practices. Yet, this might not be true in other languages.

Therefore, any solution that addresses partial failures in Service-Oriented Distributed Systems should
be either independent of the programming language and libraries used in each node or, at most, require
a minimal change to the existing source code.
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Loosely Coupled and High Cohesion

Services in a Service-Oriented Distributed System are intended to be independent and loosely coupled.
This means that nodes should not require the availability of other services to function. As such, it is
important to verify whether a node can withstand the failure of its dependencies.

Furthermore, nodes should be highly cohesive. Most of its functionality is encapsulated within the
service, thus requiring only a few dependent services. This is beneficial, as each network dependencies
introduce latency. The dependency graph should not form a clique; it should be a sparse graph.

Emergent Behaviour

As Service-Oriented Distributed Systems are decomposed by domain, each domain functionality can be
tested by testing the service. However, the complete application provides functionality defined by the
composition of the different services. This can result in emergent behaviour: behaviour that only occurs
by the interaction of different components.

Service-Oriented Distributed Systems can have undesirable emergent behaviour. The complex interac-
tions between services, in combination with partial failures and concurrency, can lead to unexpected
results. To test the resiliency of a system, it cannot be tested by validating each service. The composition
of fault-tolerant components does not make for a fault-tolerant system [34]. Therefore, we must test the
resilience and system behaviour using the composition of all relevant components.

Stateless and Stateful Services

A Service-Oriented Distributed Systems is usually composed of stateless (micro) services and stateful
datastores such as databases and message queues. Stateless services enable the system to scale its
throughput by allowing multiple instances of the service to run in parallel, dividing the incoming
requests among these services.

Because services are stateless, their partial failure is less impactful, as they do not lose data. Furthermore,
we can mask their failure by falling back to an identical copy.

However, even if they do not store data, a partial failure can still cause issues. A partial failure can
interrupt the normal flow of operations, leading the system to a potentially incorrect state. Therefore,
we must verify their functional correctness in the presence of partial failures.

High Frequency of Deployments

A key reason for adopting the Microservice Architecture is to enable teams to deploy their service
independently. This results in a high deployment rate. In turn, this limits the time that the current
“version” of the system can be tested for.

Therefore, testing the resilience to partial failures must be done within a time window bounded by the
(short) time between deployments. This window can be significantly shorter in large organisations,
where the system can contain a considerably larger number of services. As such, a goal must be to
minimise the time needed to analyse the system’s resilience.



Functional Testing under Partial
Failures in Service-Oriented
Distributed Systems

Distributed systems have the inherent challenge of being prone to nondeterministic partial failures, as
detailed in Chapter 2. In this chapter, we provide an overview of the relevant types of partial failures that
a Service-Oriented Distributed System can be exposed to, their effect, and how they can be simulated.
Additionally, we explore different techniques to verify the correct behaviour of a (Distributed) System
under Test (SUT) in the presence of partial failures. We highlight why automated fault injection testing
is an effective technique for verifying correctness properties of a SUT.

3.1. Partial Failures Types in Service-Oriented Distributed Systems

This section describes types of partial failures and their effect on the behaviour of a Service-Oriented
Distributed System. Each type of failure can be caused by various “failure modes”, i.e., the specific
causes of a failure. Understanding the failure modes provides insight into the likelihood of each type
occurring. More importantly, understanding the effect of each failure type is crucial for accurately
simulating partial failures.

Several classifications exist for the types of failures in distributed systems. In the book by van Steen
and Tanenbaum [4], a classification of failure types is given, as presented in Table 3.1. The book by
Cachin et al. [3] proposes different types of process failures, with a focus on distributed algorithms.
Their classification of failure types includes eavesdropping and crashes with recovery failures, but omits
timing and response failures. We follow the classification by van Steen and Tanenbaum, as we find their
classification to best match failures in Service-Oriented Distributed Systems.

Table 3.1: Different types of failures [4].

Type of failure Description of server’s behaviour
Crash failure Halts, but is working correctly until it halts
Omission failure Fails to respond to incoming requests

Receive omission Fails to receive incoming messages

Send omission Fails to send messages
Timing failure Response lies outside a specified time interval
Response failure Response is incorrect

Value failure The value of the response is wrong

State-transition failure | Deviates from the correct flow of control
Arbitrary failure May produce arbitrary responses at arbitrary times
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In Service-Oriented Distributed Systems, not all of these failure types are relevant. The aforementioned
classifications cover failure types that can occur in all classes of distributed systems. Most notably,
eavesdropping and arbitrary failures are only relevant if untrusted nodes are part of the system. In
Service-Oriented Distributed Systems, all nodes are managed by a single organisation. As such, we do
not consider them relevant. In the following sections, we describe each relevant failure type and to
what extent they are included in our work. The class of crash-recovery failures, as described by Cachin
et al. [3], is regarded as a subclass of crash failures.

3.11. Crash Failures

In a crash failure, a node operates as expected until it suddenly ceases to function. Formally, it implies
that the process ceases to function permanently. Numerous causes can result in a crash failure in a
single node. Potential causes include:

* Hardware Failures - Most software requires correctly functioning hardware. Hence, a common
cause of software crash failures is hardware failure [35]. In data centers, disk and memory failures
are everyday occurrences [25]. In an empirical study on bugs in cloud systems, Gunawi et al. found
hardware failures to be 13% of causes for system failures [9].

* Resource Failures - Hardware resources can fail both physically and functionally. Aside from being
imperfect, hardware is often limited in capacity. Limited disk or memory space can cause crashes
when exceeded. Additionally, interactions with the resource can fail. For example, incorrect file
permissions can cause failures [36].

¢ Invalid Input - Faults can occur when a node is presented with input that it cannot process. This is
a common cause of failures in local programs. This type of failure is addressed in the tangential
field of fuzz testing, where the input space is searched to find potential program failures [37].

Within the scope of this work, it is assumed that invalid inputs can cause the system to crash;
however, we do not focus on identifying which specific inputs are responsible for this.

¢ Incorrect Error Handling - Within an application, the previously mentioned failures often result in
exceptions and errors. In the ideal case, these errors can be resolved. However, in some cases, it can
result in crashes. For example, when a hard disk is corrupt, a database cannot function normally.
In other cases, these errors can be observed in the interactions with the process.

As various empirical studies demonstrate, it is often simple error-handling bugs that cause outages
[8], [9]. It can be infeasible to know all possible errors that a component or node can return (which
includes the operating system) [38]. In most cases, the system is unaware of the errors it can return,
which makes the documentation incomplete. Unexpected errors without proper error handling
can lead to unpredictable behaviour, including crashes.

In general, a crash partial failure is highly likely to occur in a Service-Oriented Distributed System
during its runtime. Hardware and resource failures are nondeterministic and can happen accidentally.
Functional errors are unintentional but can be latent, and every new version of software can introduce
new bugs. The combination makes crash failures likely to happen, but unpredictable.

When a crash failure occurs, it can only indirectly impact other services. For example, other services
cannot communicate with a crashed node. To investigate the effect of a crashed node on other nodes, we
can simulate crash failures by either directly crashing nodes or by replicating the effects. The overhead
of crashing nodes is significantly higher than simulating their effects.

Crash-Recovery Failures

If a crash failure can be detected, we can attempt to recover the failing node. Instead of a permanent
failure, it can become a transient (temporary) failure. This recovery process can range from a simple
restart to a more complex recovery routine. Typically, this recovery process is managed by a node that
monitors the status of each node, detects failures, and restarts it as needed.

A recovery “masks” (hides) the failure of a node. While the node is failing, but not yet detected, other
nodes will still experience the effects of a crash failure. It is therefore beneficial to test for crash failures
even if recovery is possible.

Additionally, the following challenges should be considered for crash-recovery failures:
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* Faults can be transient. At any time, when interacting with another node, the node can crash or
recover. A simulation of this failure type should be able to simulate the temporal aspect of failures.

* The recovery process can be faulty. As Gao et al. [39] noted, the recovery process is often not as
well-tested. When a crash-recovery failure is simulated by its effect, then the recovery process is
not covered, as this is not triggered.

* Recovered nodes can have amnesia. If a crash failure occurs while processing a message, but before
a state transition is made persistent, then a node can “forget” about a message when recovered.
This, too, is not covered by simulating the effects of a crash failure. However, in Service-Oriented
Distributed Systems, a node is expected to be stateless. Hence, for this effect, there should be little
difference between an actual crash and a simulated crash.

* Failure detection can be inaccurate. This means that functioning nodes can be falsely detected
as failing and unnecessarily recovered. This can cause emergent behaviour, where the recovery
process renders nodes unavailable. In the next section, we address the challenge of failure detection.

As Service-Oriented Distributed Systems value high-availability, their runtimes are often configured
with health checks and automatic recovery. As such, crash-recovery failures are highly relevant and
should be considered for Service-Oriented Distributed Systems.

Failure Detection

If it is possible to detect a failing node, we can account for it. But, failure detection in itself is a distributed
algorithm, which means that it too is prone to the same maladies that affect distributed nodes. In the
work of Cachin et al., different types of failure detection are distinguished for crash failures [3]. These
are:

1. Fail-stop - All other nodes can perfectly detect the failure of the crashed node.
2. Fail-noisy - A subset of the nodes might (eventually) detect that the node crashed.
3. Fail-silent - There is no way to detect if the node crashed.

For Service-Oriented Distributed Systems, it is common to assume a fail-noisy effect. The fail-stop
paradigm is unrealistic for real applications, as the network is unreliable [26] and no distinction can be
made between a crashed node and a failing network [40]. Fail-noisy is hard to guarantee in the case of
truly asynchronous communication, as it is impossible to know if a node crashed if it can respond in
an unbounded amount of time. Fail-silent systems are impractical to reason about, as systems cannot
afford to wait for undefined amounts of time. For most systems, it is most realistic and practical to
assume that crashes are fail-noisy and assume asynchronous communication with an upper bound
(partially synchronous communication). That is, if a node does not respond in a reasonable amount of
time, we assume it to be crashed. As a result, this can lead to false positives.

3.1.2. Omission Failures

Messages are not guaranteed to be sent or received. Distributed systems communicate over a network,
rather than through hardware connections. But, communicating over the network is unreliable [26]. As
a result, messages may fail to be sent or received.

Send and receive omissions have different effects on the system’s behaviour. In the case of a send
omission, the sending node can be aware that it failed to send the message and act accordingly. In the
case of a receive omission, neither party to the exchange might be aware that a message was not sent. In
that case, it is more complex to derive a correct algorithm, especially in asynchronous communication,
where the distinction between a receive omission and a crash failure upon receival is indistinguishable.

In most Service-Oriented Distributed Systems, communication is commonly done in a request and
response pattern. In this type of communication, both the request and the response can be omitted
due to a send or receive omission. A request omission results in a specific behaviour in the upstream
(sending) node, but the downstream (receiving) node is unaffected, as it has never processed the message.
However, in the case of a response omission, the downstream node processes the message, but the
upstream node cannot be informed of this. In this case, the node can have inadvertently changed its
state (and potentially that of other nodes). This latter case is more challenging to be resilient to.
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Although response omissions can occur, most works do not consider them due to their low likelihood
and higher complexity [16], [41]. To reduce the scope of this work, we also do not consider them as part
of our testing strategy.

3.1.3. Timing Failures

A network is both unreliable and inconsistent [26]. The same is true for the nodes that need to process
the messages. Nodes can hang during the processing of a message for various causes. Any problems
arising from the timing of sending, receiving and processing of messages can be categorised as timing
failures. Timing failures can result in the following effects:

* Scheduling nondeterminism - Timing inconsistencies can cause reordering of (concurrent) mes-
sages. For example, if two messages are sent directly after each other, the network does not
guarantee that they will be delivered in that order. Although this is a source of bugs in distributed
systems [9], we do not consider these types of failures as they are a result of concurrency issues, not
partial failures.

¢ Timeout bugs - A common crash failure detection method is the use of timeouts [42]. However,
timeouts can also be a source of bugs in distributed systems [43]-[45]. Finding the proper timeout
bound can be a challenging task. If it is too lenient, it is not effective. But if it is set too strictly,
it can lead to false positives. As we discussed, failure detection is imperfect in Service-Oriented
Distributed Systems.

If a downstream node is responsive, but the timeout bounds are set too strictly, the response might
be discarded as the timeout is reached. As a result, the upstream node can incorrectly assume that
the downstream node crashed. In reality, it is now a response omission failure, which warrants a
different resolution.

Timeouts in combination with retries can cause issues. Retries are a resilience pattern based on the
idea that failures tend to be transient. There is a good chance that the issue will be resolved if it is
tried again. However, in the case of a misconfigured timeout, a retry can cause a violation of the
system’s expected behaviour [38]. For example, consider a system that acts as a distributed queue,
and we send a request to dequeue one item. If this message is received, processed, and a response
is sent, but the combination of these actions takes longer than the set timeout value, we might
consider it a crash failure. If we attempt to resolve it by retrying the request, we can inadvertently
dequeue two items. A common solution to this challenge is to ensure that requests are only retried
on idempotent interfaces. Le., if the message is received a second time, the resulting state of the
other node is equal.

Timing failures are impractical to simulate if there is no internal control over the clock of the nodes.
Without control, we must wait the whole duration of the timeout bound, which is usually in the order
of seconds to minutes per event. Without manual definition or static analysis, the actual timeout bound
is unknown. In our approach, we do not have control over the node’s clock, and as such, we do not
include “real” timing failures.

However, due to the prevalence of retries and timeouts as resilience patterns in Service-Oriented
Distributed Systems, we cannot completely disregard timing failures. Primarily, we must ensure that any
adjustments to the system for testing purposes do not accidentally trigger a timeout bound. Furthermore,
in some cases, we can simulate a response that indicates a timing failure occurred (a timeout was
reached). In that case, we can still observe the resilience patterns related to timing failures, without
controlling the timing of events.

3.1.4. Response Failures
Response failures are closely tied to the system’s functional requirements. In particular, a response
failure is a deviation from the system'’s specification.

In theory, we could inject failures that mimic the actual response of the system, but with a variation.
However, in a Service-Oriented Distributed System, we assume that each component and their
composition is tested through unit, unit integration and end to end tests. As such, we do not consider
simulating response failures in this work.
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More importantly, response failures are the type of failures that we want to fest for. If, in the presence of
simulated partial failures, we observe unexpected values or state transitions, then we observe incorrect
behaviour. This work therefore simulates crash, crash-recovery, response omission and timing failures
to investigate whether they cause response failures.

3.1.5. Cascading Failures

A common effect of partial failures is that a single partial failure causes another partial failure in a
dependent node [9]. This is referred to as a cascading failure [5], [12]. This cascading effect can make it
difficult to pinpoint the exact cause of a partial failure, as there might be multiple.

Regarding this work, we must account for the fact that failures can propagate through the system and are
not isolated to a single node. But, nodes in a Service-Oriented Distributed System are encapsulated [16].
That is, a node can only process what it observes from its direct dependents. Hence, from an upstream
node’s perspective, it does not matter whether its direct dependency propagated an error or if it caused
it; they are equivalent. Yet, from the perspective of the whole system, there can be a difference.

3.2. Functional Testing for Partial Failure Bugs

Given that a Service-Oriented Distributed System is prone to partial failures, we want to assert that the
system functions as expected in the presence of partial failures. The question is: Given a correctness
property, how can we verify that this property holds? Or, can we find a violation that indicates a partial
failure bug? The following sections discuss techniques presented in the literature.

3.2.1. Fault Injection Testing

Fault injection testing involves simulating faults in a system. As faults can occur at unpredictable times,
fault injection provides control over when and where faults occur. This allows for testing the SUT in a
deterministic manner.

A test engineer can use their expert knowledge of the system to manually define test cases. Using fault
injection tools, the system can be systematically perturbed, and its behaviour analysed. This approach
has been shown to uncover bugs in real systems [46].

The downside of this manual approach is that it is incomplete. As famously said by Dijkstra in 1969:
“Testing shows the presence, not the absence of bugs.” Distributed systems are notoriously complex,
and leaving it up to the expert to completely define all possible faults is error-prone. Service-Oriented
Distributed Systems can be such complex systems that often not one person understands the entire
functionality of the system. As Alvaro and Tymon [47] argue, it is better to systematically and
automatically test than to rely on geniuses.

3.2.2. Challenges in Automated Testing

However, automated testing comes with its own set of challenges. In this section, we address two
primary concerns that complicate automated testing for partial failures in Service-Oriented Distributed
Systems.

Test Oracle Problem

Before we can verify a correctness property, we must first define it. However, defining a correctness
property is non-trivial [48]. Distributed systems can have various properties that can be tested for. For
example, distributed data structures such as relational databases and queues have well-defined properties
(such as consistency and liveness) that should not be violated. For Service-Oriented Distributed Systems,
these properties are domain-specific and often not well defined, or not at all defined.

We cannot automatically infer the correctness properties of the SUT. Instead, this requires the expertise
of a developer. Consider the case of the fictional webshop, as presented in Figure 4.6. Once the user has
created their order, filled in their payment details, and confirmed the purchase, the system must ensure
that the order is processed. What should happen if the payment service is unavailable? What should
happen if the payment succeeds, but the shipping service fails? All of these properties depend on the
type of system and its domain, and involve a decision by the developer to define what the expected
behaviour is. A tool can then verify if this expectation is upheld for all combinations of faults.
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Exponential Explosion of the Search Space

In order to cover all possible combinations of states of a distributed system, we run into a problem:
accounting only for partial failure nondeterminism (omitting concurrency nondeterminism), the number
of states grow exponentially. Consider a Service-Oriented Distributed System providing different
functionalities. To provide a specific functionality, m messages are communicated between different
services. Each of these m messages can fail to be delivered. The failure of each message can (in the
worst case) result in a potentially undesirable state of the system. For m independent messages, there
are up to 2" possible combinations of failures, each of which can result in a bug. The search space
grows exponentially with the number of events. And, this only considers the nondeterminism of partial
failures related to message passing for one system functionality. Each functionality can influence a
different type of state for the system.

In other words, it is intractable to consider every possible distinct behaviour of the SUT. This makes it
impossible to exhaustively test even the smallest Service-Oriented Distributed System wholesale [32].
However, techniques exist to decompose the problem into smaller, tractable problems.

3.2.3. Formal Verification

Formal methods can be applied to verify an abstraction of the system. To reduce complexity, only the core
functionality is modelled in the abstraction. Potential failure types can be defined within the system’s
model. A model checker can verify that a defined property holds for all possible states. This provides a
guarantee of completeness for the property.

A well-known model checker is TLC, with its corresponding specification language TLA* [49]. The
specification language enables the modelling of a distributed system’s behaviour, properties, and
invariants in logical statements [50]. The model checker then verifies the invariant for each possible
model of the specification. If violations are found, these are reported, and the specification can be
changed to resolve them.

This method has been used in practice to verify the behaviour of crucial systems, such as distributed
databases, queues, or filesystems, which are the backbone of other systems. For example, Amazon
has used lightweight formal methods to verify its proprietary distributed algorithms [51], [52]. These
systems often have well-defined invariants. As such, formal methods are an effective tool for proving
properties of distributed algorithms.

The issue with formal verification for many organisations is its high learning curve and investment
cost. Formal verification requires fundamental knowledge, often only available to highly specialised
experts [47]. Instead, many opt to use formally verified distributed systems and build upon them.
However, the composition of fault-tolerant components does not make a fault-tolerant system [34].

Furthermore, a formal model is only as good as its abstraction. Possible states can be missed if the
abstraction does not represent the actual system. Furthermore, the implementation of the abstraction
can still contain bugs. Hence, formal verification does not guarantee a bug-free system.

For Service-Oriented Distributed Systems this method poses two challenges in particular:

1. Functional domains are hard to abstract, as it is difficult to formalise business logic (if possible).

2. Most Service-Oriented Distributed System have emergent behaviour, and should be modelled as
a composition of different services. But each service can provide numerous functionalities. This
makes the search space explode, rendering verification intractable. Formal verification is more
effective on smaller models.

As such, applying formal methods to Service-Oriented Distributed Systems is less effective compared to
its application in other distributed informational systems.
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3.2.4. Automated Fault Injection Testing

To close the gap between formal verification and manual fault injection, techniques exist that automatically
cover (a subset of) the possible combinations of faults. In the following sections, we cover some of these
techniques.

Random Testing

By automatically random sampling of the search space, it is possible to encounter bugs [53]. Especially
with distributed databases, this approach has shown great effectiveness in finding network partition
tolerance bugs [54].

A difference with finding network partition bugs compared to finding resilience bugs is that, for network
partitioning, the problem’s structure (the topology) is known upfront. In fault injection testing, it is
possible to uncover new events due to resilience patterns. Using random testing, it is difficult to cover
these cases.

Similar to manual experimentation, random testing is ineffective at providing guarantees and can only,
by coincidence, drive the system into interesting states. Edge cases are easily missed if the search space
is only sampled, instead of being structurally covered. It is challenging to provide guarantees about the
system’s resilience using random testing.

Chaos Engineering

This form of automated fault injection testing was popularised by the engineers at Netflix, where a
tool called Craos Monkey would randomly crash nodes to test the system’s resilience. In principle,
chaos engineering involves running resiliency experiments in production-like environments to expose
resiliency bugs. It is primarily based on experiments: creating and testing a resilience hypothesis.

The primary objective of chaos engineering at Netflix was to foster a culture of resiliency within the
company. If the assumption is that faults rarely occur, they can be easily overlooked. With CHaos
MoNKEY, engineers are motivated to build resilient services.

Although this approach can effectively find bugs, the main issue is that it can inadvertently cause real
system outages. It is simply too destructive to use in all Service-Oriented Distributed Systems. Modern
chaos engineering approaches are combined with advanced monitoring solutions to ensure a minimised
blast radius is not exceeded [55]. This allows the system to detect failures outside the scope of the
experiment and quickly roll back the applied faults, ensuring no effect on the end user. Furthermore,
chaos engineering suffers from the same issue as manual fault injection testing: it is incomplete and
relies on human expertise.

Guided Search and Prioritisation

Instead of purely random testing, it is possible to use feedback from the system to steer the exploration
towards potentially failure-prone states. The assumption is that certain states are more likely to reveal
bugs, and prioritising partial failures that cause these states increases the likelihood of finding bugs.

This is an improvement over random testing, as it enables an informed decision on which combination
of partial failures to investigate next. Studies have demonstrated the effectiveness of this technique [41],
[56]-[59].

These techniques are well-suited for solving decision problems in the form of: Is there a combination of
partial failures for which the property does not hold? By converging directly to potentially troublesome states,
this can be answered quicker, while exposing more relevant parts of the search space. This is effective if
there is a time limit or a budget to find bugs, as we can more efficiently use this time.

Even if the search space is explored in a more efficient order, in the absence of bugs, guided search
tools would still need to cover all cases to answer the decision problem with a “no”. In that case, the
additional instrumentation required to guide the search might make it less efficient.

Search Space Reduction

Different techniques exist to reduce the search space of all combinations of faults to a tractable size [14]-
[16]. Instead of bypassing the exponential explosion problem, they address the issue of whether the
search space can be reduced to the point where it is tractable to test.
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Given constraints or assumptions on the system’s behaviour, we can reason about redundancies. This is
the foundation of most reduction techniques. For instance, if in a specific system, specific combinations
of faults are redundant, we can omit testing them [14]. Similarly, if two combinations of faults lead
to the same observable state, only one representative needs to be tested [16]. Techniques such as
Lineage-Driven Fault Injection (LDFI) exploit this idea by analysing causal relationships to eliminate
fault combinations that cannot influence the outcome under test [15].

These reductions make exhaustive testing feasible while providing stronger guarantees. If no violations
are found in the reduced space, we can argue that no violations exist in the whole space under the given
assumptions. This contrasts with guided or random testing, which cannot claim the absence of bugs,
but are effective at finding them.



Practical Automated Network-Level
Fault Injection Testing

The goal of this work is to make it practical to analyse the effects of (combinations of) partial failures on
a the behaviour of a Service-Oriented Distributed System. We want to simulate the effects of relevant
failure types and verify the behaviour of a (Distributed) System under Test (SUT). To provide guarantees
that a correctness property holds for a SUT, we utilise automated fault injection testing with search
space reductions. This enables us to exhaustively cover the search space within a reasonable time frame.

In this chapter, we present our design for a practical approach to automated fault injection testing of
Service-Oriented Distributed Systems, taking into consideration their characteristics and failure types
as defined in Chapter 2 and Chapter 3, respectively. Furthermore, we developed an implementation of
this design, called “Reynard”, which can be applied to a wide variety of Service-Oriented Distributed
Systems. The source code for Reynard can be found on GitHub [18].

We first present our design criteria and high-level design of our approach. We then discuss each
component of this design, along with its implementation details. Finally, we discuss the known
limitations and assumptions of our approach. We relate our design and implementation choices to
existing techniques from the literature and the industry.

4.1. Designing an Automated Fault Injection Testing Strategy

Existing state-of-the-art automated fault injection tools were first considered for use. However, we
found that they were either closed source [17], [41], [57], a proof-of-concept limited to only one or a few
languages [16], [17] or lacked functionality that newer tools had [46]. Therefore, we could not trivially
use them as a starting point.

To this end, we designed and developed Reynard. This automated fault injection tool fits our intents and
purposes, and is flexible enough to evaluate different components of a fault injection tool. Our design
draws inspiration from, and integrates components of, these earlier works. This is attributed in the
relevant sections.

First, we state the specific goals and design criteria of our method. The following sections then describe
the high-level components of the design and implementation that fulfil the goals and criteria.

4.1.1. Design Goals and Criteria
The goal of the test method is to be applicable, composable and practical. In the following sections, we
define these goals and the criteria necessary to achieve them.

Applicable

It must be possible to use the tool in existing benchmark and industry systems. That means it should
have a high ease of integration and be compatible with various systems. The tool should match the

16
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system, not the other way around. As such, we define the following criteria:

¢ Language Agnostic - Considering the polyglot nature of Service-Oriented Distributed Systems, a
feasible solution should not be specific to a single programming language. A solution that requires
manageable and minor changes to the configuration of services is deemed feasible if the changes
are independent of the number of features a service has.

* Runtime Agnostic - Service-Oriented Distributed Systems can run in many different runtimes.
Even for the same system, there might be different runtime configurations based on the runtime
environment (e.g., local, pipeline, staging or production). The tool should be able to operate in a
wide range of these environments.

Composable
It should be possible to combine existing and novel components. As such, we define the following
criteria:

* Uniform - To compose different components, they must share a common interface. This interface
must be flexible enough to accommodate both existing and novel components, allowing them to be
integrated into the tool.

* Decoupled - For components to be used together, they must function independently of each
other. If components rely on shared information, they must have a uniform interface to access this
information.

* Measurable - For evaluation purposes, we must be able to measure the impact of each component.
Measurements should include the runtime of different components and their effect on the search
space.

Practical
The tool should be usable in real-world settings. That means that it should be reliable, realistic and
efficient enough to be applied to existing systems. As such, we define the following criteria:

e Isolated Faults - Any service within the system can provide numerous interactions. If a fault
influences other interactions, simultaneous failures can occur, making it hard to distinguish the
root cause. Therefore, faults must have a limited “blast-radius”, contained to a specific interaction
with the system. Of course, when a resilience bug is encountered, this can violate this blast radius,
so this has to be accounted for.

* Reproducible - If a property is violated, its cause must be reproducible. This way, the resilience
bug can be resolved. This requires faults to be deterministic.

* Realistic - The failure types must cover cases that can be realistically expected to occur in production
systems. Furthermore, the test solution should run in a realistic time frame. Otherwise, the solution
is unusable for real testing purposes.

¢ Configurable - To ensure that we can effectively evaluate the tool and increase flexibility, it should
be possible to easily configure the parameters and settings of the tool.

4.12. High-Level Design

For our method, we expect that the following are already present:

1. A (Distributed) System under Test (SUT). In some cases, a subdivision of the SUT sulffices.

2. A test scenario that covers a distinct functionality of the SUT by interacting with the system through
its external interfaces.

In theory, we only need the services required to perform the test scenario. Hence, a subdivision of the
SUT can suffice, depending on the system. It is possible to mock services that are only required to set
up the test scenario. However, to be exhaustive, no mocked interfaces should be involved in the test
scenario.

The test scenarios are comparable to integration, end-to-end or acceptance tests. An important condition
for the test scenario is that it should be repeatable; its outcome should be independent of earlier
executions of test scenarios and the exact number of times it is repeated. It should therefore be
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deterministic. The test scenario can be an existing test that can be extended or a new one created for
this purpose. Furthermore, we assume that a (preliminary) correctness property should hold for the
test scenario. This should capture (at least) the expected behaviour of the “happy path” (the behaviour
when no faults are introduced) of the test scenario. This property may need to be adjusted to account
for the behaviour when the system is exposed to different combinations of partial failures.

Our high-level approach is to extend the SUT and test scenario:

1. We add instrumentation to the SUT. The instrumentation serves two purposes: to enable the
deterministic injection of faults and to probe what happens within the system.

2. We run the test scenario repeatedly with different combinations of faults to verify that the property
holds, or to find counterexamples.

Figure 4.1 provides a visual representation of this design. The automated testing strategy is responsible
for iteratively planning and executing the test scenario with specific combinations of faults. It instructs
the instrumentation on which faults should be injected when, and where, for a particular execution of
the test scenario. Once the test scenario is concluded, it can collect reports on the interactions with the
system from the instrumentation.

®
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(a) The existing SUT and test scenario which verifies a correctness (b) The SUT with added instrumentation and an automated fault
property. injection test strategy.

Figure 4.1: The high-level design of our testing approach. A (Distributed) System under Test (SUT) is instrumented to enable
fault injections and analysis. Furthermore, an automated test strategy iteratively follows the phases indicated in the figure: 1)
prepare a combination of faults to inject, 2) run the test scenarios, and 3) analyse the system’s behaviour to find violations of the
correctness property.

4.13. High-Level Instrumentation Design
To simulate faults in the SUT, our design requires the addition of instrumentation in the SUT. Specifically,
we require instrumentation on the interaction between services.

Figure 4.2 provides a high-level overview of how the SUT is instrumented. The test scenario interacts
with four services (A-D). We adjust the runtime to add instrumentation. The instrumentation should be
able to inspect and modify messages on the network link between nodes. This can be accomplished in
multiple ways, as discussed in Section 4.2. The root interaction with the system (at node A) does not have
to be perturbed, as we do not want to assess the test’s resilience. A centralised process (the “controller”)
oversees the instrumentation: collecting reports from the instrumentation, and coordinating when and
where faults should be injected. This process provides the interfaces required by the test strategy.
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with an external interface of the system. and perturbed when instrumentation is introduced.

Figure 4.2: Our design for the instrumentation required for automated fault injection testing. The instrumentation can inspect
and modify message exchanges between services in the SUT. A controller is responsible for overseeing the instrumentation.

Note that the final implementation of this design requires additional light-weight service-level instru-
mentation. This instrumentation is necessary to increase the precision of where and when faults are
injected, as well as to isolate faults. The required instrumentation effort is minimal in most cases and is
in some cases already present in the SUT. Section 4.3 provides further details.

4.1.4. High-Level Automated Test Strategy Design

The automated test strategy is responsible for exploring all combinations of faults that can influence the
SUT for a given test scenario. Figure 4.3 provides a high-level overview of the stages and components
that make up our automated test strategy. There are four stages: The workload, analysis, search, and
faultload stage.
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Figure 4.3: A high-level overview of the automated test strategy’s components, stages and iterative process.

Workload Stage

The interaction between the test scenario and the SUT defines the “workload”: the interaction with the
system that can be perturbed. We begin by observing the system in the happy path to understand how
it behaves without the presence of partial failures. Therefore, we begin at the workload stage, omitting
the injection of faults on the first iteration.
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Analysis Stage

During the analysis stage, we first collect reports from the instrumentation. These reports describe the
interactions within the SUT that occurred during the test scenario. The collected reports are analysed to
infer new information about the system’s behaviour. Additionally, we check if the correctness property
of the system is upheld when exposed to the injected partial failures. The metadata from the system’s
interaction can be used as part of the correctness property. The analysis provides feedback to the search
stage.

Search Stage

The search stage is responsible for selecting a new combination of faults. First, we check if the injected
faults introduced new paths that should be further investigated. In the first iteration, we uncover the
paths that the happy path takes through the system. In subsequent iterations, we may uncover the effect
of resilience patterns.

Based on the new information gathered during the analysis stage, we may identify redundant combina-
tions of faults. We make sure we do not run the test scenario with these combinations of faults. Finally,
a new, non-redundant combination of faults is selected for further investigation.

Faultload Stage

To ensure the instrumentation injects the intended faults, we communicate with the instrumentation
controller to instruct it which faults to inject. Once the controller confirms this instruction, we are ready
to repeat the test scenario. This process is repeated until all non-redundant faultloads are exhausted.

4.2. Fault Injection Method

Our testing strategy requires instrumentation to function. A key component of the instrumentation is
the ability to simulate faults. Fault injection can be performed using different methods. However, not all
methods are viable to use. In particular, because they are challenging to implement in an existing SUT.

This section addresses the following research question:

(RQ1.1) What type of instrumentation can enable fault injection in Service-Oriented Distributed
Systems with a reasonable integration effort?

To address this research question, we first examine the approaches presented in the literature and
industry. Based on this, we describe our proposed fault injection method. Furthermore, we detail the
specific failure types our tool Reynard can inject. Finally, we provide implementation details of Reynard.

4.2.1. Fault Injection Level
Faults can be injected at various levels of the application:

1. Process-Level Fault Injection - By perturbing complete processes directly, partial failures can be
introduced into the system. This approach is often employed in chaos engineering practices, where
processes are intentionally crashed.

Causing failures, rather than simulating them, enables the evaluation of the system’s realistic
behaviour under partial failures. However, the overhead of crashing and restoring processes is
significantly greater than simulating failures. Additionally, it is beneficial for faults to be isolated.
Otherwise, concurrent interactions with the system are subject to the same injected partial failure,
which can cause unintended side effects.

2. Application-Level or Service-Level Fault Injection - A more fine-grained approach is to inject
faults by instrumenting a process’ implementation [16], [17], [60]. For example, faults can be injected
by adjusting the implementations of libraries, such as the HTTP client. Using this approach, we can
simulate faults of external dependencies (such as the network or resources).

The advantage of this approach is that faults can be injected from within the process. This enables
access to process-level information, allowing for grey-box or white-box testing. For example, we can
inspect messages before they are encoded into a network message. Additionally, runtime metadata
can be accessed.
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The downside of this approach s that itis not as practical as it is not language-agnostic. Implementing
the same fault injection tooling for all relevant libraries of all relevant programming languages
is often infeasible. For example, in [17], faults are injected by replacing the message serialisation
library. If one considers only the JSON format, which has multiple implementations for most
programming languages, it cannot be regarded as low-effort.

3. Network-Level Fault Injection - The effects of partial failures are perceived in the communication
links between nodes. As such, the effects of crash failures can be simulated at the network level.
And, evidently, network failures can be simulated at the network level.

Messages can be modified in transit to simulate network failures. This can be achieved by routing
all messages through a central process or placing agents in the network layer. These agents can
be specialised network equipment [61] or (reverse) proxies [41], [46], [57]. These agents inspect
network traffic and inject faults where instructed.

This approach has the benefit of only requiring changes at the network layer or configuration, which
is often uniformly defined. Another benefit is that it can be done with minimal or no changes to the
original service. This approach has been successfully applied in multiple cases [41], [46], [57], [62].

The growing popularity of network meshes has made this method more approachable, as network
meshes already introduce proxies between each service. For example, the popular Istio service
mesh can configure its proxies to inject network faults.

However, using the fault injection capabilities of a service mesh is not sufficient for our testing
purposes. For one, because not all Service-Oriented Distributed Systems use service meshes.
Additionally, we require more fine-grained control over when and where faults are injected, as
discussed in Section 4.3.

Given the goals and criteria of our design, we decide to apply network-level fault injection. This enables
non-intrusive fault injection with minimal change to the existing system. In the implementation of our
design, the fault injection is enabled by placing reverse proxies before each service of interest.

4.2.2. Supported Failure Types

At the network level, multiple types of failures can be simulated. From the types of failure defined
in Section 3.1, we focus on simulating crash, crash-recovery, request omission failures and to a lesser
extent, timing failures. As other nodes perceive the effect of a crash failure as a response or omission
failure, these are perceptually equivalent. As such, we simulate failures by injecting response faults.

We do not simulate timing failures by controlling the timing of messages. Furthermore, we do not inject
response omission failures. Although these failures would be feasible to inject using our instrumentation,
and are relevant to Service-Oriented Distributed Systems, we chose to exclude them to reduce the scope
of our work.

Table 4.1 provides an overview of the failure types supported by our tool Reynard, along with the
corresponding status codes per protocol. We simulate failures by intercepting messages and returning
erroneous responses that contain specific status codes, as defined by the HTTP? and gRPC® protocols. For
example, we simulate a request omission by responding with a status code of 503 (“Service Unavailable”).
In the gRPC protocol, this corresponds to a status code 14 (“Unavailable”). Crash-recovery failures are
simulated by transiently injecting faults. For example, the first request to a service yields an injected
message with an erroneous status code, but the second request is not perturbed.

1https ://istio.io/v1.20/docs/tasks/traffic-management/fault-injection/#injecting-an-http-abort-fault
thtps ://developer.mozilla.org/en-US/docs/Web/HTTP/Reference/Status
3https ://grpc.io/docs/guides/status-codes/
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Table 4.1: Failure types simulated in Reynard and their respective status codes per protocol.

Status per protocol

Failure type HTTP gRPC
None 2xx 1
Crash 500,502 2,13
Request-omission 503 14
Timing 504 4

4.2.3. Implementation Details

To control communication between services, we introduce layer-7 reverse proxies as side-cars to each
service of interest. Additionally, we introduce a controller process that provides an API for injecting faults
and retrieving reports. To route traffic through the proxies, services are reconfigured to communicate
with the corresponding reverse proxy, rather than communicating directly with the actual service. This
can be done in the network configuration or the node’s configuration.

Faults are injected as illustrated in Figure 4.4. The proxy inspects each message that is sent to the
respective service. Based on the request’s metadata, it can simulate faults if instructed to do so by the
controller. If there are no faults to inject for the message, this setup is transparent to the services, as
messages are forwarded directly.
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to service B. erroneous response. response.

Figure 4.4: The fault injection technique applied by the reverse proxies. In case of an interaction of interest, the message is
intercepted. An erroneous response is returned when simulating a fault. In that case, the targeted service does not receive the
request. Otherwise, the proxy proxies the request and response.

There exist reverse proxies that can inject faults, but none could be trivially extended to support our
specific needs. Therefore, we implemented a prototype of a reverse proxy to achieve the specific
granularity required in our design. Additionally, we created a prototype implementation of an
instrumentation controller that instructs the different proxies in the system.

Reconfiguring Existing Systems

The reconfiguration varies depending on the system’s runtime. If remote addresses are baked into the
system’s processes, we can manipulate the network routing to reroute messages to the reverse proxies.
If they are made available using a configuration provider, we can modify this configuration. In cases
where the addresses are hardcoded and network routing cannot be changed, it may be necessary to
modify the application source code to replace the hardcoded addresses with configurable ones. In our
experience, we only had to adjust configurations in environment variables and/or load balancers.

Instrumentation API

Faults can be set up by using the controller’s API. The controller can be sent a collection of faults to be
injected for a specific interaction. In Section 4.3, we explain how the proxies know which interactions
are of interest. The controller forwards this instruction to all proxies, which save all relevant fault
instructions locally.

The proxy inspects each request to the proxied service. If the request is not of interest, it will be
forwarded without alteration. If it is part of a known interaction, the proxy communicates with the
controller to report the request and to determine if faults should be injected. A sequence diagram of this
interaction is displayed in Figure 4.5. The controller aids the proxy in defining a unique identifier for the
request, as detailed in Section 4.3. If the identifier matches an instructed fault, that fault is simulated. If
not, the request and corresponding response are proxied.
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Figure 4.5: A sequence diagram of the interaction between a proxy and the controller for a request of interest, for which no faults
should be injected.

After the response is forwarded, the proxy reports the response and relevant metadata (such as duration
and which fault was injected, if any) to the controller. This is done after the response is forwarded to
minimise the overhead of the instrumentation. After the entire workload is completed, the controller
can be queried to return all collected reports. If some responses have not been collected, the controller is
polled until it returns the complete reports. It is possible to determine if a report is incomplete when the
request of an interaction is known but not its response.

Finally, the controller exposes an API to clear a registered faultload, preventing the storage of reports
indefinitely. Because the controller is not aware when a test scenario is completed, this must be signalled
by the testing strategy. This allows the controller and the proxies to release memory, preventing a
memory leak.

Benefits of using Reverse Proxies

By introducing the reverse proxies at the receiving end of each service, there is no ambiguity about
where each call is routed. In the SUT, network services (such as service gateways) can exist that route
requests through the system. This can be a challenge in service-level fault injection methods [16]. Placing
the proxies at the receiving end prevents all interactions that go through a gateway from being grouped
at the same service. It is possible to place an additional proxy in front of the gateway to simulate a
failing gateway.

Another benefit of this approach is its flexibility in integrating the instrumentation into the SUT. In
containerised setups, each proxy can be deployed as a separate container. Alternatively, each proxy can
be “baked” into the container, similar to [46]. While this is possible, it can be impractical as it requires
different images for the fault injection test environment. It is beneficial if the services remain unaltered.

Finally, because each service has its own lightweight proxy, instead of a single centralised controller, it is
difficult to overload the instrumentation. The proxy directly forwards all other traffic with minimal
overhead. Only the traffic of interest is forwarded to the controller. This makes the instrumentation as
transparent as possible to the system.

4.3. Analysing and Identifying System Interactions

In a Service-Oriented Distributed System, a single interaction with a service can result in numerous
(transitively) related interactions between services. These interactions influence the behaviour of the
SUT. Hence, influencing an interaction by injecting faults will affect the behaviour of the SUT. We want
to be able to understand the effect of injecting different combinations of faults for the same test scenario.

First, we must be able to determine and analyse the causality of interactions. For one, this enables the
determination of which internal interactions are related to the external interaction of the test scenario



4.3. Analysing and Identifying System Interactions 24

with the SUT. If not, one would need to exhaustively explore all combinations of all faults for all
interfaces of all services. This is an intractable number in even the smallest of systems. Furthermore, it
enables us to reason about the interdependency of interactions, which helps to determine redundancies.

The instrumentation must also be able to identify equivalent interactions over different re-runs of the test
scenario. This identification enables us to precisely instruct the instrumentation for which interaction we
should inject a fault. Therefore, this identification must be deterministic and consistent for equivalent
interactions.

Additionally, we want to be able to reason about the effect of faults. That is, if an interaction fails, what
is its effect on other interactions? Having a consistent identifier enables us to perform this type of
reasoning, as we can correlate the effect of faults by observing the system’s behaviour. Additionally, in
the case of a resilience bug, it provides the means to understand which interaction(s) caused the incorrect
behaviour.

4.3.1. Correlating System Interactions

Inspecting messages between services on the network allows us to record interactions, but it cannot be
directly used to find correlations. One proxy can capture that Service A communicates with Service B,
and another that Service B communicates with Service C. Yet, this is not enough to infer that Service B
communicates with Service C because Service A communicated with Service B.

Therefore, this section addresses the following research question:

’ (RQ1.2) What technique can identify the causal relation between interactions?

There are several approaches proposed in the literature and the industry for correlating system
interactions:

1. Manual Definition - In theory, one could manually define all transitive interactions within the
system. In practice, this is both an error-prone and infeasible task. A single service can have any
number of interactions with other services. And, because services and teams are loosely coupled, it
might be impossible for one person to know exactly what happens behind the interface of other
services.

2. Log Correlation - Given enough monitored network requests and/or service logs, it is possible to
correlate recurring events. E.g., it can be reasoned that logs regarding event B only occur in direct
correlation to logs regarding message A being sent. This is the approach that Facebook took with
their project called the “Mystery Machine” [63]. Essentially, it is a big-data solution to the problem.

Although this approach can infer correlations with low overhead and high ease of integration, it
has disadvantages. First, one needs a high number of requests to be able to correlate anything in
the system. For local development environments, this is not feasible. Second, these correlations
might not be completely accurate and can include many false positives and negatives. And third, it
requires that logging is uniform and extensive in all services, which is not always the case. Hence,
this solution is impractical for local, pipeline, or test environments.

3. Distributed Tracing - A common, modern approach to this problem is the use of distributed
tracing. Most modern distributed tracing solutions are inspired by Google’s work on their internal
tracing tool called Dapper [64]. The idea is to correlate events (messages) to a tree-like structure
called a “trace tree”. This trace tree contains all related trace spans (events) with a hierarchical
(parent-child) relation. The root span is the first event that starts an interaction with the system.
Each trace tree has a unique identifier that relates spans to the specific tree it belongs to. The first
span of a trace tree gets assigned this unique identifier. Furthermore, each span has a unique span
identifier and is related to the span identifier of its parent. Additionally, for each span, the start and
end times of their execution are reported, giving the tree a temporal aspect.

To correlate spans, it uses a concept of “context propagation”. When, within the context of a span,
another event is initiated (i.e., a request is sent to another service), the message includes the trace
identifier and the current span identifier in the request’s metadata. When all spans are collected,
the complete trace tree can be constructed with this information. Furthermore, in most distributed
systems, a small amount of state can be stored in the context.
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This approach requires minimal adjustments to existing code to function. That means some
engineering effort is required. Primarily, because it is not language-agnostic.

Luckily, the engineering effort has already been performed by existing tools. Furthermore, there is
an ongoing effort to establish an industry standard for distributed tracing that can be implemented
across various languages and frameworks. The OpenTelemetry project?, in particular, provides
easy-to-integrate instrumentation for 11 programming languages and dozens of frameworks, at the
time of writing. For 6 languages, the instrumentation can be added with zero code changes®.

For our purposes, we use distributed tracing to correlate events in the SUT. This solution requires a
reasonable amount of instrumentation effort and can be used in various programming languages and
frameworks. In many languages, it can be automatically added without requiring any code changes.
Furthermore, this approach has been proven successful by earlier work [16], [17], [41], [57].

4.3.2. Uniquely Identifying Equivalent Interactions

The addition of distributed tracing provides the means to correlate interactions. Distributed tracing can
provide detailed metadata about interactions within and between services. However, by default, this
information is only available after the interaction has completed, as tracing data is only sent once a span
is completed. To reduce overhead, the tracing data available during transit is kept to a minimum. Only
a centralised collecting service has the complete picture of all spans, once they have all been completed.

For our purposes, we must be able to determine when and where to inject faults during the test execution.
Tracing information alone is therefore insufficient for this purpose. However, we can use the context
propagation functionality of distributed tracing for fault injection. To simulate faults in the system, we
define a unique identifier for each fault injection point using the available request metadata. This must
be consistent for different (but equivalent) executions of the test scenario.

This section addresses the following research question:

(RQ1.3) Can we uniquely and consistently identify equivalent interactions between services in the
system?

Fault Identification

Several solutions have been proposed in the literature. Gunawi et al. [13] identify a fault injection point
by a key-value mapping that contains service-level metadata provided by the instrumentation. These
metadata include the call signature, service origin and stack trace. To provide an identifier, a hash of the
mapping is taken as a more concise representation. A similar approach is taken by Joshi et al. [14]. Its
identifier represents the execution context at the moment of an outgoing call, which should be consistent
given an unaltered process.

The work by Alvaro et al. [15] introduces a logic language (called “Dedalus”) that can precisely reason
about the origin and dependencies (lineage) of events in the system. Although provably complete,
rewriting a complete codebase to Dedalus is infeasible and undesirable for any industry system [33].

A continuation of this work is the 3MileBeach platform [17], based on the earlier work by Bittman et
al. [65]. This line of work argues that accurate fault injection and observability are closely intertwined.
It proposes a tool that instruments the serialisation libraries used to perform network requests. In
particular, it proposes how the temporal aspect of faults can be encoded into the identifier by partitioning
time into segments. It uses identifiers for the signatures and the time segment of each Remote Procedure
Call (RPC) to identify fault injection points.

The work by Meiklejohn et al. [60] argues for a more general approach by introducing the concept of a
Distributed Execution Index (DEI). It provides examples of scenarios where different RPCs can be hard
to distinguish and how to differentiate them. Specifically, it argues that RPCs can be best identified
by a unique sextuple defined by the target service, the call signature, the payload, the predecessor
events leading up to the request and the invocation count of the other fields within the same trace. To
implement this, it extends the Java implementation of the OpenTelemetry instrumentation for the JVM.

4https://opentelemetry.io/
5https ://opentelemetry.io/docs/zero-code/
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Fault Identification in Reynard

We agree with the assessment that fault injection should be closely related to observability, hence our
use of distributed tracing. However, identifiers in related work generally rely on service-level metadata,
which our network-level instrumentation cannot access. Instead, we opt to use a variation of a DEI [60]
to identify requests at the network level. As the work by Meiklejohn et al. [60] argues, it requires a
sextuple of information to identify requests uniquely and consistently. A part of that sextuple relies on
service-level metadata. As such, we expect there to be indistinguishable interactions at the network
level in some specific cases. Section 4.7 outlines the anticipated challenges leading to, and arising from,
indistinguishable interactions.

We identify an interaction, which we refer to as an fault injection point, by a stack of quintuples
(Destination, Interface, Payload, Predecessors, Count). Each quintuple defines an interaction, and the
stack represents the causal dependencies that precede it. Each quintuple is composed of the following
fields:

* Destination - The name of receiving service. Multiple replicas of the same service can exist in the
SUT. As services are stateless, they can be given the same destination identifier.

* Interface - A unique identifier for the interface provided by the service. This can be the name of
the RPC or endpoint.

* Payload - A representation defining the arguments given to the interface of the service. Can be
hashed to reduce the space required to store this part of the identifier, taking into account the (low)
risk of collisions.

* Predecessors - A mapping that represents the (temporally) preceding sibling interactions.

¢ Count - A number indicating how often an interaction with the same destination, interface, payload,
predecessors and causality has occurred.

The first two fields of the quintuple define a signature for the functionality being called. The payload
then defines the intention (arguments) of the interaction. Similar to local functions, we assume that
calling the same function with the same arguments and observing the same side effects should yield the
same result.

These three fields alone are not sufficient to distinguish interactions, as different services can invoke the
same interface. Therefore, the path of invocations that causally lead to the current invocation is part
of the identifier (the stack). This allows the differentiation between calls to the same endpoint from
distinct origins.

It is insufficient to distinguish interactions by their causal origin and the invoked interfaces [60]. For
instance, the same service may call the same endpoint multiple times. For example, a common resilience
pattern is a retry, where the same interaction is repeated upon failure. This results in the exact same
request occurring multiple times. To address this issue, we maintain an invocation count.

Not only can the same interaction occur multiple times, but it can also occur for different reasons.
In related work, this distinction is made by keeping track of the call stack from within the service
using service-level instrumentation [13], [14], [60]. However, this is not possible with network-level
instrumentation. If the runtime is synchronous, we can recover related information by tracking the
completed interactions that precede each interaction. In particular, we track the maximum invocation
counts of interactions originating from the same service (i.e., siblings), based on the request’s destination
and signature. This representation of the preceeding events leading up to the interaction In an
asynchronous runtime, this identification is unsound and can render the identifiers non-deterministic,
resulting in inconsistencies. This is a limitation of our tool, which we further highlight in Section 4.7.

For the test suite to query faultloads, we allow wildcards in the fault injection point identifiers sent to
the proxies. These are “*” for the string fields, null for the predecessors field and —1 for the count field.
These match any value of the field. In the analysis, we identify interactions in the system by their exact
fault injection point identifier, but faults to be injected can be defined using wildcards.

Example Interaction
To understand what we mean by a fault injection point within a test scenario, we give the example of a
fictional webshop, as illustrated in Figure 4.6. In this interaction, we test the checkout endpoint of the
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Checkout service. To check out the user’s order, the Checkout service must first retrieve the current items
in the cart from the Cart service. If this call fails, the Checkout service performs a retry as a resilience
mechanism.

(2) /getCart

(4) /getPrices

(3) /getQuote

Figure 4.6: The call graph of a fictional scenario of a webshop checkout service, involving 7 services and 10 fault injection points.
Dashed grey lines indicate a happens-before relation between events, and a red diamond and a red line indicate a conditional
event in the case of a failure.

If either call is successful, the service can proceed with obtaining a quote for the order. To perform this,
the Checkout service interacts with the Quote service. In other words, the call to the Cart service happens
before the call to the Quote service.

To obtain a quote, the total price of all products is summed with the shipping costs. These interactions
are done concurrently, and the result is computed on completion of all requests. If any of these requests
fail, the Quote service returns an error to the Checkout service. If this happens, then the Checkout service
cannot proceed, and a call is made to the Alerting service. In this interaction, the Checkout service is the
upstream service calling a downstream service (the Quote service). Furthermore, the calls from Checkout
service to the Quote and Cart service have the same direct causal dependency: the call to the Checkout
service.

Once the Checkout service determines the order price, it can use the Payment service to charge the user’s
credit card. The Payment service calls the Shipping service to prepare the shipment if the payment
succeeds. If either fails, this is reported to the Checkout service, which sends a request to the Alerting
service, so that the payment or shipping issue can be resolved. If the payment is successful, the Checkout
service can clear the cart by calling a different endpoint in the Cart service.

This test scenario involves 7 different microservices and 10 fault injection points (represented by the
black lines), of which 3 (represented by the red lines) are conditionally dependent on the failure of other
interactions. We do not consider the interaction between the test and the Checkout service as a fault
injection point.

In this example, the call to the Product service from the Quote service is identified as:

[(Checkout, /checkout, #, {}, 0),
{Quote, / getQuote, #, {Cart/getCart:0}, 0),
(Product, /getPriceOfCart, #, {}, 0)]

And the retry to the Cart service as:

[(Checkout, /checkout, #, {}, 0),
(Cart, /getCart, #, {}, 1)]

4.3.3. Implementation Details
When a message is routed through an instrumentation proxy, the proxy can inspect the message to
determine a unique identifier. The proxy knows the destination it represents as it is aware of the service
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it mimics. Furthermore, the request contains an endpoint in the request headers, and the payload is
part of the request body and query string. Hence, these three fields can be trivially obtained.

However, a single proxy is not aware of the interactions preceding it. It only has access to the trace
information provided by the distributed tracing. It cannot directly use the context propagation header
information, as internal trace spans are unknown to the controller. To allow proxies to determine the
previous event, Reynard uses the context propagation mechanism to create a new trace tree span and set
a new predecessor in the context propagation state. Using this technique, each subsequent proxy has
access to a unique identifier that allows it to look up its predecessor, whose identifier determines the tail
of the new identifier.

To determine the identifier, a proxy communicates with the instrumentation controller, providing it
with the available information about the trace identifier, its parent span identifier, and the interaction’s
span identifier. The controller then determines the full identifier, as it is aware of the identifier of the
predecessor and tracks the invocation count and preceding events.

The automated test strategy utilises the controller’s API to collect all reports generated by the proxies for
a specific trace identifier. It further analyses these reports to determine parent-child relations between
events, and checks if reports are complete (all request reports have a corresponding response) before
further usage.

We additionally use the context propagation state to store metadata related to a proxy’s functionality.
A flag indicates whether the event should be inspected for fault injection. This flag is not present in
“regular” network traffic. On the first request from the test to the SUT, a flag states that it is the initial
request and no predecessor exists. Other flags signal whether the response body should be stored in
full or as a hash, and whether the predecessors should be included in the identifier.

4.4. Fault Space Search Strategy
With the ability to detect relevant fault injection points and simulate specific faults at those points, we
can start searching for combinations of faults that result in incorrect behaviour.
Two main challenges make creating a search strategy non-trivial:
* The search space or “fault space”, is exponential in the number of fault injection points. Testing all
possible combinations of faults is intractable for even small numbers of interactions.

* Injected faults influence the behaviour of the system. It is impossible to know how the system will
behave without knowing the full semantics of the SUT. For example, if we know a system’s happy
path, we do not know the resilience patterns present in the system.

Hence, our representation of the search space must be able to change dynamically, either omitting or
adding regions of the search space.

This section addresses the following research question:

’ (RQ1.4) Which representation allows us to enumerate the search space efficiently?

4.4.1. Defining the Fault Space
First, we define the composition of the search space. This definition is similar to those defined in [13]
and [14]. Given the set of fault injection points P and the set of failure modes M, we define the following;:

1. A fault injection point (or point) p € P is a stack of quintuples
((Destination, Interface, Payload, Predecessors, Count)), as defined in Section 4.3.

2. A fault is a pair of a fault injection point p € P (the when and where) and a failure mode m € M
(the how), written (p, m) or f,". The set of possible faults is P X M. We denote a fault at point p € P,
regardless of its mode, as f,.

We additionally define a behaviour as a fault injection point and either a failure mode, or no failure
mode (L), denoted as b;f. A behaviour without a failure mode represents the behaviour in the
happy path and is denoted as b;,. A fault defines an intended partial failure, whereas a behaviour
defines the observed behaviour of an interaction, which can be equivalent to a specific fault.
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3. Afaultload F = {f,\", f,.", ..., f,.*} is a unordered set of faults. A fault injection point can only be
represented once in a faultload, but failure modes do not have to be unique. This implies that a
fault injection point can be prone to at most one failure mode at a time. We denote the set of fault

injection points covered by the faultload as P(F) = {p1, p2, ..., Pn}-

4. The fault space ¥ represents all possible faultloads: VF, F € ¥. We will use the terms fault space
and search space interchangeably.

The complete fault space contains all the unique combinations of faults, i.e., all the unique ways that all
subsets of P can be combined with all failure modes in M. The size of the fault space is exponential in
|P| and polynomial in |M]|. This is the case because every point can only be represented at most once in
a faultload. Otherwise, it would be the powerset of the Cartesian product P X M.

If we consider only one failure mode (|M| = 1), then the fault space is the powerset of P, each unique
subset of P. The size of P(P) is 2/1. If we consider the powerset as the union of all subsets of size k of P
from k = 0 to k = |P|, we can rewrite this definition as:

S (1P
FGIEDY ( . ) =2/" (4.1)

k=0

If we then consider that for a given subset S € P (P), where |S| = k, each fault injection point p € S can
fail in one of m = | M| ways, then there are m* possible faultloads (sets of pairs of fault injection points
and failure modes) for S. Hence, we can express the size of the complete fault space as:

|P|
(”;')|M|k (42)
k=0

Using the binomial theorem, which is defined as:

n

> (Z)x""y" =(x+y)" (4.3)

k=0
And substituting for x = 1 and y = | M|, we can define the size of the fault space as:
|P| 1P|
( P )IMIk = (1+|M])P! (44)
k=0

If we define n = |P| and m = | M|, then in the worst case, we have to cover O(n, m) = (1 + m)" faultloads
to exhaustively cover the fault space. Hence, it is exponential in | P| and polynomial in |M].

For a realistic case of 12 fault injection points and 4 failure modes, this yields over 244 million faultloads. If
each test takes anywhere from milliseconds to seconds, this yields a runtime in the order of days to years.
Moreover, enumerating all cases quickly reaches the memory limits of modern machines. Therefore, we
must optimise our search strategy by efficiently ignoring redundant cases while representing the search
space in a manner that fits into memory.

4.4.2. Efficiently Representing and Enumerating the Fault Space
There are multiple ways to enumerate all possible faultloads in the search space. We know that our
search problem has the following properties:

¢ Enumerating the full space is computationally intractable.

* A significant number of faultloads in the fault space are redundant.

¢ The known search space can dynamically change, due to discovering new fault injection points
during exploration.
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It is intuitive to enumerate the search space in order of increasing sizes of faultloads. This allows us to
observe the isolated effect of singular faults or minimal sets of faults on the system’s behaviour.

Taking this into account, we represent the fault space as a directed rooted tree, starting with the empty
set, and each level adding one element to the subset. Figure 4.7 shows a complete search tree for the
ordered list of fault injection points [A, B, C] and failure modes [1, 2]. Each node represents the subset
defined by the union of its value and the values of all its predecessors. In the example, there are 3 fault
injection points and 2 failure modes, and therefore there are (1 + IMIPl = (1 +2)3 = 27 nodes.

(1) @@

(+2)
@@@@@@@
) @ @ @ @@ @

Figure 4.7: The complete search tree for fault injection points [A, B, C] and failure modes [1,2]. Each node represents the set
defined by the union of its value and the values of its predecessors.

The complete search tree can be generated by starting with the root node (the empty set) and generating
the subsequent child nodes recursively as follows:

1. For each fault injection point that is not part of the subset represented by the node, a new potential
node is generated for all failure modes. Hence, we generate at most |P| - | M| children.

2. We check if we have already added a node to the tree representing the same value. If so, we do not
add the duplicate node to the tree. As a faultload is a set, the order of faults in the faultload does
not matter.

Each node in the search tree represents a faultload (F), and its subtree represents supersets of this
faultload. The supersets are defined by the list of points (Ps,;) that can be added to F to “expand” it.
Similar to the search space size, the subspace represented by a node is (1 + |M|)/Ps!. For example, for
the (A, 1) node in Figure 4.7, there are still 2 fault injection points left that can be added to the faultload.
Therefore, there are (at most) (1 + |M|)/Ps»| = (1 +2)? = 9 nodes in the search tree related to fault ff{ Ifa
faultload’s supersets are redundant, then the smaller it is, the larger the subspace that can be pruned.

The primary benefit of this tree representation is the ability to build the search space lazily, rather than
enumerating it in full. Once a node is visited in the search tree, we can check if it is redundant. If it is,
we do not run the test scenario with the representative faultload, and do not generate any child nodes.
This way, we can effectively prune all supersets and avoid visiting them. In Section 4.5, discuss which
combinations of faults are redundant.

Reduced Search Trees

As the search space can grow exponentially but is repetitive, we can simplify its representation as
pictured in Figure 4.8. In this representation, we do not denote the failure modes. Instead, we denote
only the fault injection points. As before, each node represents the subset defined by the union of
its value and the values of all its predecessors. So, the node A represents nodes {{(4, 1)}, {(A,2)}}.
The bottom-most C node represents all 8 combinations of [A, B, C] with [1,2]. These 8 combinations
correspond to all nodes in the lowest level of the search tree in Figure 4.7. The labels on the edges
indicate the number of nodes in the search tree that are represented by the node in the reduced search
tree. The (maximum) number of represented nodes per level (/) is equal to |M|'.
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Figure 4.8: A reduced version of the search tree as visualised in Figure 4.7. Each node represents the set of fault injection points

defined by the union of its value and the values of its predecessors and the combinations of failure modes with that set. Labels on

the arrows indicate the number of nodes in the complete search tree that correspond to the node in the reduced search tree. Child
nodes are visited left to right.

In the following section, we discuss how the order of exploration affects the efficiency of covering the
search space. As such, our representation of the reduced search tree has an explicit order: child nodes
are visited from left to right.

4.4.3. Exploration Order of the Fault Space

Because we dynamically prune the search space based on observations, the order in which we visit
nodes can influence the efficiency. That is because the order in which we infer information about the
system’s behaviour can influence which reductions are possible. We can perform a different exploration
by choosing a depth-first or breadth-first traversal of the search tree, or by visiting child nodes in a
different ordering. The child nodes represent the fault injection points that can be added to the current
faultload. For the root node of the search tree, this corresponds to all singular fault injection points.

The call graph provided by the instrumentation (as shown in Figure 4.6) can be used to determine the
order in which child nodes are visited. There are several options for ordering the fault injection points,
each leading to a different search tree. We can order the fault injection points based on a depth-first
or breadth-first exploration of the call graph. For a depth-first exploration, we can choose to perform
either a post-order or pre-order traversal. And, at each level of the call graph, we can visit nested fault
injection points in a reverse or non-reverse temporal order.

Exploration Order in Related Work

In the related work by Meiklejohn et al. [16], a concolic-style exploration of the search space is taken.
This involves a depth-first, reverse post-order traversal of the call graph, with a depth-first exploration
of the search tree. The ordering of the call graph corresponds to the reverse sequence of events as they
occurred. It is essential to note that service-level instrumentation is aware of the dependencies between
events. As such, it is possible to know which events can be combined and which combinations are
infeasible. Furthermore, a depth-first exploration of a tree is generally more memory-efficient when
using a queue or stack.

Exploration Order in Reynard

This exploration order is suboptimal for our approach. We do not have access to the same information
regarding the dependencies of events. Hence, we do not know upfront which events can not be
combined; this must be observed. Instead, we explore the call graph in a depth-first non-reverse
post-order, and explore the search tree in a breadth-first manner.

As mentioned in the previous section, we find it to be beneficial to explore the search tree in a breadth-first
manner, meaning we explore faultloads in increasing order of size. This allows us to infer the root
causes of behaviours and dependencies, which makes it simpler to analyse the system’s behaviour.
Additionally, this prevents us from visiting an infeasible combination, as we first visit individual fault
injection points before considering their combination. The downside is a larger memory footprint of
our implementation.
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Exploring the call graph in a depth-first post-order enables us to observe how erroneous responses are
propagated up the call graph before visiting those points. This can lead to reductions in the search
space, which a breadth-first ordering can not. In the call graph, we cannot directly determine the order
of events that have the same causal dependency (i.e., are caused by the same call to a service’s endpoint).
But we have some clues as to the temporal order in which events occur. There is a high likelihood that
events are related to other events that occur later, which is what we aim to determine. As such, we order
fault injection points in the order they are reported to the controller (non-reversed). Hence, we order
fault injection points based on the depth-first non-reversed post-order of the call graph.

4.4.4. Implementation Details

The search tree, pruning policies and exploration algorithm are components of the testing library of
Reynard. This library is implemented as a JUnit 5 plugin®, allowing users to simply add a decorator to a
test to automatically explore the fault space. Furthermore, the library enables the test to obtain the call
graph and corresponding analysis, allowing it to make assertions about its properties.

A “generator” component is responsible for generating and exploring the search tree efficiently, taking
into account observations to prevent reaching infeasible combinations of faults. The generator utilises
the pruning policies to identify redundancies in the search tree.

Algorithm 1 represents a simplified version of our implemented search algorithm. This algorithm
resembles a model checking algorithm [66], but instead of performing actions in a state, we add faults to
the current faultload.

Algorithm 1 The automated fault space search algorithm.

Require: Test scenario T
Require: Correctness property C
Require: Failure modes M
Require: Pruning policies P

1: procedure FAULT-SPACE-SEARCH
2: Nqueue : 7:[] — [®]
3: Noisited Set[T] — {}

4: while [Nyyeue| > 0 do

5: F: ¥ < DeQUEUE(Njueue)

6: Nuisited <= Noisitea U {F}

7: if SHouLD-PrUNE(Ps, F) then > If any pruning policy determines F is redundant

8: continue > Then: prune it

9: Reports « Run-Wirn-Fautts(T, F)
10: AnNaryze(Ps, F, Reports) > Analyse the effect of the injected faults
11: if HoLps(C, Reports) then > Check if the correctness property still holds
12: Preachavle < Discover(TraceTree) \ P(F) > Determine possible extensions
13: Nenitdren < ExPAND(F, Pyeachable, M) > Determine the corresponding nodes
14: Nada < [N € Nepitgren | N ¢ Nqueue AN € Nyisited] > Ignore dupliCa’fes
15: Ngueue < Nyueue || Nada > Add candidate nodes to the queue
16: else
17: return False
18: return True

We maintain a queue of search tree nodes (i.e., faultloads) to visit, starting with the root node (the empty
set). While there are still candidate nodes to visit, we take a candidate from the queue. First, we check if
it is redundant to visit. Each pruning policy defines a predicate function that returns whether it deems
the faultload redundant. If any pruning policy determines a node to be redundant, the node is not
explored further, and its subtree is ignored.

https://junit.org/junit5/
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Nodes are pruned once they are intended to be visited. Theoretically, they could be pruned when
they are inside the queue and new information becomes available. By pruning nodes once they are
scheduled to be visited, we can access the most information to determine whether they are redundant.
Pruning them inside the queue could reduce memory space, but we empirically found the computational
overhead to be more significant than the queue’s memory footprint.

If it is not redundant, the test scenario is run with the preconfigured faults. This results in a list of
reports, which represent every interaction that the instrumentation recorded. The result of running the
test scenario is then analysed. Multiple components in the tool can analyse the results. For example, our
test oracles can use the information to detect incorrect behaviour. Additionally, the pruning policies
can analyse the system’s behaviour to infer information that would make certain nodes redundant.
Furthermore, we check if the correctness property holds for the node. If not, we have found a violation,
and we can stop the test execution.

If the correctness property holds, we can continue building the search tree. First, we determine which
fault injection points can still be combined with the current faultload based on our observations. This is
an ordered list of fault injection points, based on the ordering of the call graph, as discussed in Section
4.4.3. Then, we generate the new child nodes that correspond to the faults composed of the reachable
fault injection points paired with all possible failure modes. Finally, we add all nodes to the queue that
we have not yet explored or that are not already in the queue. This continues until we have considered
all reachable, non-redundant combinations of faults.

4.5. Dynamically Pruning the Fault Space with Pruning Policies

There are combinations of faults that are redundant and do not have to be visited. This is because some
combinations of faults are infeasible to combine or do not provide new information. To reduce the
search space and make it computationally tractable, we incorporate several pruning policies in our tool.
To effectively apply these pruning policies, we must understand how different combinations of faults
influence the system.

This section addresses the following research question:

(RQ1.5) Can we model the influence of faults to reason about the expected system behaviour and the
equivalence of combinations of faults?

To explain our pruning policies, we refer back to our fictional webshop as presented in Figure 4.6. We
refer to fault injection points in the figure by their annotated edge numbers. E.g., we refer to the request
from the Checkout service to the Alerting service as p3.1. Additionally, we define the following terms:

(2) /getCart
(4) /getPrices

(3) /getQuote

Figure 4.6: The call graph of the fictional scenario of a webshop checkout service with 10 fault injection points.

¢ Upstream and Downstream - When two services interact, we refer to the service that initiated
the interaction as the upstream service. We refer to the receiving service as the downstream service.
In a request-response pattern, the request originates from the upstream service, and the response
originates from the downstream service. In a call graph, we draw arrows pointing towards the
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downstream service. For example, when the Checkout service calls the Cart service at p,, the Checkout
service is the upstream process, and the Cart service is the downstream service.

* Causal dependency and happens-before - If one event (e1) causes another event (e>), then we say
hb
that e; is causally dependent on e, or that e; happens before e;. Both are denoted as e — e.

. hb hb ) hb+
If they are transitively related (e.g., e1 — e2 = e3), than we denote this as e; — e3. For example,

the request to the Quote service happens before the request to the Product service. And, the response
of the Quote service happens before the request to the Payment service. Therefore, the request to
the Quote service transitively happens before the request to the Payment service (as denoted by the
grey arrow).

We say that two events are sibling events if they have identical causal histories. That is, they share

. hb hb hb hb
the exact same set of causal predecessors. For example, if e — e, — e3 and e; — e, — ¢4, than

ez and ey are sibling events. In Figure 4.6, all outgoing requests from the Checkout service are
sibling events.

The following sections define the pruning policies used in Reynard to reduce the search space.

4.5.1. Downstream Dependency Pruning Policy

A faultload F is redundant if 3f,, f; such that f, AN fa A fu, fa} € F. Thatis, we cannot combine faults
at fault injection points that are causally dependent, as our fault injection method prevents causally
dependent events from happening. Combining causally dependent faults is infeasible and therefore
redundant.

Based on the call graph, we can trivially infer one form of causal dependency: downstream dependencies.
This information is directly contained within the identifier for each fault injection point. For example,
a fault in the request to the Product service (p4) cannot be combined with a fault in the request to the
Quote service (p3). The identifier of p3 is contained in the stack of the identifier of ps.

In general, if there is a (transitive) happens-before relation between two fault injection points, e.g.

hb

f:l“‘ LN fp2 (regardless of the causal dependents’ failure mode ), then the subset { fp"l” , fp2} is redundant.

In the case of downstream requests, we know that regardless of the failure mode of the upstream request
hb

(fu), the (transitive) downstream request (f;) will not occur as f, AN fa. Therefore, a faultloads F for

which holds {f,, f4} € F is redundant.

4.5.2. Fault Injection Point Exclusion Pruning Policy

We cannot combine faults when one fault excludes another from occurring. This is due to another form
of causal dependency, but between fault injection points that have the same direct causal dependency.
In other words, between events in the call graph that are each other’s siblings.

Opposed to ancestral dependencies, this piece of information cannot be directly inferred. For example,

. . . o e . . hb
based on the information available for the initial happy path, it is impossible to infer that p, = ps3-
Based on the instrumentation, we do know that they occur in a temporal order, but we do not know their
causal relation. Due to scheduling nondeterminism, we cannot even be sure this order is consistent.

We can observe the effect of partial failures to gain related information. Instead of knowing that p, 1, Db,
we can observe that if p, is erroneous, then p; does not appear in the call graph. We assume that if an
event is expected to occur (based on earlier observations) but doesn't, the failed sibling events leading
up to it cause its disappearance. To ensure we first find the smallest subset that causes an exclusion, it is
beneficial to visit the search tree in a breadth-first manner.

In general, if the presence of one or more faults, which we refer to as Fexciusion (€.8., all {fp,, fp,1}),
makes another fault injection point (Pexciudeq) disappear from the call graph (e.g., p3), then the faultload
F is redundant if Foycrusion Y { fpercuaea} © F- This is regardless of the failure mode of fy, ..., as it is
infeasible to inject any fault at pexciuded When Fexclusion is injected.
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4.5.3. Fault Injection Point Inclusion Pruning Policy

We cannot inject faults at a fault injection point that only conditionally occurs, but for which no condition
is present in the faultload. Faults can trigger redundancy mechanisms, such as retries and fallbacks.
This can cause new fault injection points to appear. However, without injecting a cause, we cannot
introduce faults at the new fault injection point.

The appearance can be observed in the call graph. For example, fault f,, causes point p> 1 (the retry) to
appear. However, we can only inject faults at p 1 if a fault is injected at p». Thus, injecting faults at p» 1
without a fault at p» is redundant.

There can be multiple conditions that cause the appearance of new fault injection points. For example,
the fault injection point p, 1 appears, regardless of the failure mode at p,. We keep track of all potential
causes for the inclusion of p; 1. To ensure we find the smallest subset that causes an inclusion, it is again
beneficial to visit the search tree in a breadth-first manner.

Essentially, this is the converse of the exclusion pruning policy. Given a fault injection point p that only
occurs when combined with one of the sets of faults in %p,econditions = {F1, F2, ..., Fn}. Then, a faultload
Fisredundantif f, € F A =3Fy,e € Fpreconditions, Fpre S F.

4.5.4. Upstream Propagation Pruning Policy

Faults can be propagated upstream, allowing for a reduction as we observe an additional fault that
we did not intentionally inject. When a downstream dependency of an interaction responds with an
erroneous response, the upstream service must decide how to handle this. In some cases, this erroneous
response can be resolved. For example, we can use retries to recover from transient failures, fall back to
another service that can provide a similar or suboptimal response, or use a default response to continue.

However, if a downstream failure cannot be resolved, then it is common to respond upstream with an
erroneous response indicating the failure. In this case, a fault is propagated up the call graph. This
does not have to be the same fault, yet an erroneous response appears where no fault was injected. For
example, if an error is injected at p7, then the response at p will also be erroneous.

After executing a test scenario with faultload F, we can make the following observation. Given a fault

. . . . . hb
injection point p,, that is the causal dependency of fault injection points Paownstream = {pa € P | pu — pa}.
We injected (a subset of) faults (Fownstream € F) at (a subset of) the downstream fault injection points
P(Faownstream) € Paown. This caused the equivalent behaviour of failure mode m € M at p,, (f, pVZ). Then
we know that any faultload which contains Fy,wnstream Will additionally observe fp’f. Note that if we
intended to inject fp'f, then we would not observe the fault injection points in P(Fgownstream) due to
causality.

Due to our injected faults, we additionally observed the effect of f;7. If f;" occurred in isolation to ifs
causal dependency, we can omit visiting the faultload F = {f}"}, as we have already observed its isolated
effect. Additionally, we can use this information to find redundancies by substituting F,wnstream € F by
(F\ Faownstream) YU { fp’;l}, as they result in equivalent behaviour. We build upon this idea in the following
pruning policy.

4.5.5. Unreachability Pruning Policy

Each of the four preceding policies provides information on the effect of injecting faults at fault injection
points. In particular, we can understand how requests cause related requests down the call graph, how
responses include or exclude related events, and how responses propagate up the call graph, resulting in
a final response. If we combine these pieces of information, we can determine if a specific combination
of faults is infeasible. Specifically, we can use this information to predict which fault injection points
should be observed when injecting faults (13(1-" ) = {p1,p2,...pn}). Then, we can prune any faultload
that attempts to inject faults at fault injection points that will not be observed during a test invocation
(P(F) > P(F)).

For example, if we intend to inject the faultload F = { fy2, fp,,, fy,}, then none of the preceding pruning
policies can correctly determine the redundancy. The point inclusion policy can reason that f,,,, appears
due to f,, and is thus not redundant. The point exclusion policy can conclude that faults at ps would be
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redundant, but these are not part of the faultload. Yet, we know that f,, can only be injected if the event
at pe is included, due to the downstream dependency.

Modelling System Behaviour

To deduce this, we can model how the system will behave for a given faultload based on our current
understanding of the SUT. To express this, we have to reason about the (local) behaviours at fault
injection points, not just faults. We predict which fault injection points will be included for a given set
of intended faults using the algorithm presented in Algorithm 2.

Algorithm 2 The algorithm to predict the expected behaviour of the system for a given set of faults.

Require: Causally dependent downstream requests D, : P +— P[]

Require: Upstream responses related to direct downstream behaviours U,,s : B[] — 8
Require: Exclusion conditions per point Cexe; : P — B[][]

Require: Inclusion conditions per point Cic; : P — B[][]

1: Type ExpecteD-BEHAVIOUR-FOR : (P, ) — (Set[B])
2: procedure EXPECTED-BEHAVIOUR-FOR(P oot , F)

3:
4:

hd

10:
11:

12:
13:
14:
15:

16:

17:
18:

19:
20:
21:

22:

23
24

27:
28:
29:
30:
31:
32:
33:

34:

(b;"mt , Baownstream) <= UNFOLD-BEHAVIOUR(Proot, F)

return {b;,nrm)[} U Baownstream

: Type UnroLp-BeHAVIOUR : (P, F) — (8B, Set[B])
: procedure UNroLD-BEHAVIOUR(p, F)

if 3f)" € F then
return (b, 0) > Inject a fault
Paownstream < Dreq[p]

if Piownstream = 0 then
return (b;, 0) > Leaf node in the call graph

Beurrent : B > Set[B] « {}
for Pd € Paownstream do

(b, Ba) < UNroLD-BEHAVIOUR(py, F) > Unfold downstream requests recursively.
Bcurrent[bgfi] — By
Beurrent <= APPLY-CONDITIONAL-BEHAVIOUR(D, Beyrrent) > Apply exclusions and inclusions

Bdire‘:t ~ UuEBcurren[ {u}
Ban < Buirect U UueBmm,m Beurrent[u]

if IBopserved € Ures, MATCH(Bopserved, Bairect) then

bzl — Upes [Bobserved]
return (b;”, Bain) > Return upstream behaviour matching downstream behaviours

return (blj, Bain)

: Type AppLY-CONDITIONAL-BEHAVIOUR : (B +— Set[B]) — (B — Set[B])
: procedure ArpLY-CONDITIONAL-BEHAVIOUR(Pparent , Bstart)

25:
26:

Beurrent < Bstart
Pretated < ToPoLOGICAL-SORT(Pparent, Cinet, Cexcl)) > Sort sibling points

for p € Preiateqa do
include « SHouLD-INCLUDE(p, p € P(Bstart), Cexcilp], Cincilpl)
if include then
(b;"“’ , Baownstream) <= UNFOLD-BEHAVIOUR(p, F)
BCHVV@Vlt [b;;nx] i BdOZU?’lStreﬂﬂ’l
else
Beurrent < EXCLUDE(P/ Bcurrent)

return Beyyrent

The procedure Expected-Behaviour-For predicts the behaviour of the system for the test scenario, given a
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faultload F, which we refer to as B(F) = {b,”, ..., b,”*}. The algorithm presented works as follows. We
start at the root of the call graph: the interaction between the test and the SUT. Then we recursively
“unfold” the behaviour of the nested interactions, storing the nested downstream behaviours. Ultimately,
we determine the complete set of behaviours by the union of the behaviour of the root interaction and

all its nested behaviours.

For each request (fault injection point p) in the call graph, we first check if we intend to inject a fault. If
that is the case, we directly return the behaviour of the fault, omitting any downstream behaviour.

If we are not intent on injecting a fault at p, we consider all downstream requests in the happy path
that are directly related to the fault injection point. If there are no downstream requests, then we
have reached a leaf node in the call graph, and as there are no faults to inject, we return a happy path
behaviour. This is a base case in the recursion. If there are downstream requests, we recursively unfold
their behaviour to determine their expected response and transitively related behaviours.

For each possible sibling fault injection point that has p as the direct causal dependency, we must
determine whether it is included or excluded. The downstream requests provide a starting point to
evaluate exclusion and inclusion conditions. As fault injection points can rely on the inclusion or
exclusion of other fault injection points, we first perform a topological sort based on their dependencies
to evaluate the points in a logical order. Then, for each possible fault injection point, we determine
whether it should be included or excluded based on whether it was included in the happy path and the
inclusion and exclusion conditions. As services can perform actions based on any logical condition,
we determine if it is included based on the most complex exclusion and inclusion condition, i.e., the
matching condition with the most dependencies. We prioritise the most complex matching condition
(either an inclusion or exclusion), giving preference to inclusions in the event of a tie.

If a fault injection point should be included, we unfold it and add it, along with its downstream
behaviours, to the expected behaviours. If it should be excluded, we ensure the fault injection point is
not part of the expected behaviours.

Finally, we determine if we have observed (erroneous) behaviour that corresponds to the observed
direct downstream behaviour. In other words, we check if a fault was propagated based on the observed
downstream behaviour. We then return the expected behaviour of the fault injection point (either a
propagated fault or the happy path), as well as all downstream behaviours.

We use the expected behaviour to determine if we are attempting to inject faults at infeasible fault
injection points. In notation: a faultload F is redundant if P(B(F)) c P(F).

4.5.6. Service Encapsulation Reduction Policy

The work by Meiklejohn et al. [16] proposes a pruning algorithm and exploration strategy they refer to
as “Dynamic Reduction”. This pruning policy is based on the idea of service encapsulation: “Service
encapsulation states that invoked downstream dependencies of a service can only indicate failure or
success to their direct caller, and as long as they do not expose their internal state to the invoker, the
invoker can only assert on the responses that are returned to the caller by those dependencies.” [16]. In
other words, the response of a stateless service is solely affected by the responses of its direct downstream
dependencies. In the dissertation by Meiklejohn [32], this policy is referred to as “encapsulated service
reduction”. We refer to it as a “Service Encapsulation Reduction Policy”.

With this pruning policy, we prune faultloads that introduce no new behaviour in the system, than what
an earlier test execution already observed. The reduction algorithm is as follows: Given a faultload F, its
expected behaviour B(F) = Br, and previously observed behaviours H = [By, By, ..., B, ] from earlier test
executions. It is redundant if: for every interaction (b;ﬁ ¢ € Br) and its direct downstream dependencies

hb
Bgfw” = {be ! € Br | pc — pa}, it holds that there exists a previously observed execution Bj, € H where
all dependencies were observed and had the same observed behaviour (Vb;ﬁf € Bgfw” by € By). In

7 Ypa
short: faultload F is redundant if ng € B(F), 3B, € H, {b;’fj € B(F)| p ﬂ’ pa} € By.

In essence, this covers two intuitions: If a service interface’s dependencies behave similarly, we expect
the same response (the concept of service encapsulation). And, if the injected faults cause no new
behaviour, it is redundant. For example, if the faultload { f,,, fy,,} has been observed, and we infer
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with error propagation that F U { f,,} is equivalent to (F \ {f,,}) U { fy}, then the faultload { f, fy,,} is
redundant as B({ fy,, fps1}) 2 B({ fre, fre.})-

4.5.7. Retry Reduction Policy

Finally, we include a pruning policy based on the findings of [38]: most correctness property violations
in retries can be found by testing for only transient or persistent failure. The reasoning is that retries are
a resilience pattern based on the assumption that faults can be transient. Correctly implemented retries
should cause the system to behave the same for each retried event until a retry limit is reached.

The reduction policy is as follows: If a retry is detected, instead of scheduling the faultload with the
new fault injection point, we schedule a persistent fault of the same failure mode instead. The persistent
fault is represented by the original fault injection point but with a count of —1 (the wildcard), which
instructs the proxies to match on all values of the count field. All faultloads that contain a retry are
deemed redundant, as well as the combination of the persistent fault with the transient fault. We detect
retries by identifying whether a fault causes the inclusion of a fault injection point that differs from the
original by only one increment of the count field, where in the happy path there was only one fault
injection point.

Normally, to be exhaustive in the case of retries, we must check for the fault that causes a retry and
all combinations with all subsequent failure modes of the retries. Hence, for n retries of fp’", given m

possible failure modes, there are 1 + m + m?+ ... +m" = 2o m! possible combinations of faults that
cover the retried fault injection points. These can be further combined with all other fault injection
points. Using the retry reduction, this becomes 2, one transient and one persistent.

An additional benefit is that, when we discover the retry mechanism, it is impossible to know how
many retries will be issued. By instructing the proxies to inject faults on all subsequent retries, it can be
immediately uncovered how many retries there are, instead of scheduling 7 faultloads.

Although a trivial counterexample could be created, we assume that any implementation of retries has
a distinct control flow based on the type of (transient) failure observed, and that each retry follows the
same control flow until the retry limit is reached. For example, a program that behaves differently on
the first, second, and third retries would not be correctly covered, but we argue that such programs are
uncommon.

As this pruning policy is not strictly sound, it is not enabled by default; however, it can be configured in
a test using a flag in the test decorator. If the happy path contains two fault injection points that are
distinguishable only by their count, they are not considered for the reduction.

4.5.8. Implementation Details

Similar to the generator component, each pruning policy is another component of Reynard. Prune policies
must implement a prune function that takes as input a faultload and returns whether it is redundant.
Pruning policies can additionally implement a Feedback interface that is called in the analysis stage
with details about the observed behaviour of running the test scenario with a specific faultload.

Both interfaces provide some form of context. This context provides an interface to stored information
previously inferred by other components. The Feedback context provides the means to store new
information, while the prune function can only read information.

4.6. Defining Correctness Properties

With the ability to correlate interactions over different runs of the test scenario, we are left with the
question: What is the correct behaviour? This is known as a test oracle, and it is a non-trivial problem [48],
which we discussed in Section 3.2.2.

An additional challenge is defining expected behaviour under the composition of faults. If the expected
behaviour for fault f, is By, and for f, it is B,, then what is the expected behaviour for the faultload
{fx, fy}? One can incorrectly assume it to be By V By, but in reality it is By V B, V B, where B, can be an
entirely new class of behaviours. As we discussed in our pruning policies, faults can restrict (exclude)
the behaviour of the system, but can also extend (include) it.
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4.6.1. Testing Resilience Patterns

One application of fault injection testing is verifying resilience patterns. For example, we can verify that
if a fault is injected for a request, it is retried. Based on the trace tree, this information is available to
perform assertions. This is similar to the assertions made possible by [46].

Verifying more complex resilience patterns, such as Circuit Breakers or Bulkheads, does not fit well into
the fault space exploration provided by Reynard. This is because these faults make the interactions with
the target system stateful, resulting in inconsistent test suite results. However, it is feasible to manually
perform this type of assertion using the Reynard instrumentation. To test for the effects of a Circuit
Breaker pattern, it is possible to first introduce enough failure-containing calls to trigger the breaker, and
then assess the behaviour. Although this is feasible, manual fault injection testing is not the focus of
Reynard.

4.6.2. Testing the Atomicity of State Transitions
In principle, services in a Service-Oriented Distributed Systems are stateless. But they often rely on
databases to store state. So, they depend on a state to function.

If interactions involve a stateful operation, such as a state transition or creation, other services might
rely on the same state. For scalability, multiple copies of the same state can be represented in different
data storages. The system must ensure that the state is kept in sync.

Failures can complicate the synchronisation. This is a common challenge in databases, but the same
is true for Service-Oriented Distributed Systems. Consider the webshop example. If the webshop
administrator intends to remove a product from the product catalogue, the product must also be
removed from all users’ shopping carts. Otherwise, users might accidentally purchase non-existent
products. However, if the removal from the product catalogue is successful, but not from the carts, then
this is an issue.

Testing for atomicity involves inspecting the system state, which can be an expensive operation. In
the mentioned example, the property could be that once the request completes, either the product is
removed from the catalogue and all carts, or an error is returned, and the product still exists. To validate
this, the state of both services should be queried and inspected. This can significantly increase the
overhead and complexity of the test, but it is possible to test using Reynard.

As such, we can create an automated verification of this correctness property, but we cannot automatically
determine the correctness property. It requires a decision by the developer to define this correctness

property.

4.6.3. Automated Test Oracles in Reynard

Preferably, our automated test strategy is accompanied by automated test oracles that apply to all
systems [48]. These test oracles can check for common anti-patterns and generate warnings for potential
bugs.

Reynard includes two automated test oracles based on common anti-patterns observed during our
application to existing systems. These oracles take inspiration from [38], which includes several
automated test oracles. The test oracles do not fail a test case, as they can be false positives, but instead
issue warnings. The test oracles included in Reynard are:

* Failures without Cause - During fault injection, we expect that observed failures can only be caused
by direct fault injection or propagation of injected faults. Hence, every observed failure should
have an injected failure somewhere downstream. If we encounter a failure without a cause in its
causal dependents, we assume this is an indication of incorrect behaviour.

The underlying cause can differ. Failures can be introduced due to unexpected state deviations. Or,
the test scenario’s behaviour depends on previous faults, which is a known limitation. Either case
should warrant an investigation by the developer.

* Propagation of Semantically Incorrect Status Codes - A common failure pattern is error propaga-
tion: if a service’s downstream dependencies fail, the service responds to its upstream dependency
with an erroneous response.
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However, a common occurrence is that the errors are directly forwarded, copying (parts of) the
message and status code. This can lead to unintended effects due to the semantics of specific
status codes. For example, a status code 503 semantically means the message was never sent to the
intended server. Hence, it should be safe to retry the request, regardless of whether the endpoint is
idempotent, as the message is never processed. However, if a server forwards a 503 status code,
this violates these semantics. The server did receive the messages; it was not unavailable, but its
downstream dependency was. This might lead to an upstream dependency incorrectly retrying on
a non-idempotent endpoint. The correct behaviour is to respond with a 500 status code (“Internal
Server Error”).

To detect this pattern, Reynard includes an automatic test oracle that checks whether a response
contains an unexpected status code that is not due to an injected fault. If we can detect which
downstream dependency’s status code is forwarded, this is reported. This also covers the case
where a service responds with a semantically incorrect status code by default.

Another possible automated test oracle would be to test for faults that exceed their blast radius. For
example, if an injected fault causes an application-level failure (e.g., a crash). This is not included in
Reynard because it is runtime dependent. If the test scenario has access to check whether nodes are
still operational, this could be part of a correctness property checked in the test scenario. As we discus
in Section 3.1.1, it can be impossible to detect system failures. Therefore, this check can result in false
positives.

4.7. Known Limitations

Our method has some inherent limitations in its method and assumptions on which it is based. We
discuss each in the following sections.

4.7.1. Indistinguishable Fault Injection Points

Despite the metadata available to distinguish events, systems can perform requests in the happy path
that, from Reynard’s perspective, only differ in invocation count. As shown in [60], there exist scenarios
that require application-level metadata to be uniquely identified. Due to scheduling nondeterminism,
using the count to differentiate can cause issues. Furthermore, if these events have retries as a resilience
mechanism, as this causes events to “shift” their invocation index between cases. As a result, inferred
information regarding the events’ effect (e.g., exclusions and inclusions of other fault injection points) is
incorrectly attributed to the wrong event.

In general, if the happy path of the test scenario includes non-distinguishable points and includes a
retry resilience pattern or scheduling nondeterminism, then Reynard’s verification can become unsound.
Additionally, as the following sections illustrate, solutions to address issues with nondeterminism can
lead to indistinguishable events.

4.7.2. Nondeterminism in System Behaviour

Reynard can handle several sources of nondeterminism, but not in all conditions. We know of some
conditions in which Reynard cannot explore the fault space soundly. For specific cases, there are
solutions or workarounds to restore soundness.

Behavioural Nondeterminism in Downstream Requests

If endpoint X causes a downstream request to either endpoint Y or Z, chosen at random, then Reynard
cannot predict which will be called and can issue faultloads with faults that are not injected. In other
words, if the behaviour of an interface is probabilistic, then Reynard is unsound.

A similar pattern happens if the SUT includes a load balancer. In that scenario, we assume that the
system’s behaviour would be equivalent if all events reached the same service, as they are all stateless
copies. We can solve this by placing the proxy before the load balancer (instead of the service), or by
configuring each proxy so that they are the same destination. In that case, Reynard can still soundly
cover the fault space, under the assumption that each node is equivalent.
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Data Nondeterminism in Upstream Response

Some nodes can respond to requests in a nondeterministic manner. For example, if identifiers have to be
generated, or time is involved. This might cause a different behaviour in the upstream service, and
make the test scenario nondeterministic.

If it is impossible to avoid the source of the nondeterminism, Reynard can be configured to omit the
payload field as part of the fault identifier. As a result, all requests to the same interface become
equivalent, regardless of any nondeterminism in the payload. However, if a service in the test scenario
issues two calls to the same endpoint of the same service, then these events become indistinguishable.

Scheduling Nondeterminism

In systems with scheduling nondeterminism (e.g., concurrency and/or asynchronicity), Reynard can
function, as long as each event is consistently distinguishable by its fault identifier, and the observable
effects of re-orderings are deterministic. If non-unique calls are issued, the only difference is their
invocation count, which can be inconsistent as their order is nondeterministic.

A communication pattern we observed is the use of the Promise.all function in JavaScript. Due to
the asynchronous single-threaded runtime of JavaScript, each event is issued in order. In this pattern,
the failure of any response will return in a failure of the call. However, it can be that requests are not
yet issued when a failure is returned. In its implementation, these events are then not issued. Hence,
the scheduling nondeterminism of the responses causes nondeterminism in the downstream requests,
which leads Reynard to an incorrect model of the system behaviour.

Furthermore, scheduling nondeterminism can result in data nondeterminism. If stateful operations
(such as state transitions and state retrieval operations) can have different orderings between test cases,
then equivalently identified events might result in a different behaviour.

4.7.3. Assumption of Independence of Test Invocation

To compare the same system interaction with different faultloads, Reynard assumes that each iteration
of the test scenario is independent. If this is not upheld, then Reynard cannot function properly. For
example, if a fault in a previous test causes the following test invocation to fail. This burdens the user to
ensure that each test can be run repeatedly without errors.

4.7.4. Assumption of Equivalent Behaviour for Equal Status Codes

Reynard reasons about the system’s behaviour by classifying responses with the same status code as
equivalent. However, if a service has different behaviours for the same status code, Reynard can become
unsound. Based on its stored information, it can incorrectly model the system’s behaviour and prune
test cases it should not.

Services that exhibit different behaviour for the same status code are likely to do so based on the data
contained in the response. Including (a hash of) the response data in the behaviour definition would be
more complete, but is prone to data nondeterminism.

This is a trade-off between precision and practicality. For Reynard, we assume that data-nondeterminism
is more likely to be present in a system than behavioural differences for equal status codes. An option
would be to allow the user to define equivalence classes of responses. To reduce scope, this is not
included in Reynard.



Evaluating Reynard

The goal of our evaluation is to answer the research questions and to verify the choices made in our
design. The following sections outline the methods used to evaluate Reynard and describe how the
evaluation procedures were established.

5.1. Experimental Setup

We want to ensure that each evaluation is representative, repeatable, and fair. Therefore, we took the
following precautions:

¢ All benchmarks were run on the same machine. This was a Windows 10 desktop machine running
WSL2 with an AMD Ryzen 7 3700X 8-core CPU and 32 GB of RAM.

For our industry system, we interacted with a test environment using a provided virtual machine.
This was a virtual desktop with three virtual cores of an Intel Xeon Gold 6254 CPU with 32 GB of
RAM.

* We closed all unnecessary applications to minimise the influence on the measurements.

* The time measurements are an average of multiple runs to ensure consistent results and an unbiased
runtime. For each benchmark, we state the number of iterations used. The overhead of starting and
stopping the SUT is excluded from the runtime.

5.2. Finding Benchmarks Systems

To evaluate Reynard, we searched for publicly available (demonstration) Service-Oriented Distributed
Systems. In particular, we were interested in systems that included (or could be extended to include)
OpenTelemetry and that could be run locally. This significantly reduced the number of potential
benchmark system, which is a common challenge [16], [31]. We found and considered the following
benchmark systems:

1. The work by Meiklejohn et al. [16] includes a corpus of benchmark systems. These are publicly
available on GitHub!. As their work evaluated their results on this corpus, we included these
benchmarks as they enabled us to make a comparison.

2. The OpenTelemetry Astronomy Shop? is a Microservice Architecture demonstration system with
a focus on the use of OpenTelemetry. It is based on the Online Boutique®, maintained by Google
to highlight their Google Cloud products. This demo application comprises more than 13
microservices, developed in 9 different programming languages, and utilises 2 types of inter-service
communication protocols (HTTP and gRPC).

1https ://github.com/filibuster-testing
thtps ://9ithub.com/open-telemetry/opentelemetry-demo
Shttps://github.com/GoogleCloudPlatform/microservices-demo
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3. Train Ticket* is a benchmark system introduced in [31] which explicitly addresses the need for
realistic and representative benchmark systems. This system has 41 microservices, developed in
4 different programming languages. One challenge with this system is that, due to its size, it is
difficult to run on a single machine. However, the main challenge is that its tracing solution is
based on Zipkin®, instead of OpenTelemetry. While Zipkin allows context propagation, it does
not allow context state propagation. Therefore, Reynard cannot be trivially adjusted to work with
Zipkin, and thus we had to exclude the benchmark.

4. Another system we identified was Reynard itself. As the instrumentation is composed of a controller
and multiple proxies that interact using API’s, it can be classified as a Service-Oriented Distributed
System.

As anticipated, our choice of benchmark systems was minimal, but still enabled us to explore the
application of Reynard in systems with distinct configurations. We decided to use the existing Filibuster
corpus, the Astromy Shop and Reynard itself as part of our evaluation. Additionally, we created a small
number of our own (micro) benchmarks. Finally, we applied our tool to an existing industry system.

5.3. Applying Reynard to Benchmark Systems

To evaluate whether we can apply Reynard to existing systems with a reasonable integration effort
(RQ1.1), we performed an empirical evaluation by applying Reynard to different existing systems.
Additionally, this allows us to evaluate how efficient and effective Reynard is in the context of benchmark
systems (RQ2 and RQ1.4). Furthermore, by empirically evaluating different test scenarios, each with a
distinct call graph structure, we can assess their impact on the efficiency of Reynard (RQ2.2).

To this end, we applied Reynard to the Filibuster corpus, the OpenTelemetry Astromy Shop, Reynard itself
and a micro benchmark. In the following sections, we describe the process required and the scenarios
we included.

5.3.1. Applying to the Filibuster Corpus

Filibuster is an automated fault injection tool that simulates service-level and network-level failures using
service-level instrumentation. One of the paper’s contributions is a suite of benchmarks that encompass
certain classes of interactions common in Microservices. Both the tool and the benchmarks (“corpus”)
are publicly available®.

The Filibuster corpus enables us to compare Reynard to Filibuster, a state-of-the-art work (RQ2.1).
Additionally, the corpus contains minimal cases that each highlight a common pattern in Service-
Oriented Distributed Systems. This allows us to verify our design for these cases. In particular, we can
verify if our identification (RQ1.3) and abstract model (RQ1.5) are comprehensive enough to handle the
presented cases.

Our goal is to evaluate whether Reynard can efficiently visit the fault space compared to the state-
of-the-art. As Filibuster applies service-level instrumentation, it can access runtime information that
Reynard cannot. Furthermore, we include the same pruning policy introduced by Filibuster. Hence, we
hypothesise that Filibuster performs as well as, or better than, Reynard in terms of reducing the search
space if we do not include our retry reduction policy.

Configuring the Filibuster Corpus
We made a small number of changes to the corpus to ensure it functioned properly again. These are
tracked in a fork of the corpus project’.

To run Reynard on the Filibuster corpus, we created a different fork of the corpuss, and changed the
runtime configuration to enable Reynard to run. This process involved changing configuration variables
and removing the original Filibuster instrumentation. To alleviate this process, we created a small script
that could update existing Docker Compose configurations to use Reynard. The rest of the updates were

4https ://github.com/FudanSELab/train-ticket
Shttps://zipkin.io/

6https ://github.com/filibuster-testing
"https://github.com/delanoflipse/filibuster-corpus/pull/3
8https ://github.com/delanoflipse/filibuster-corpus/pull/5
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essentially a few replace-all operations. The pull request maintains the list of changes that have been
made.

Configuring Filibuster

To make a fair comparison, we had to re-run Filibuster’s results with an altered configuration. Specifically,
we had to alter it to only simulate the network-level faults that Reynard can simulate. Furthermore, we
had to run both tools on the same machine to ensure a fair comparison of the runtime duration. For
reproducibility, we created a fork of Filibuster and recorded our changes in a branch’.

As the Python implementation of Filibuster was developed four years prior to our project, we had to
make minor adjustments to get the project running again. Specifically, a few Python dependencies were
unversioned, and their newer versions were incompatible. We pinned the versions to the latest available
at the time of creation. Additionally, a few issues related to the functionality of an older version of
Docker Compose had to be resolved.

We ran into an issue with the larger benchmarks in the corpus. When we attempted to run them,
we observed connection issues in the services and instrumentation. This resulted in inconsistent
and incorrect results for the two largest benchmarks. After some effort, we determined that the
issue was likely due to the exhaustion of available ephemeral TCP ports and resource exhaustion
resulting from the instrumentation running as a single-threaded Python service. Our solution involved
adjusting the instrumentation to reuse TCP connections by utilising a connection pool and running the
instrumentation service with a multi-threaded WSGI tool. We assume these changes do not influence
the tool’s functionality and should only increase efficiency.

5.3.2. Applying to the OpenTelemetry Astronomy Shop
We had to update a small number of configuration files to run the Astronomy Shop with Reynard. We
created a fork, and documented all changes in a branch® for reproducibility.

To identify test scenarios, we ran the application and searched for interactions that covered a substantial
subset of the services or processed a significant number of requests. We identified three scenarios of
interest:

1. A simple interaction between four services to determine the shipping costs, with data nondetermin-
ism. This type of interaction, where only a small number of services are included, is common in
Service-Oriented Distributed Systems, as services and interactions are decoupled. Furthermore, it
is similar to the scale of integration tests, as mocking reduces the number of services involved.

2. Aninteraction with the recommendation service that issues asynchronous requests and randomised
responses. This interaction was chosen as it represents a challenging case for consistent fault
identification.

3. A complex interaction that simulates a webshop checkout. This interaction was chosen because it
required a setup, covered a significant number of services, and represented a key interaction with
the system.

5.3.3. Applying Reynard to Itself

As Reynard is in itself a Service-Oriented Distributed System, we included it as part of our benchmark
systems. We created a test scenario of the faultload registration interaction. In this test scenario, the
controller sends the faultload definition to each proxy asynchronously. If any call to the proxy fails,
it is retried up to a configurable number of times. This is a challenging scenario for our fault space
reduction, as it involves concurrent calls with retries that do not influence each other. To enable running
Reynard on itself, we added OpenTelemetry instrumentation to the controller and the proxy.

5.3.4. Applying to a Microbenchmark

Based on observations from other systems, we created several microbenchmarks to mimic communication
patterns that are challenging for Reynard to handle in a minimal setting. In the end, we created three
microbenchmarks. The first covered all common resilience patterns within a single test scenario. The

9https ://github.com/delanoflipse/filibuster-comparison/pull/1
1Ohttps ://github.com/delanoflipse/opentelemetry-demo-ds-fit/pull/1
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second was a test case to experiment with all possible exploration orders. The third highlighted a
scenario that was a known limitation. Of these microbenchmarks, we included the first in our evaluation,
as it allows us to compare our different optimisations.

We created the microbenchmarks using minimal services, implemented as minimal TypeScript programs
with automatic OpenTelemetry instrumentation. Each service only has one interface, whose behaviour
follows a specific pattern in the call graph. This way, we could compose a system from different minimal
services.

5.4. Applying Reynard to an Industry System

To evaluate the effectiveness of Reynard in an industry system (RQ3), we performed a case study
by applying Reynard to an existing industry system. Specifically, we applied Reynard on ASML's
data analytics platform. This system is designed as a Microservice Architecture and has in the order
of 50 to 100 (micro)services. We first addressed the engineering challenges of integrating Reynard’s
instrumentation into the system’s runtime environment. As OpenTelemetry instrumentation was available
for the fest environments of the system, this simplified this process. Next, we identified two test scenarios
that cover two key interactions with a specific service within the system, which cover a significant
number of other services. We then ran the scenarios multiple times, with different parameters to collect
our results.

5.5. Measuring the Overhead of Reynard

To evaluate the overhead introduced by instrumenting a SUT with Reynard (RQ2.3), we measured the
impact of our instrumentation by running performance tests for several scenarios. We created a minimal
Go web server that acts as the destination for the proxy. The web server exposes an endpoint that
responds with status code 200 and the message “OK”. This ensures that the receiving server is not the
bottleneck in the performance test, and that the proxy dominates the measured overhead. Furthermore,
we added two endpoints that mock an interaction with the controller. That way, we can re-use the web
server to mock the controller, minimising the logic and overhead of the proxy-to-controller interaction.

We created the following benchmark scenarios:

1. Sending requests directly to the proxy destination, bypassing the proxy. This provides an estimate
of how much of the overhead is caused by interacting with the proxied service.

2. Sending requests to the proxy without any instrumentation headers included. After inspecting the
headers, the requests are directly forwarded to the proxied web server. This indicates the overhead
of proxying the request without additional actions.

3. Sending requests to the proxy with tracing information for an unknown trace. This is similar to the
previous test, as it should only forward the request to the proxied service.

4. Sending requests to the proxy that are related to a registered faultload, but for which no fault
matches the interaction. This represents the most common overhead introduced, where the message
is thoroughly inspected but still forwarded.

5. Sending requests to the proxy that match a preconfigured fault. This represents the overhead
of simulating faults in the system. If a fault is injected, no message is forwarded, so this is not
influenced by the overhead of the proxied web server.

6. Sending requests to the proxy that match a fault, at the end of a large faultload. This should indicate
how much the fault matching procedure influences the proxy.

To assess the average latency and latency distribution, we used the commonly used benchmarking tool
wrk!!. We ran each scenario for 1 minute, which allows us to take the average of a significant number of
interactions.

Uhttps://github. com/wg/wrk
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Evaluation Results

In this chapter, we present the results of our evaluation of Reynard, based on the methodology described
in Chapter 5.

6.1. Comparing Reynard to Filibuster using the Filibuster Corpus

Table 6.1 shows the results of directly comparing Reynard with Filibuster for the benchmarks in the
Filibuster corpus. We included every benchmark that was included in the original paper, and ran
them with and without our retry reduction policy when relevant. The fault space columns indicate
the number of fault injection points, and how many are conditional (in brackets). Based on this, we
determine the size of the complete fault space, which consists of all combinations of fault injection points
and 4 failure modes. For both Reynard and Filibuster, we denote the number of concrete test scenario
executions, the number of test cases in the search uniquely pruned due to the service encapsulation
reduction policy (SER) and the the total average runtime of the test suite over at least 10 executions of
the complete test suite (excluding the overhead of starting and stopping each benchmark).

Table 6.1: Comparison of the search space exploration by Reynard and Filibuster and their respective runtimes.

Fault space Reynard (our tool) Filibuster
Benchmark  Variant Injection Fault space  Explored #SER  Time(s) Explored #SER  Time (s)
points size

cinema-1 2(0) 25 9 0 0.8 9 0 1.0
cinema-2 2(0) 25 8 1 0.7 8 1 1.0
cinema-3 normal 4(2) 625 27 38 15 27 38 3.7

w/ retry reduction 4(2) 625 19 32 13 27 38 14
cinema-4 5(0) 3125 8 1 13 8 1 2.9
cinema-5 2(0) 25 25 0 13 25 0 53
cinema-6 3(1) 125 41 0 19 41 0 55
cinema-7 4(1) 625 45 0 2.1 45 0 22
cinema-8 normal 2(1) 25 21 0 12 21 0 22

w/ retry reduction 2 (1) 25 9 0 0.8 21 0 2.2
expedia 2(1) 25 21 0 12 21 0 22
audible 8(0) 390 625 30 35 24 30 35 52
mailchimp 6(2) 15 625 192 1 9.6 192 5 31.8
netflix w/obugs 93 1953125 2440 1 463.9 2440 1 644.8

w/ bugs 10 (4) 9765 625 2444 9473 580.9 2444 65 887.9

Overall, Reynard covers the fault space in the same number of cases as Filibuster, with only a single
deviation in the number of redundancies found. In cases where the retry reduction policy can be
applied, we observe a lower number of test cases explored compared to Filibuster. Additionally, the
runtime of Reynard is in the same order of magnitude as, but consistently lower than, Filibuster. The
following sections detail each specific benchmark, highlighting its similarities and differences.
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Cinema-1 Benchmark - Synchronous Sequential Calls

This benchmark represents a synchronous and sequential communication between multiple services.
The call graph and search tree are shown in Figure 6.1. The complete fault space represents all possible
combinations of failure modes for both injection points. However, a failure in the call to the Bookings
service excludes a call to the Movies service. Hence, we do not have to test for the combination, but only
for each individual fault injection point in the happy path. There are 4 failure modes, 2 fault injection
points, and one test case for the happy path, resulting in a total of 2 X 4 + 1 = 9 test cases.

(b)

Figure 6.1: The call graph (a) for the “cinema-1” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Reynard can correctly detect the exclusion effect of faults f,, given {f,,}, and visits the search space
in 9 test cases. Furthermore, it visits events originating from the same service in the order in which
they are reported to the controller, starting with the event related to the Bookings service and then the
Movies service. Filibuster does this in a reverse order due to its different exploration order, but ends up
exploring the same search space.

Cinema-2 Benchmark - Nested Calls

This benchmark is similar to cinema-1, but instead of having calls originating from the same server, the
calls are now done in a nested fashion. It represents a trivial case of a transitive causal dependency of
events. The call graph and search tree are shown in Figure 6.2. As with cinema-1, there are only two
events, given an equal complete fault space.

I cinema-2
I

|
I
I |
I
1 |
I

(b)

Figure 6.2: The call graph (a) for the “cinema-2” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Due to causality, a failure in the call to the Bookings service excludes a call to the Movies service. Hence,
we do not have to test for their combination, resulting in a similar search tree. Reynard can correctly
detect the causality dependency between faults f,, and f,, and infers that they cannot be combined.

Reynard, by default, visits fault injection points in the fault space in a depth-first post-order of the call
graph. As a result, the exploration order is reversed when compared to cinema-1: faults at the Movies
services are explored before those at the Bookings service. In this case, the search tree is equal to that
explored by Filibuster.

Any failures at the Movies service result in the propagation of an error with a fixed status code at the
Bookings service. This allows for a single case of reduction for the service encapsulation reduction policy,
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as injecting that fault at p; yields the same behaviour, while omitting the call at p,, thus revealing at
most the same information. This service encapsulation reduction is only possible with a depth-first
exploration of the call graph. In a breadth-first exploration, simulating the propagated fault at p; is
scheduled before discovering that it is propagated by failures at p,, preventing the reduction.

Cinema-3 Benchmark - Retry Resilience Pattern

This benchmark represents a common resilience pattern: retries. The call graph and search tree are
shown in Figure 6.3. In this variation of the cinema-2 benchmark, any failure at p; results in a single

retry (p1.1).

cinema-3

LD

(a)

bookings#1 bookings#1

bookings#1> bookings#1>
movies movies

(b)

Figure 6.3: The call graph (a) for the “cinema-3” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

The fault space comprises 4 fault injection points. In case of a retry, p; is repeated, but with a different
cause (p1.1 instead of p1), hence resulting in a different identifier (which we denote as po#).

Similar to cinema-2, it can be directly inferred that p; or p1.1 cannot be combined with p, or po
respectively. Furthermore, any faults at p1 or p (due to fault propagation) cause the inclusion of p1 1,
which in turn causes po#1. Hence, testing any failure mode at p; in combination with any fault in the
path of p11 results in the same behaviour as testing the propagated fault at p; in combination with any
fault in the path of p1.1. This is the reduction we see in the results. Finally, the same error propagation
occurs at poy1 as with po, allowing for a further reduction.

This scenario can be applied with the retry reduction policy. Figure 6.4 shows the search tree when this
pruning policy is enabled. When injecting faults at p», this results in a transient fault at p1. As such, we
do not need to test the combination of faults at p, with faults at p; 1, as we do not expect a difference
in behaviour, except for more retries. This results in a reduction of 3 distinct cases. Additionally, we
only test different failure modes for either transient or persistent faults at p1, reducing the number of
combinations to check from (4 + 4 +4) = 20 to 4 + 4 = 8 cases. The effective reduction in this case is 8
cases, due to overlap with other test cases and pruning policies. The retry reduction policy results in a
30% decrease in test cases to cover.

bookings#1> bookings#1>
movies movies

Figure 6.4: The search tree for the “cinema-3" benchmark when applying the retry reduction policy.
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Cinema-4 Benchmark - External Dependencies
In this variation of the cinema-2 benchmark, a call to an external service is issued before each call to
other internal services. The call graph and search tree are shown in Figure 6.5.

r-
| cinema-4

| @ @ ! eIl
[ o g T o o
! \ \ i NG s .

. IMDb\‘, " Fandango

\
)

(b)

(a)

Figure 6.5: The call graph (a) for the “cinema-4" benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

This benchmark could not be updated to create an accurate comparison. Due to the way that Filibuster’s
instrumentation works, only application-level faults can be simulated for the external calls. But these
failures are not the same as those simulated by Reynard. Reynard could simulate network-level failures by
placing proxies in front of the external dependencies. However, this would be an inaccurate comparison,
as Filibuster cannot simulate the same errors.

Leaving the benchmark as-is, the search space is essentially the same as the cinema-2 benchmark, as can
be seen in the results.

Cinema-5 Benchmark - Internal Fallback Resilience Pattern

In this variation of the cinema-1 benchmark, the Users service can recover from partial failures by using
an internal fallback value. As opposed to cinema-1, a failure in the Bookings service does not exclude a
call to the Movies service. Therefore, their full combination has to be explored, resulting in a higher case
number. The call graph and search tree are shown in Figure 6.6.

(b)

Figure 6.6: The call graph (a) for the “cinema-5" benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Semantically, the call to either dependency is fault-tolerant, but we cannot assume that their combination
is fault-tolerant. Conversely, we cannot assert that the composition of the failures at p1 and p; results
in no new behaviours. It might be that the Users service only allows for the failure of one of its
dependencies. Without additional information available, we must cover all combinations to ensure
completeness. This is reflected in the search tree of Figure 6.6b. There is no reduction possible, and all
possible faultloads in the fault space have to be explored.
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Cinema-6 Benchmark - External Fallback Resilience Pattern

In this variation of the cinema-1 and cinema-5 benchmarks, the Users service can recover from a fault in
the Bookings service by using an external fallback: a replica. As the call to the secondary replicate is
distinct, we cannot trivially infer that it has the same behaviour as the primary replica. To be complete,
all combinations of faults for both the primary and secondary have to be tested. The call graph and
search tree are shown in Figure 6.7.

(€)) (b)

Figure 6.7: The call graph (a) for the “cinema-6" benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Reynard correctly infers that if the calls to both the primary and secondary fail (at p1 and p1.1), this
excludes a call to the Movies service. If both Bookings services were configured as the same service, we
could apply our retry reduction policy to reduce the search space further.

Cinema-7 Benchmark - Healthcheck
In this variation of the cinema-6 benchmark, a health check determines whether the primary or secondary
is used to perform the request. The resulting search tree is similar to cinema-6, with the healtcheck

replacing the call to the primary in the search tree. The call graph and search tree are shown in Figure
6.8.

cinema-7 @

(1) /health- -
check Bookings- 4 4
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Bookings-
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movies
/movies/{uuid}

(b)

Figure 6.8: The call graph (a) for the “cinema-7” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Additionally, we must explore all failures where the health check passed, but directly after the primary
fails. Luckily, the implementation of this benchmark does not have a TOCTTOU (Time Of Check To
Time Of Use) bug as classified by [17]. The User service includes error handling for the scenario where
the health check succeeds but the Bookings Primary service is unavailable when it is invoked.

Cinema-8 Benchmark - Monolith and Retries

This benchmark, as represented in Figure 6.9, corresponds to a system structure where a single server
exposes a monolithic service (one that encompasses all functionality). If a call to the monolith fails, a
retry is issued. Since these are the only calls, the fault space comprises only faults injected in the first
call, or both the first and second call. As expected from the preceding benchmarks, Reynard can infer
the dependency of the retry event on the first failing event.
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Figure 6.9: The call graph (a) for the “cinema-8” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Similar to cinema-3, we can apply the retry reduction policy to reduce the search space to transient and
persistent failures. As can be seen in Figure 6.10, this reduces the search subspace related to the retries
from4 +4+4=20to4+4 =8, a60% reduction.

monolith# e

Figure 6.10: The search tree for the “cinema-8” benchmark when applying the retry reduction policy.

Expedia Benchmark

The Expedia benchmark represents an industry implementation of an external fallback. Aside from
variation of the same example system, the Filibuster corpus includes recreations of bugs or resilience
tests presented by the industry. The call graph and search tree are shown in Figure 6.11. Specifically, it
represents a scenario in which a service employs a machine learning algorithm for sorting reviews. In
the event of a failure, another service is called that provides reviews sorted in reverse chronological
order. As these are distinct services, we must test for all combinations of possible failures. Reynard
correctly infers the inclusion effect for these faults and checks for the combination of both fault injection
points.

(b)

Figure 6.11: The call graph (a) for the “expedia” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

This benchmark scenario is designed to illustrate how organisations assess their resilience patterns.
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In the test written for Filibuster, an assertion checks that if a failure is inserted, but the response is a
status code 200, the response should match that of the Review Time service. With Reynard, we can assert
properties about the structure of the call graph. Thus, we can explicitly check for the property that
either there was no failure simulated at the Review ML service, and no request to the Review Time service
is part of the call graph, or it was and there is a request.

Our automatic oracle detects that the API Gateway responds with a 503 error if both services are
unavailable. This should not lead to a state divergence bug, as both endpoints are read-only and
therefore idempotent. Yet, the error code is still semantically incorrect, as the API Gateway is available.

Audible Benchmark

The audible benchmark represents a system with both synchronous and nested calls. The benchmark
system has no resilience patterns. Furthermore, all subsequent calls are causally dependent on previous
calls, with failures excluding all subsequent calls. The call graph and search tree are shown in Figure
6.12.
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Figure 6.12: The call graph (a) for the “audible” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

As such, the search space is drastically reduced; only single failures have to be explored. Furthermore,
the nested structure and the propagation of errors result in the reduction of many cases due to the
service encapsulation reduction policy. Calls that depend on the response of the Audible Download
Service do not have to be tested in combination with any dependencies of the call to the Content Delivery
Service. Only the failure modes of the direct call to the Audible Download Service have to be tested.
Additionally, because faults at the Audible Download Service propagate to the Content Delivery Service, we
can omit testing these propagated faults.

Mailchimp Benchmark

The mailchimp benchmark represents a more complex system interaction. The App Server performs most
of the actions. A first call to the Requestmapper is a causal dependent of all subsequent events. The
intention of the App Server is to read and subsequently write to a database, of which a secondary exists.
If the read or write operation fails on the primary, the read and write operations are performed on the
secondary (after the read and write operations to the primary). For the secondary, if the read fails, the
write is aborted. The call graph and search tree are shown in Figure 6.13.
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Figure 6.13: The call graph (a) for the “mailchimp” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

This interaction is reflected in the search tree, allowing faults to be injected into the primary’s read
and write requests simultaneously, and subsequently into the secondary’s read or write requests. In
the event of a failure, the error is propagated from the App Server to the Load Balancer, enabling the
reduction of a single test case.

It is unclear whether, semantically, it was intentional that a failure of the read call should still result
in a write call in the primary. This deviation in how the primary and secondary are used might be
unintentional. Nonetheless, given these semantics, we can correctly detect all distinct cases.
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Netflix Benchmark
The netflix benchmark is the most complex benchmark in the corpus. It represents a wide (fanout) call
graph, with multiple fallback mechanisms. The call graph and search tree are shown in Figure 6.14.
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Figure 6.14: The call graph (a) for the “netflix” benchmark from the Filibuster corpus and the corresponding search tree (b) for
Reynard.

Most significantly, many events can fail together, without influencing other events. The most impactful
is the combination of failing requests to the Ratings, Bookmarks, User Recommendations, Telemetry and
Global Recommendations together, which result in 1024 test cases. By failing the request to the Bookmarks
service, the Telemetry and Trending services are called as a fallback. Faults in the call to the Telemetry
service do not influence the outcome, but the Trending service call must succeed. The fallback for the
User Recommendations service is the Global Recommendations service, whose fallback is the Trending service
(too). If the latter is without failure, we can finally simulate failures at the Ratings service, resulting in
an erroneous response. As we must test for all combinations of these failures, this results in 4> = 1024
combinations to be complete.

An additional challenge is the two distinct calls to the Trending service. They happen for different
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reasons (as a fallback for different calls). Without using the predecessors field in the fault identification,
we can incorrectly infer exclusion and inclusion effects. For example, the failure in the call to the
Trending service, serving as a fallback for the Bookmarks service, results in excluding a call to the User
Recommendations service. But, the call to the Trending service, as a fallback for the Global Recommendations
service, depends on the failure of a call to the User Recommendations service. If the goal is to infer the
behaviour of the faults at the Bookmarks, User Recommendations, Global Recommendations, Trending (in that
order), then we might incorrectly infer that the call to the User Recommendations service is excluded and
incorrectly prune the faultload. Thus, this scenario requires the predecessors field to differentiate the
events correctly and infer the system behaviour. Note that this works in this specific case because there
are no asynchronous calls. If the calls to the Trending service had no reliance on each other, and their
paths were asynchronous functions, then this identification would not work and Reynard would not be
complete, while Filibuster could be.

Netflix Benchmark with Faults

The corpus includes a variation of the netflix benchmark, where the User Profile service calls the Telemetry
service. Faults injected in the request to the Telemetry service do not influence the behaviour of the User
Profile. As such, we only have to additionally visit the 4 faults corresponding to all 4 failure modes for
this additional fault injection point. Figure 6.15 shows the new search tree, with one additional node.

user- - @ user- @ api-
telemetry profile bookmarks recommendations gateway
global-
recommendamons recommendauons

164 464 +64  |+64
user- global-
recommendations recommendations
4256 +256 +256

global-
recommendations

+1024

Figure 6.15: The search tree for the “netflix” benchmark with faults from the Filibuster corpus. Highlighted in green is the
difference in the search tree.

In the results, we see a difference in the number of cases that can be uniquely pruned due to the service
encapsulation reduction policy, when compared to Filibuster. After investigation, we found this is due
to the different exploration order that Filibuster takes. Specifically, the reverse order of child nodes
and depth-first exploration of the search tree means that the call to the Telemetry service from the
User Profile is explored as one of the last nodes in the search tree. As this call does not influence the
system’s behaviour, any subsequent combination with this call is deemed redundant. However, because
Reynard considers the fault injection points in another order, there are more cases to consider that are all
redundant (for the same reason). This explains the difference in reduction cases.

We found that visiting the search tree in a depth-first order does result in the same test cases and
reductions due to the service encapsulation reduction policy. However, the visited faultloads differed,
as the new fault injection point was included in nearly all visited nodes. This is less ideal, as we want to
find the minimal faultload that causes incorrect behaviour.

6.1.1. Discussion
Looking at the results of our comparison to Filibuster, we can conclude that Reynard can infer the same
information that Filibuster can in the specific cases included in the Filibuster Corpus. These scenarios
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cover frequently seen interaction and resilience patterns seen in Service-Oriented Distributed Systems.

While this holds for the scenarios in the Filibuster Corpus, we cannot conclude that this holds for all
systems. As noted for the netflix benchmark, an adjusted benchmark could prove Reynard unsound,
while Filibuster can remain sound. This is to be expected, as Filibuster has application-level metadata
available to differentiate fault injection points more accurately.

We believe that our dynamic model could remain sound if Reynard could gain access to this information.
The main limitation is not the abstraction or model, but the access to metadata. Still, Reynard can
be complete for many different Service-Oriented Distributed Systems that keep within the known
limitations.

Additionally, we find that Reynard can run in the same order of time as Filibuster, with Reynard
consequently running faster. As both are proof-of-concepts, numerous opportunities exist to reduce
runtime, so we do not consider this a significant benefit. Specifically, it can be reasoned that this is largely
due to Filibuster using a Python runtime, whereas Reynard uses Java and Go. A more fair comparison in
runtime would be to use Filibuster’s Java implementation!, but this cannot be trivially applied to the
corpus.

More impactful is the effect of the retry reduction policy, resulting in at least a 30% decrease in cases
for benchmarks with retries. A benefit of Reynard is that it can be applied in combination with the
service encapsulation reduction. This would be more complex to implement in Filibuster’s Python
implementation.

Influence of the Call Graph on the Search Space

When comparing the call graphs of the benchmarks and their effect on the search space, we find that the
largest combination of independent interactions with the same direct causal dependency dominates the
search tree. That is, the events with the same causal dependency that can be feasibly combined when
exposed to partial failures. This is evident in the netflix benchmark, where multiple calls originating
from the API Gateway are unaffected by partial failures.

Conversely, the search space is significantly reduced in the case of the audible benchmark. This is due to
two differences. First, having a more nested structure results in fewer fault injection points for the same
causal dependency. Second, all events depend on other events, preventing them from being combined.
If all events were dependent in the case of the nefflix benchmarks, then the search space would still be
significantly smaller, even with a “wider” call graph.

Meiklejohn [32] classifies causal dependencies as hard and soft dependencies. This definition is based
on whether failures in dependencies cause a failure to propagate to their causal dependent event. We
believe a similar distinction holds for events that prevent the continuation of related events with the
same dependency. As such, we state that, using the service encapsulation reduction, the search space is
dominated by the largest set of soft dependencies with the same direct causal dependency.

6.2. Applying Reynard to Other Benchmark Systems

Table 6.2 lists the results of applying Reynard to the other benchmark systems, as described in Section 5.3.
In the table, the fault space columns denote the complete fault space when considering all combinations
of fault injection points and 4 failure modes. The Reynard columns represent the exact number of cases
visited by the tool, the runtime per benchmark scenario and the average runtime per test scenario
execution. For each benchmark variant, the reported time represents the average runtime of at least 10
test suite executions.

We compared the results of each run to validate their consistency. The test cases explored are consistent,
with one logical exception. Benchmarks with scheduling nondeterminism have inconsistencies in the
order of the search space exploration, as this depends on the ordering of the call graph. In the following
sections, we provide further details on these results. Furthermore, we discuss the effort required to
instrument the system to work with Reynard.

1https ://github.com/filibuster-testing/filibuster-java-instrumentation
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Table 6.2: The search space and runtime of applying Reynard to benchmark systems.

Fault space Reynard
Injection Fault space Time Time per
System Benchmark Variant points size  Explored (s) test (ms)
Astronomy Shop  Shipping 4(0) 625 15 13 87.0
Recommendations 7 (0) 78 125 635 35.3 50.3
Custom pruner 7 (0) 78 125 31 23 754
Checkout 13 (0) 1220703 125 65 8.2 126.9
w/ predecessors field 13 (0) 1220703 125 65 92 141.6
Microbenchmark  Resilience patterns 7 (2) 78 125 548 208 38.0
w/ predecessors field 7 (2) 78 125 555 225 40.6
w/ retry reduction 7 (2) 78 125 536  21.0 39.2
w/ predecessors field
and retry reduction 7(2) 78 125 543 223 41.1
Reynard Register (3 proxies) 0 retries 3(0) 125 125 33 26.2
2 retries,
w/ retry reduction 9 (6) 1953 125 729 231 31.6
4 retries,
w/ retry reduction 15 (12) 30517578125 729 293 40.2

6.2.1. Applying Reynard to the OpenTelemetry Astronomy Shop

Applying Reynard to the OpenTelemetry Astronomy Shop took little effort. The demonstration application
was preconfigured with OpenTelemetry, which reduced instrumentation effort. What remained was to
adjust the runtime configuration to enable Reynard to work.

One issue we ran into when running the benchmarks was that the gateway proxy used in the
demonstration application has a built-in limit on the number of concurrent connections. As we reuse
the connection in the test scenario and quickly send numerous requests, we hit a limit in the proxy.
Therefore, we had to update this configuration to enable our test suite to work. In theory, we could
bypass the gateway proxy; however, to provide a more comprehensive test, we opted to test the whole
interaction end-to-end.

In the following sections, we detail each test scenario in the demo application to which we applied
Reynard.

Shipping Scenario

Getting the shipping cost of an order in the Astronomy Shop requires four synchronous calls. The
implementation of Astronomy Shop generates random values for the shipping cost, which are further
used in subsequent requests. Therefore, this scenario is subject to data nondeterminism. However, if we
disable the payload as part of the fault identification, we can still uniquely identify each request. This
can be done through a configuration parameter in the test decorator.

Figure 6.16 displays the call graph and search tree for this interaction. All calls are synchronous, and
any failure results in a direct failure propagation to the upstream service. As a result, we only need to
visit faultloads of size 1 to cover the whole fault space, as any subsequent event is excluded on a failure.
Additionally, as failures are propagated upstream, we can omit two cases (for the shipping and frontend
service). All cases can be covered in under 2 seconds, with each test case taking around 90 milliseconds
to complete. The overhead of starting and stopping the application is significantly larger than the time
it takes to run the benchmark scenario.

shipping

frontend-proxy @

(a) The call graph for the “shipping” scenario. (b) The search tree explored by Reynard.

Figure 6.16: The call graph for the “shipping” scenario in the OpenTelemetry Astronomy SuoP and corresponding search tree
explored by Reynard.
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Recommendations Scenario
To provide product recommendations, the recommendation service first retrieves a list of products,
selects four recommended products, and sends their identifiers to the frontend. The frontend then
asynchronously requests the full product data for each of the four products. Figure 6.17a displays the
call graph for this interaction.

The recommendation algorithm creates data nondeterminism for the test scenario. We can make the
fault injection points consistent by disregarding the payload. However, this makes the four requests to
get the product data indistinguishable. As such, there are four asynchronous requests with the same
identifier (up to invocation count) in the happy path that do not affect their subsequent calls. As we
discussed in Section 4.7, this can be problematic. If there is scheduling nondeterminism, then the n-th
call does not always correspond to the n-th product in the list. As the frontend is written in JavaScript,
we can be sure that each request is issued in order (as the JavaScript runtime is single-threaded), but no
guarantees can be given about the order of responses.

To explore the complete fault space, we must test all combinations of all failures for each request. Even
with data and scheduling nondeterminism, this is semantically correct: We want to investigate whether
any specific combination of failures causes unexpected behaviour in the SUT. Visible are the nested
combinations of product requests, which are the most significant contributors to the fault space.

| recommendations
(2) (3) /ListProducts product-catalog
(4.1) /GetProduct#0
product-catalog

(4.2) /GetProduct#1

frontend-proxy

(4.3) /GetProduct#2
(4.4) /GetProduct#3

(a) The call graph for the “recommendations” scenario.

L +3 +4 4 +4 +4 +3
catalog recommendation catalog catalog catalog catalog
/ListProducts /ListRecommendations /GetProduct#0 /GetProduct#1 /GetProduct#2 /GetProduct#3
+16 ¥16 +16 +16 +16 +16
catalog catalog catalog catalog catalog catalog
/GetProduct#1 /GetProduct#2 /GetProduct#3 /GetProduct#2 /GetProduct#3 /GetProduct#3
T64 64 +64 64
catalog catalog catalog catalog
/GetProduct#2 /GetProduct#3 /GetProduct#3 /GetProduct#3

1256
catalog
/GetProduct#3

(b) The search tree explored by Reynard.

Figure 6.17: The call graph for the “recommendations” scenario in the OpenTelemetry AstroNomy SHOP and corresponding
search tree explored by Reynard.

With expert knowledge, we can define a pruning strategy similar to the retry reduction policy, where we
either try only one fault or all faults for the asynchronous calls to the product catalogue. As we can see
from the results, this drastically reduces the search space, from 625 to just 31 test cases. This results in a
search tree, as presented in Figure 6.18, and a runtime that is an order of magnitude faster. Of course,
this requires manual effort by the developer to reduce the search space, which can be prone to errors.
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7 i 3 G4 +4 +4 +4 +3
i product-catal product-catalog product-catalog product-catalog
/ListRecommendations /GetProduct#0 /GetProduct#1 /GetProduct#2 /GetProduct#3

/GetProduct #0-3 “ListProducts

Figure 6.18: The search tree for the “recommendations” scenario with a custom pruning policy.

frontend
/recommendations

Checkout Scenario

This interaction is representative of complex interactions within a Service-Oriented Distributed System.
The Astronomy Shop has no built-in resilience patterns, but the complete full search space still encompasses
over a billion cases. However, this webshop interaction primarily involves synchronous, dependent,
and nested calls. Hence, the fault space can be significantly reduced, with only 65 cases, which can be
run in about 8 seconds.

Figure 6.19 illustrates the call graph and search tree for this interaction. We can see the flat structure of
the search space, corresponding to the synchronous calls. Furthermore, we can see from the search tree
that the response to the call to empty the user cart is ignored, allowing it to be combined with the next
sequential interaction.
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(b) The search tree explored by Reynard.

Figure 6.19: The call graph for the “checkout” scenario in the OpenTelemetry Astronomy SHOP and corresponding search tree
explored by Reynard.

If this were a real system, it could contain a number of latent bugs, depending on the intended semantics
of the services. For example, what should happen if the user’s card is charged, but the order shipment
service fails? Or, what should happen if no confirmation email is sent? And what if the cart is not
emptied?

Furthermore, our automatic test oracle detected that the checkout service emits a 503 (“Service
Unavailable”) error code when the order shipment request fails. If the frontend were instructed to
perform a retry on a 503 (a valid assumption), the user’s card could be charged twice, and no products
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would ever be shipped.

6.2.2. Applying Reynard to Itself

To enable Reynard to be applied to itself, we had to add OpenTelemetry instrumentation to its controller
and proxy service. Both are implemented in Go, so we followed the tutorial provided by OpenTelemetry
to add the instrumentation.

Instrumentation in Go requires some effort, as automatic instrumentation is still a work in progress. We
had to copy over a few lines of code from the tutorial and adjust the configuration parameters to suit
our purposes. Additionally, we had to manually instrument the HTTP client with OTel. All in all, this
required a non-zero but feasible effort.

To run the test scenario, we used Reynard in an integration test setup using Testcontainers?. This enables
the test to run in a CI/CD environment, as Testcontainers manages the task of starting and stopping the
services. As one of our earlier implementations focused on this type of setup, Reynard includes helper
functions to automatically instrument services in a Testcontainers setup, simplifying the setup.

Registering Faultloads

Our fault injection tool is a Service-Oriented Distributed System itself, and therefore we can verify its
resilience patterns. In particular, to ensure faults are correctly registered at all proxies, the controller
applies retries if it cannot reach them. The same network instabilities that can cause network faults can
influence the test environment.

Figure 6.20 displays the search tree for the faultload registration of one controller and three proxies with
the retry reduction policy enabled. This scenario is generally challenging, as the fault space cannot
be significantly reduced as the events are unrelated. When examining the search space explored for
this scenario without retries, we must cover all combinations of faults; there is no reduction possible.
Additionally, the events are prone to scheduling nondeterminism.

(a) The call graph for the “register” scenario with one retry.

)
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(b) The search tree explored by Reynard.

Figure 6.20: The call graph for the “register” scenario with one retry in Reynard and corresponding search tree explored by
Reynard.

We had to enable the retry reduction policy to run the test in a feasible amount of time. The complete
search space without it is equal to (1 + Y./, m')", where r is the number of retries, m the number of
failure modes and 1 the number of proxies. For 4 retries, this becomes (1 +4 + 42 + 43 + 4%)3 = 39 651 821

thtps ://testcontainers.com/
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cases, which would take over 18 days to complete. Using the retry reduction policy, this can be reduced
to just 729 cases, as it reduces the search space to (1 + 2m)" cases, which take around half a minute
to complete. The average runtime of each test case (including up to n retries for each request) takes
around 40 milliseconds to complete, which consists of the overhead registering and unregistering the
faultloads in the auxiliary controller and four proxies (one for each proxy and one for the controller)
and the overhead of their communication for fault injection.

6.2.3. Applying Reynard to a Microbenchmark

We created a minimal system that incorporates several common resilience patterns, including re-
tries, external fallbacks, internal fallbacks, and error propagation. All services in this system are
auto-instrumented with OpenTelemetry, and the runtime is adjusted using the helper functions for
Testcontainers available in Reynard, resulting in a minimal instrumentation effort.

Figure 6.21 illustrates the call graph and corresponding search tree explored by Reynard for the variant
without the predecessors field and without the retry reduction policy. For this test scenario, a failed
request to service B results in a retry. Faults in the requests to both C and D are resolved by using a
default response value, and faults does not influence other calls. Faults in the request from E to F cause
a propagated erroneous response to A. If either the call from E or F fails, a call to G is performed as an
external fallback.

(a) The call graph for the “resilience patterns” scenario.

(b) The search tree explored by Reynard.

Figure 6.21: The call graph for the “resilience patterns” scenario in our microbenchmark and corresponding search tree explored
by Reynard.

We ran this scenario in four variations: with the default configuration, with the predecessors field,
with the retry reduction policy, and with both. The retry reduction decreases the number of test cases
explored due to the retry to service B, regardless of the predecessors field. Adding the predecessors
field increases the number of test cases, as the retry changes the predecessors field for the subsequent
events. As a result, equivalent calls are considered distinct events. In this case, the predecessors field is
not required and is detrimental to the efficiency of Reynard.

The search space is dominated by the combination of fault injection points that have fallbacks. Because
the call to service C does not exclude any subsequent calls, this significantly increases the search space.

6.2.4. Discussion
As can be seen from the results, it is feasible to exhaustively cover the relevant fault space in a time
comparable with the overhead of starting and stopping the required services.

However, it should be noted that these are idealised systems that have little additional functionality.
This results in the low runtime per test scenario. We expect real systems to have a significantly higher
runtime per test case. We explore this further in Section 6.3.

Additionally, we find that Reynard is practical to use in existing systems. Applying it to the OpenTelemetry
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Astronomy Shop system, which incorporates 9 programming languages and 2 protocols, highlights that
it can be used in a wide variety of systems. Similarly, setting up the instrumentation for Reynard to work
on itself is a relatively small effort, and the same applies to our microbenchmark. Furthermore, the
ability to run tests using Testcontainers demonstrates the flexibility of this approach, enabling testing at
earlier stages of development in an automated manner.

Configuring both OTel and setting up the runtime for Reynard requires a non-zero but reasonable effort,
which is flexible enough to be applied in various use cases. Furthermore, it is not a requirement that
every service must be instrumented. Although it is required for Reynard to be complete, it is possible to
adopt the instrumentation incrementally. Reynard ignores a service with no instrumentation or proxy
configured.

6.3. Applying Reynard to an Industry System

Table 6.3 presents the results of applying Reynard to an industry system for two scenarios, each with
different variants. For each test scenario, we denote the number of fault injection points involved and
the number of fault injection points that only appear conditionally due to injected faults. Based on this,
we state the size of the complete fault space, which represents all combinations of fault injection points
and 4 failure modes. Next, we state how many test cases were executed by Reynard to cover the fault
space exhaustively. Furthermore, we state the average time for the complete test suite and the average
time per test execution. The runtime is the average of only 2 executions of the test suite, due to the
significant runtime.

Table 6.3: The search space and runtime of applying Reynard to an industry system.

Fault Space Reynard
Injection Time per
Scenario Variant points Fault space size ~ Explored  Time (s) test (ms)
Scenariol  no optimizations 18 (9) 3 814 697 265 625 517 1664.2 32189
w/ retry reduction 18 (9) 3 814 697 265 625 493 1620.8 3287.6
w/ predecessors field 18 (9) 3814 697 265 625 601 2 068.4 34416
w/ predecessors field
and retry reduction 18 (9) 3814 697 265 625 594 2083.3 3507.2
Scenario2 ~ w/ retry reduction 20 (10) 95367 431 640 625 378 12183 3223.0
w/ predecessors field
and retry reduction 16 (8) 152 587 890 625 509 2001.9 3933.1

Scenario 1

The first scenario is a create operation that involves 6 services and 8 endpoints. For 6 interactions, a
single retry is attempted for a specific failure modes. With subsequent calls on these retries, this results
in 9 conditional fault injection points. The complete search space, comprising all combinations of faults,
is in the trillions of cases; however, with our reduction policies, this is significantly reduced. We ran
this scenario with four variants: the combinations of enabling the retry reduction and including the
predecessors field as part of the identifiers.

We find that the retry reduction policy reduces the search space, but to a lesser extent than in other
scenarios observed in the benchmark systems. This is due to retries only being performed on specific
status codes, whereas in the benchmarks, they often occurred on all failure modes.

Furthermore, we find that including the predecessors field in the identifiers results in more test cases
being explored. This is similar to what we saw in the microbenchmarks. The retries influence the
predecessors field, which prevents us from correlating information observed about equivalent fault
injection points. Hence, we see an increase in the number of test cases. Additionally, there is an increase
in runtime per test case, as predecessors field make the analysis computationally more expensive.

In this scenario, we do not need to include the predecessors field, as there are no indistinguishable
interactions with the same identifier, unlike in the netflix benchmark. However, this could only be
determined by manually inspecting the semantics of the interactions. It can be safer to include it when
running a new test suite.
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Scenario 2

The second scenario is an update operation that involves 5 services and 9 endpoints. For the first
interaction, a single retry is attempted when it fails with a specific failure mode. After this first
interaction, the service publishes an Apache Kafka® event. The other interactions are part of the
consumer of the Kafka message, which, on failure, are all automatically retried.

We do not intercept the interaction where an event is published to Kafka, as Kafka uses a proprietary
binary protocol. As a result, no new parent span is created. This leads to the interactions being directly
related to the root interaction, rather than a new interaction. As a result, we need the predecessors field
to accurately identify events, as otherwise we incorrectly correlate different events.

Kafka is an asynchronous message system. But Reynard only waits for the response of the root interaction
before collecting reports from the instrumentation. This means that we cannot be certain that all events
are completed before we collect the reports. As a result, this could make the test execution flaky. In our
case, we found that it consistently performed the same number of retries within the time window of the
test execution. Therefore, this is not an ideal test scenario, but we have included it because it still allows
us to investigate interesting combinations of faults.

This scenario benefits from the retry reduction due to the retries on any failure of events in the Kafka
message consumer. We could not run the test suite without it, as it would take an excessive amount of
time.

Similar to scenario 1, including the predecessors field in the identifier increases the number of test
cases explored, as well as the average time per test. Yet, we do observe that the fault injection is more
precise, as we can correctly identify the fault injection points. In this case, it is beneficial to include the
predecessors field because we can be certain that we do not accidentally omit test cases. At the same
time, we visit potentially redundant test cases, but we cannot omit them due to the lack of correlated
information.

Higher Runtime per Test

In general, we find that the runtime per test is an order of magnitude higher than in the idealised
benchmark systems. More functionality, complex computations, and database calls result in longer
runtimes. Moreover, multiple requests are required to bring the system into the right state before a test
case can be executed. In particular, 4 and 5 requests were required for scenarios 1 and 2, respectively,
to get the system in the right state. Additionally, faults that result in a retry incur a one-second retry
interval, and each test execution can have multiple retries. All of this results in an order increase in
average runtime per test case. Nonetheless, it is possible to reduce the search space from trillions of
cases to just under 500 test cases, which can run in around 30 minutes.

Data Nondeterminism

Responses in both scenarios had data nondeterminism in the form of generated UUIDs. To resolve this,
we omitted the payload from the fault identification. This made the identification consistent, but led to
an indistinguishable event in the case of scenario 1. As the runtimes for these scenarios are synchronous,
we attempted to utilise the predecessors field in our identification to resolve this issue. But, in this case,
all indistinguishable events are successive. In particular, two sequential interactions have the same
identifier, and both have retries on specific failure modes. If they were asynchronous calls, this could
have led to identification issues. In this synchronous case, Reynard is still able to infer the system’s
behaviour correctly without the inclusion of the predecessors field.

6.3.1. Uncovered State Divergence Bug

For scenario 1, we detected an unexpected behaviour using our automated test oracles. While Reynard
only injects 5XX HTTP failures, the system responded in some cases with a 404 status code. After
inspection, we uncovered a state divergence bug [38] in the interaction between three services. That is,
there was a mismatch between the expected and the real state of a service.

Figure 6.22 illustrates the high-level interaction between these services. For service A to communicate
with service C, it must first request some information from service B, which relies on service C. If an

3https ://kafka.apache.org/
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error occurs when service B interacts with service C, then service B performs an internal state update
and propagates an erroneous response.

. & (1) #0 . (2) ‘

Figure 6.22: The high-level interaction that caused a resilience bug. Service A calls service B. If the call to B returns a status code
503 (“Service Unavailable”), it performs a retry. Service B calls service C when called.

The issue occurred because service A utilised an HTTP client that automatically performs a retry on
a 503 status code, in an attempt to resolve a transient fault. Under normal circumstances, this would
be safe for non-idempotent endpoints: a 503 status code indicates that the services never received the
request. However, service B propagated the status code from service C in its response, which led to an
unexpected retry from service A. The endpoint of service B is not idempotent, and will return a 404
response due to the state update it performed on the first attempt.

Component testing did not cover this unintended behaviour. A component test for service B covered its
behaviour when a mocked service C was unavailable. The test suite for service A covered the behaviour
of an unavailable service B. Yet, only under composition does this emergent behaviour occur.

Our two automatic oracles can help uncover this issue. We detect the propagation of a semantically
incorrect status code by service B, when faults are injected at service C. Moreover, we observe a failure
(the 404 response) without a direct cause on the retry. After the investigation, we could conclude that
they are related.

6.3.2. Discussion

Our industry results show a discrepancy between the idealised benchmark systems and real systems.
Due to increased functionality, the search space is more complex, and the overhead to prepare the
system’s state can be significantly higher. Nonetheless, even in complex cases, an exhaustive test can
run in a tractable amount of time. Furthermore, we can identify bugs using our methods, even when
our experiments were primarily designed to evaluate tractability and runtime efficiency.

Yet, it depends on the organisation if the runtime is reasonable. Especially in companies that deploy
often, a half-hour window might be prohibitive. However, exhaustively testing key scenarios using
automated fault injection testing can still be performed, but maybe not for every release.

It is worth noting that the test scenarios primarily involved synchronous and dependent interactions,
which helps keep the search space tractable. As we have seen from the FILiBUSTER corpus, specifically the
netflix benchmark, if the system contains independent events, the search space grows more quickly. On
the other hand, there are still techniques that can be applied to reduce the search space and increase
runtime efficiency. For example, if we identify independent events, we can create a reduction policy that
applies combinatorial testing [67] to significantly reduce the search space. Furthermore, if test scenarios
can be run in parallel, we could speed up the runtime by running candidates in batches.

We do not expect Reynard to be applied to cover the complete fault space at every stage of the Software
Development Life Cycle (SDLC). For example, we can run Reynard with only a subset of the services,
some of which can be mocked. Moreover, we can configure Reynard with specific reduction policies
(e.g., only applying faultloads up to a specific size) to ensure the tests run in a reasonable time for that
specific stage, while catching lower complexity bugs. Only for releases would we expect the exhaustive
test to be run.

6.4. Measuring the Overhead of Reynard

Table 6.4 lists the results of running stress tests on Reynard to measure its overhead. For relevant
scenarios, we tested with a mocked controller or included the flag to mark it as the initial event, or both.
Furthermore, we include the throughput in requests per second, and the mean latency and the 50th,
90th and 99th percentiles of response time. We ran the experiments for 1 minute. As such, the average
latency is the average of all messages in that minute, which is equal to 60 times the requests per second.

We can see from the table that the latency introduced by the proxied server is minimal, with its request
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Table 6.4: Measured overhead of Reynard in a stress test for different scenarios.

Scenario Initial Mocked Req/s Average P50 (ms) P90 (ms) P99 (ms)
event? controller? Latency (ms)

Direct to service 13 243 0.30 0.30 0.40 0.49
No instrumentation metadata 7214 0.56 0.53 0.72 1.06
Unknown trace 6968 0.59 0.55 0.76 1.25
Known trace, no fault 964 4.29 3.76 7.74 12.05
v 945 4.35 3.87 7.99 11.83

v 2 669 1.52 1.44 2.02 3.00

v v 2 657 1.53 1.45 2.04 3.14

Known trace, matching fault 903 4.90 3.90 10.04 17.37
Matching fault, large faultload 911 4.78 3.95 9.66 15.92

and response taking only 300 pis on average. The impact of the proxy for requests that are not part of a
trace of interest is also minimal, with at most 1.06 ms of latency to the request, of which at most 490 us
can be attributed to the proxied server.

The overhead is higher for events that are part of a registered trace. Different parts of the request must
be inspected, and a request to the controller is required to determine the unique identifier and to report
the request. This results in an expected increase in overhead.

In the stress test, all requests are interpreted as events of the same trace. This leads to an increasing
complexity over time in both the proxy and the controller. The overhead is more linear in the variant
where the controller is replaced with a mock.

The influence of a larger faultloads is minimal, with an overhead in the same order as a small faultload.
Most differences in results can be attributed to measurement noise.

6.4.1. Discussion

It can be concluded that the proxies are as transparent as possible to requests that are not part of
the traces of interest. This implies that it is feasible to keep the instrumentation running in a test
environment without influencing the SUT.

For traces of interest, the proxies introduce some expected overhead. Considering that every event
passes through a proxy, the overall overhead increases linearly with the number of sequential fault
injection points in a test scenario.

What is less optimal is that there are outliers that have significantly more overhead. There are several
reasons why this might be the case. For one, the proxy and controller are written in Go, which has
a garbage collector. Due to the stress test, a significant amount of memory is allocated to handle the
requests. Especially in the case of an event of interest, the response body is retained in memory to be
reported, rather than being streamed directly as a response. At one point, the garbage collector might
be triggered, resulting in a significant increase in latency. Furthermore, for the controller to determine
the invocation count atomically, the implementation uses a lock. Similarly, it keeps a lock on its internal
datastore. If a specific request is kept in contention for the lock for an extended period, it causes delays.
As we observe fewer significant outliers in the scenarios with a mocked controller, we deduce that there
may be performance gains to be made in the controller.

The overhead in an actual test scenario can differ. In this benchmark, we run the controller, proxies and
proxied server on the same machine. An additional network hop might have a more significant impact
in a realistic system, where services can run on different machines. On the other hand, the measured
latency represents the system’s performance under stress. In non-stress situations, the overhead might
be less.

There may be systems with strict timing requirements, for which the latency introduced by Reynard is
prohibitive. However, for most Service-Oriented Distributed Systems, we assume that the overhead
introduced by Reynard is acceptable as it is similar to the overhead introduced by a service mesh*.

4https ://istio.io/latest/docs/ops/deployment /performance-and-scalability/#latency-for-istio-124
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6.5. Discussion Summary

We conducted multiple empirical evaluations of our tool for different evaluation purposes. Based on
these evaluations, we can draw general conclusions related to our research questions.

We conclude that Reynard and its network-level instrumentation are practical to apply to existing
Service-Oriented Distributed Systems (RQ1). This is supported by our empirical application to a wide
variety of systems, comprising services written in various programming languages, utilising different
communication protocols, and in different runtimes. Our application to an industry system additionally
supports this. Furthermore, we find that our model can support a comprehensive set of interaction
patterns, as highlighted by the distinct call graphs and system interactions covered in our empirical
evaluation.

We can further conclude that Reynard is effective and efficient in assessing the resilience of a Service-
Oriented Distributed Systems (RQ2). When compared to a state-of-the-art tool, we find that our
reduction policies can reduce the search space to an equal number of concrete test executions, with a
consistently lower runtime (RQ2.1). This provides confidence in the correctness of the dynamic analysis
and model of the system’s behaviour. When applying our retry reduction policy, we can further reduce
the search space beyond the state of the art. However, we do find that there exist communication
patterns which would be more challenging for Reynard to understand, but which are not part of the
benchmark used for comparison. In general, we find that the search space, when reduced using our
reduction policies, is dominated by the largest set of faults with the same direct causal dependency that
can be feasibly combined (RQ2.2). Furthermore, we find that the instrumentation required by Reynard
minimally influences the SUT, adding approximately 4 ms of delay per request of interest in high-load
conditions (RQ2.3).

When applying Reynard to an industry system, we find that it can be effectively applied to a real system
(RQ3). We find that Reynard can significantly reduce the search space in realistic and complex scenarios,
making exhaustive testing tractable. Yet, it might not be as effective in every industry system, as the
result depends on the system’s interaction patterns, which influence the reduction of the search space.
When compared to benchmark systems, we find that test scenarios have a significantly higher runtime.
This is due to the increased complexity and functionality of system interactions, as well as the complexity
of bringing the system into the correct state.



Related Work

The design of our tool is inspired by and builds upon previous work. In this chapter, we review
the related work and its relevance to our own. We summarise their contributions and compare their
difference to Reynard.

FATE and DESTINI (2011) [13] is a framework for exhaustively testing partial failures. It has two
components: FATE is a fault injection and exploration service, DESTINI is a specification language to
define correctness properties that can be validated using FATE. It uses unique identifiers for faults as an
abstraction, and it automatically explores the full fault space. Furthermore, it addresses the exponential
explosion of the fault space. To more efficiently visit the fault space, FATE primarily uses prioritisation
using combinatorial testing [67]. FATE uses service-level fault injection, by intercepting I/O events.

PreFail (2011) [14] is a programmable fault injection framework. It is a continuation of the work of [13]
and uses FATE as the underlying fault injection tool. PreFail enables users to program pruning policies,
utilising expert knowledge to prune the fault space. This can be done as either a filter policy or a cluster
policy. In a filter policy, a predicate function can be defined that filters test cases. In a cluster policy, a
function can be defined that equates two faultloads. Using the cluster policy, only one is selected for
each equivalence class. PreFail visits the search space in order of increasing size of faultloads. The
different pruning policies are applied to all faultloads of the same size. The exploration strategy served
as inspiration for Reynard.

Jepsen (2013) [53] is an automated random fault injection tool. Its primary focus is validating consistency
models for distributed databases. Over the years, it has been used to perform over 46 analyses, finding
numerous consistency bugs in various popular databases. Its failure model allows for a wide range of
process-level and network-level failures by perturbing the containerised runtime. In particular, it allows
for network partitions and clock modification that can help to uncover consistency bugs. Additionally,
the authors have created a range of analysis tools to find and explain consistency bugs in the observed
behaviour.

Lineage-Driven Fault Injection (2015) [15] and its corresponding tool Molly present an automated
fault injection technique to drastically reduce the fault space. In particular, it encodes the system'’s
lineage (behaviour) as logical statements, and uses a SAT Solver to find new test cases that could
violate a property. It proves that, given the runtime conditions, it can give a parametrised guarantee
that the property holds for all admissible faults. In the original paper, the runtime is significantly
constrained. Programs must be written in a self-made logical language and free of concurrency and
data nondeterminism. Furthermore, the failure model only allows for the complete failure of a service,
not accounting for transient failures. In its original form, it is more functional as a model checker.

In a follow-up work, the authors collaborated with Netflix to apply Lineage-Driven Fault Injection (LDFI)
in a real-world scenario [33]. They show that LDFI can be used to effectively explore the significantly
large fault space found at Netflix. An interesting takeaway from the paper is that classifying behaviour
by status code can be unsound, as they encountered errors with a 2xx status code in a real system.
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Gremlin (2016) [46] is a network-level fault injection and assertion tool. Its reasoning convinced us that
a practical fault injection tool utilises network-level instrumentation. Although the tool is systematic, it
is not automated. It primarily supports systematic assertions on the correct functioning of resilience
patterns, but does not systematically explore the fault space. The blast radius of injected faults in Gremlin
is the service, not requests. As later works argue, a smaller blast radius is preferred. The tool Gremlin
should not be confused with the Gremlin resilience platform-as-a-service! that was started by the author
of [33].

IntelliFT (2020) [57] is an automated guided search fault injection tool. IntelliFT uses LDFI as a reduction
algorithm and to find the relevant fault injection points. First, it injects faults at each found injection
point in isolation. It then applies an evolutionary search algorithm to address the exponential explosion.
Specifically, it starts with a batch of randomly selected faults and mutates them to find more impactful
combinations of faults.

Filibuster (2021) [16] is a service-level automated fault injection testing tool that is closely related to our
work. The primary difference lies in the method of fault injection. Filibuster extends the OpenTelemetry
instrumentation to simulate service- and network-level failures. Furthermore, it has access to the
services’ runtime information, allowing it to infer causal dependencies and precisely identify fault
injection points. Reynard relies on unaltered OpenTelemetry instrumentation to provide correlation,
and applies network-level fault injection testing. Although this is less precise, it is more practical. Even
as a proof-of-concept, our tool can operate in various runtime environments, whereas Filibuster requires
rewriting its instrumentation implementation for each programming language and framework used.

3MileBeach (2021) [17] is a distributed tracing solution with service-level fault injection capabilities. It
can trace and inject faults by replacing the serialisation and deserialisation libraries. Most programming
languages have only one or a small number of serialisation libraries per protocol. Still, this requires
adjusting all serialisation libraries in all relevant protocols and languages. Instead, Reynard relies on
engineering effort already performed?.

3MileBeach’s main contribution is its ability to handle transient faults rather than only performing
persistent failures. The paper mentions investigating how 3MileBeach could be used with LDFI, but to
our knowledge, no such work has been performed at the time of writing.

RainMaker (2023) [38] is an automated fault injection tool that simulates partial failures of dependent
cloud services. It proposes a taxonomy of error-handling bugs for cloud-backed services. Furthermore,
it proposes several automated test oracles to verify the resilience properties of systems. Reynard takes
inspiration from one of the automated test oracles, and we based our retry reduction policy on their
fault injection policy.

MicroFI (2024) [41] is a network-level automated fault injection tool. It uses the Istio service mesh, and its
fault injection capabilities®. Furthermore, it uses LDFI to reduce the search space. Its main contribution
is a prioritisation algorithm based on Google’s PageRank algorithm to prioritise impactful faultloads
using runtime information. Reynard takes a similar approach to MicroFl in utilising OpenTelemetry’s
context propagation to help identify which message should be considered for fault injection. However,
MicroF| cannot inject faults as precisely as Reynard, as they cannot precisely inject transient faults per
service, as this is not tracked. Additionally, because it relies on Istio, it can only be used in environments
that utilise Istio.

MicroF| shows that it can be feasible to parallelise and prioritise faultloads to improve the efficiency of
an automated network-level fault injection tool. Furthermore, MicroF| takes a more holistic approach
and uses the result of other test scenarios that have overlapping functionality to reduce their search
space. Similar effort could be used to improve Reynard in future work.

1https ://www.gremlin.com/
thtps ://opentelemetry.io/ecosystem/registry/
3https ://istio.io/v1.20/docs/tasks/traffic-management/fault-injection/#injecting-an-http-abort-fault
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Conclusion

At the start of this thesis, we formulated three research questions. In this chapter, we provide a concise
answer to those questions.

(RQ1) How can we practically assess the resilience of a Service-Oriented Distributed System using
automated fault injection testing?

Based on the insights of previous work, we conclude that network-level fault injection can make
automated fault injection testing more practical. This is because network-level fault injection is agnostic
of the runtime and only dependent on the used communication protocols. In Service-Oriented
Distributed Systems, we expect this to be more uniform than the number of programming languages
and frameworks used.

Combining network-level fault injection testing with existing distributed tracing instrumentation, such
as OpenTelemetry, can make it more precise and reduce the blast radius. The instrumentation effort of
including distributed tracing is non-zero, but it is feasible in most systems.

However, network-level instrumentation lacks access to service-level metadata. As such, it requires a
more sophisticated representation of system interaction to infer the same information. We propose a
search space exploration method, fault injection point identification and an abstract model to dynamically
infer how faults influence the system behaviour, based on earlier observations. Using a search tree
representation and applying different pruning policies, we can efficiently represent and reduce the
search space. Based on our evaluation of benchmark systems and industry systems, we find that our
method can accurately represent and understand the system’s behaviour. Still, it can be expected that
there exist test scenarios in real systems where service-level metadata is required to distinguish events
correctly.

(RQ2) How effective and efficient is it to assess the resilience of a Service-Oriented Distributed System
using automated network-level fault injection testing?

To validate the practicality of a network-level automated fault injection testing tool, we implemented a
prototype of our design called Reynard. Based on our evaluation of Reynard, we conclude that using
automated network-level fault injection testing for Service-Oriented Distributed Systems is effective
and efficient. It is practical to apply Reynard to various Service-Oriented Distributed Systems, which
would be impractical with the existing state of the art. Furthermore, we demonstrate that, compared
to a state-of-the-art tool, Reynard can accurately and efficiently determine the minimal search space,
even when lacking access to service-level metadata. Additionally, we show that Reynard enables the
composition of a state-of-the-art reduction algorithm with a new reduction algorithm, further reducing
the search space beyond the state of the art.

Our results indicate that the instrumentation required by Reynard is nearly transparent for existing
services, thus reducing the risk of influencing the test results.
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’ (RQ3) How effective is Reynard when applied to an industry system?

We show that applying Reynard to an industry system is practical. We can exhaustively cover the
fault space for complex and key system interactions in a tractable amount of time. Using Reynard, we
identified a previously undetected bug in the system. However, it depends on the release frequency
and behavioural characteristics of a system to determine whether an exhaustive test is feasible for every
release.

Furthermore, we find a discrepancy between idealised benchmark systems and real industry systems.
Runtimes are higher as industry systems contain complex and unexpected behaviours. It would be
beneficial to have more realistic benchmark systems to experiment with.

8.1. Future Work

Automated fault injection testing is a helpful tool for testing Service-Oriented Distributed Systems.
While we address a subspace of the problem by aiding the technique’s potential adoption, several open
questions remain that future work could address.

We believe the following research directions are relevant to explore (in no particular order):

* Add support for asynchronous communication - Reynard was made to verify interactions that use
a request-response communication pattern. However, many Service-Oriented Distributed Systems
use distributed message queues and asynchronous communication. Although events can be traced
through a message queue, the main challenge is determining whether the interaction is complete.
Furthermore, most message queues have proprietary communication protocols. Injecting faults at
the creation of a message in the queue requires extending the proxy to understand these protocols.

* Define a general model of system interactions - Reynard includes an abstract model of the effect of
faults on the call graph. Currently, this model is evaluated by covering a large number of different
systems and service interactions. However, some systems might exhibit an unseen type of complex
logical behaviour, which the model might incorrectly interpret.

To our knowledge, there does not exist an abstract model that covers all feasible behaviours of
a service endpoint in Service-Oriented Distributed Systems. This makes it difficult to verify
the completeness or soundness of our approach beyond empirical evaluation. In the context of
distributed algorithms, models exist that cover processes, but they lack a standard model for
the observable effects of failures. This is complicated by the fact that real system processes are
implemented in general-purpose programming languages and can perform any arbitrary logical or
computational step or condition.

e Investigate other automated test oracles - As the test suite is automated, it is beneficial to
automatically detect incorrect behaviour instead of relying on expert developers. It might not be
trivial to define correctness properties for Service-Oriented Distributed Systems, but there exist
multiple anti-patterns that could be detected.

¢ Extend the model to include other failure types - Our current model and tool could be extended
to cover other failure modes, such as timing and response omission failures. Adding these failure
modes affects the operation of current pruning policies and necessitates new policies to reduce
the search space based on the expected behaviour of such failures. A challenging aspect is the
composition of the different failure types. To allow new failure types, the implementation of the
proxy can be extended to cover additional failure modes.

¢ Control both scheduling and partial failure nondeterminism - As all messages go through a
controlled proxy, extending the instrumentation to control the ordering of events is possible. If
fault identification is accurate, a list of happens-before requirements for concurrent events could be
used to instruct the instrumentation. The instrumentation could then ensure this ordering, similar
to what current state-of-the-art tools in the tangential field of concurrency testing can perform.

8.2. Functional Improvements of Reynard

While it is a prototype, we believe that Reynard has the potential to be used in practice. Yet, functional
improvements could be added to Reynard to extend its functionality, effectiveness and practicality. Due
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to the project’s scope and time constraints, we were unable to incorporate all of these ideas.

We believe that the following improvements are feasible and useful (in no particular order):

Parallelize test execution - Due to the request-level blast radius, it would be feasible to parallelise
test execution. This is not a novel idea; a similar concept is proposed by [14] and implemented
in [41].

A challenge with this approach is identifying the root cause in the event of a failure. When a failure
exceeds its blast radius, it might be unclear which concurrent test case is responsible. [41] proposes
re-running all candidates sequentially when a violation is detected.

Allow the prioritization of faultloads - Multiple related works have proposed methods to prioritise
faultloads that are more likely to cause property violations. This can be useful even if we intend to
test exhaustively, as it can find a counterexample faster.

In the current implementation of Reynard, this could be a separate component and interface for
comparing two faultloads. A generator component could use these components to sort its queued
faultloads.

A potential challenge of sorting faultloads is that it can influence the efficiency of pruning policies,
as they rely on historic observations. Prioritisation might be more efficient in finding bugs faster,
but it might increase the search space when no bugs are present.

Extend the proxy to work with additional protocols - Our current implementation can instrument
messages that use the HTTP or gRPC protocols. These protocols are commonly used for commu-
nication between (micro) services. However, communication between services and databases or
other (distributed) data structures often relies on proprietary protocols.

To enable fault injection between services and their data stores, it would be beneficial to incrementally
add different protocols so that Reynard can correctly determine their identifier and inject realistic
faults.

Enable users to define equivalence classes of behaviours - Reynard has a built-in assumption
that system interactions are equivalent if they have the same status code. If a system violates this
assumption, then Reynard is not guaranteed to be complete. This could be resolved if the user can
define an equivalence relation for responses that is specific to their system.

Furthermore, a similar approach could be used to automatically prune system test cases, similar to
the pruning strategy presented in PreFail [14].

Provide tooling to deploy Reynard in different runtimes - To decrease the cost of instrumentation,
it would be useful to provide tools to enable automatic instrumentation. For our evaluation, we
built a script to automatically adjust Docker Compose files for use with Reynard. This could be
integrated into a more functional tool that performs similar functionality for Kubernetes or other
distributed runtimes.

Provide tooling to visualize reports - Currently, the users are mostly provided with a report in
the form of several JSON files. We developed scripts to visualise parts of these reports for our
evaluation. It would be beneficial to enhance these tools by providing detailed visual reports that
enable users to understand what was explored and aid in resolving uncovered bugs. Furthermore,
it could aid the user in understanding the resilience patterns in their system.
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