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Preface
In September 2018, the Smart Teddy project was founded by a group of researchers within the Hague
University of Applied Sciences1 in the Netherlands. The Smart Teddy project is a multidisciplinary
project aiming to create an interactive system, using a teddy bear as a focus point, which collects the
data needed in order to enable seniors with dementia to live independently for a longer period of time.
A visual of the functionality of the Smart Teddy is pictured in Figure 1. Over the last three years, three
prototypes of the Smart Teddy have been developed. The Smart Teddy project was introduced as a
final project for students following the BSc program Electrical Engineering at the Delft University of
Technology2. Starting in April 2021, a team of six students attempted to further develop the Smart
Teddy over the course of 11 weeks.

Figure 1: Visual of the Smart Teddy.

This thesis contains the Human Interaction & Integration
sub­domain of the Smart Teddy thesis project, where
Human Interaction refers to the aspects of the Teddy
that encourage interaction with the user, and Integra­
tion refers to the combination of all sub­domains into
one fully functioning prototype. In this thesis, the de­
sign choices, implementation methods and verification
are discussed. The contribution to the prototype re­
garding Human Interaction & Integration are the ad­
dition of a movement system using pneumatics, the
implementation of a flexible touch sensor, the abil­
ity for the Teddy to produce audio, to communicate
wirelessly with the Base Station, and for all compo­
nents in the Teddy to communicate with the main con­
troller.

The final prototype has been implemented using the Raspberry Pi Pico microcontroller, which was
mounted on a custom PCB. All controls are provided by the Pico, and uses I2C, SPI, UART, and ana­
log and digital inputs to communicate with the sensors and actuators. These sensors and actuators
were implemented using off­the­shelf breakout boards and drivers, to allow for fast design­ and test iter­
ations. The movement of the Teddy has been implemented using air pumps and molded silicon rubber,
and the tail wagging is implemented using the same principle used for soft robotic grippers. The final
prototype is fully functional and meets 16 of the 20 requirements ­ the requirement concerning speech
recognition and the noise produced by the pumps have not been met.

We would like to acknowledge and thank our supervisors, Zaid and Hani, for their ongoing support and
feedback we received during the project. We would also like to thank Ezra and Annemarie, who were
so kind as to meet with us and share their extensive knowledge on people suffering from dementia ­
your input gave us extremely valuable insights and your enthusiasm on the topic was inspiring. We
owe a big thank you to Madelene, for not only giving birth to one of the authors of this thesis, but also
for her large contribution to the design and development of the physical structure needed for the Teddy,
which required a lot of creativity and experience with a sowing machine. And last but not least: Lyana,
Taha, Alan and Tim, you make up for a great team, and we are glad we got to develop and build the
Smart Teddy together. We feel proud to have contributed to a product which will make a positive social,
financial and physical impact on seniors suffering from dementia and their loved ones.

Shea Haggerty and Laura Croes
Delft, June 2021

1To be hereafter mentioned as the Haagse Hogeschool
2To be hereafter mentioned as TU Delft
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1
Introduction

1.1. Situational Assessment
Year by year, the life expectancy of people in the Netherlands increases, leading to an increase in the
strain on the healthcare system [39]. Additionally, each year almost ten million new dementia patient
are diagnosed world wide, making the total number of people that will have been diagnosed with de­
mentia to be 82 million by 2030 [48]. The past two years, the lack of resources in the healthcare system
has become even more troublesome due to the rise of COVID­19. According to research conducted by
Numbers & Brodaty, people suffering from dementia are more likely to contract severe Covid­19 and,
in addition, are experiencing an extreme level of isolation due to the lockdown restrictions [33] ­ and
sadly, the risk of Alzheimer disease more than doubles for seniors when they experience extensive
loneliness [53].

Dementia is an incurable, progressive syndrome which causes deterioration in cognitive function be­
yond what might be expected from normal ageing. It affects memory, thinking, orientation, comprehen­
sion, calculation, learning capacity, language, and judgement, while contrarily, the consciousness of
the person suffering from dementia is not affected [48] ­ making it an especially awful syndrome for
both the patient and their loved ones.

The decrease in the cognitive function of a person suffering from dementia is accelerated when they
are socially isolated [28]. Social isolation is a common occurrence among seniors, who make up the
majority of the people diagnosed with dementia ­ and sadly, approximately seven percent of people
over the age of seventy suffer from a form of dementia [2].

As the dementia of the patient progresses, it becomes considerably more and more dangerous for them
to live independently; the risk arises of developing a disturbed sleeping and eating schedule, as well
as the occurrences of dangerous situations (e.g. leaving the gas stove on, falling, wandering). In order
for seniors suffering from dementia to live independently for a longer period of time, it is imperative they
receive regular check­ups from loved ones or carers. However, this can be a strenuous task for loved
ones, both mentally and physically [17], and involving a carer into the routine of the senior suffering
from dementia can pose as a large financial burden. However, the seniors being able to live indepen­
dently for a longer period of time will relieve strain from the healthcare systems [17], as care homes
often do not have access to sufficient budget and staffing to cope with the number of patients in need
of being admitted into a care home. The latter is known to induce emotional, physical and mental strain
on care home staff [20].

1
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1.2. The Smart Teddy
In September 2018, a group of researchers from the Haagse Hogeschool in the Netherlands started
the Smart Teddy project, in order to tackle this enormous problem which increases in severity as each
year passes. The Smart Teddy project aims to develop a teddy especially for seniors suffering from
the early stages of dementia, who wish to prolong the time for which they can live independently. This
can be achieved by monitoring and recognising daily activities and routines of the senior, as well as
recognising previously mentioned dangerous situations. Using the data collected by the Teddy, the
quality of life can be determined, which can thereafter be sent to the caregiver or close relative of the
senior. As a result of this, the caregiver or relative receives regular updates and reassurance regarding
the well being of the senior, and will be alerted when dangerous situations occur.

Besides monitoring the senior, the Smart Teddy provides companionship in order to battle social isola­
tion, which in return helps to slow down the progression of dementia [53]. The Smart Teddy is meant
for inviting the user for human interaction, providing the user with a sensation of constant company.

"The goal of the Smart Teddy project is to create an interactive system, using a teddy as
the focus point, which collects the data needed for determining the quality of life of seniors
suffering from dementia by monitoring pre­defined indicators, to prolong the time for
which they can live independently."

Since the start of the Smart Teddy project in 2018, three versions of the Smart Teddy have been de­
veloped and tested (some of which virtual machines). The most recent prototype consists of a teddy
bear and a base station, which is meant for charging the Teddy1 and performing calculations on the
collected data.

The Smart Teddy thesis project is tackled and further developed by six electrical engineering students.
The six students are divided into duos, creating three sub­groups within the project. Each sub­group
will address one sub­domain of the Smart Teddy system, and write a bachelor thesis accordingly. A
more detailed and visual overview of the sub­domains of the Smart Teddy bachelor thesis project is
depicted in Figure 1.1. The division of the sub­domains is the following:

• Human Interaction & Integration: this is the sub­domain being addressed in this thesis. It con­
cerns the aspect of stimulating human interaction with the Teddy by implementing key features
such as movement and sound, and covers the overall integration of all sub­domains into one com­
plete system. Aspects belonging to the Integration aspect are enabling communication between
the sensors and actuators in the Teddy, communication between the Teddy and the base station,
control of the actuators and the integration of all components into a Smart Teddy prototype.

• Power: this sub­domain will implement the (wireless) charging of the Teddy, and analyse the
power flows within the system as to supply each component or device with the necessary power.

• Sensors & Data Acquisition: this sub­domain will perform research on how to best make use
of different types of sensors within the Smart Teddy to acquire data about the daily activities of
the senior suffering from dementia.

This thesis concerns the Human Interaction & Integration sub­domain of the Smart Teddy project. The
process of the design, implementation of the design choices, and the final prototype are documented
in this thesis.

1In this thesis, the teddy bear of the Smart Teddy system shall be referred to as the Teddy, whereas the base station shall be
simply referred to as the base station.
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Figure 1.1: General system overview

1.3. Problem Definition
This section contains the problem definition that is used to define the problem definition of the sub­
domain ’Human Interaction & Integration’. Section 1.1 contains an extensive situational assessment to
provide for context. To create an overall view on the problem, the stakeholders surrounding the solution
the Smart Teddy provides will be analysed, as well as the scoping and bounding of the problem, which
will be addressed in Sections 1.3.1 and 1.3.2, respectively.

The overall problem definition of the Smart Teddy project is as follows: as of now, there is no working
prototype of the Smart Teddy which is able to actively interact with the user using audio, movement or
temperature. On top of that, the Smart Teddy is not able to sense touch of the user or record audio/per­
form speech recognition. Lastly, the sensors in the Teddy are not functioning due to the way they are
integrated in the final design of the prototype.

As this thesis addresses just one of three sub­domains of the Smart Teddy project, a more specific
problem definition must be defined. The problem definition within the sub­domain Human Interaction &
Integration is the following: as of now, there is no Smart Teddy prototype capable of human interaction
(i.e. the implementation of movement, audio etc.). Additionally, the sensors inside the Teddy used to
acquire information about the daily activities of the senior do not function ­ although sensors used for
data acquisition are not within the scope of this sub­domain, the malfunctioning of them due to poor
integration in the Teddy directly addresses the integration part of the sub­domain.

The goal of the Human Interaction part is to enable the Teddy to physically, visually or
vocally react in a pre­determined way to pre­determined inputs from the user. The goal
of the Integration part is to combine all sub­domains into one working prototype, which
complies with the technical, aesthetic and practical requirements provided by the client.

The latter addresses the integration of the battery system of the Power sub­domain into the Teddy,
the integration of the sensors of the Sensors & Data Acquisition into the Teddy, the communication of
the different components with the microcontroller in the Teddy, the communication between the Base
station and the Teddy and the control module within the Teddy.
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1.3.1. Scoping
The Smart Teddy project combines many different technical elements and asks for viewpoints from
various fields of expertise. For the technical design of the Smart Teddy, next to extensive knowledge
on electrical engineering (especially hardware related), knowledge on computer engineering, industrial
design engineering and mechanical engineering is needed. On top of that, as the Smart Teddy is de­
signed for seniors suffering from dementia, it is crucial to consult with professionals who are specialised
in dementia, or who have experience in working with/caring for people with dementia. Consulting with
the latter is imperative as to verify whether the design requirements are in line with the wants and needs
of our target group. In order to obtain a complete view on the problem, and in particular all stakeholders
who play a role in the problem, a stakeholder analysis is conducted. Table C.1 in Appendix C lists all
stakeholders, their role in (solving) the problem, and their influence on the proposed solution, which
is in our case the Smart Teddy. Lastly, the level of influence they impose on the proposed solution is
stated.

1.3.2. Bounding
As the product is meant for seniors suffering from dementia, we must be aware of the fact of the physi­
cal limits that this target group brings along. As seniors tend to suffer from reduced muscle mass and a
reduced range of motion, the weight and size of the Teddy should be within a specified range in order to
ensure manageability of the Teddy. Additionally, we must be aware of the cultural limitations regarding
the target group: in many Asian, African and Latinx cultures, it is custom for seniors to move in with their
children once their health starts declining. This custom eliminates the need for a Smart Teddy system
in the home ­ hence, most likely, there will be a strong cultural limitation on the size and demographic
of the target group. However, the Smart Teddy could still be of added value if used in hospitals or care
homes in the aforementioned regions.

Finally, as the Smart Teddy is primarily designed for private use, we must keep the financial limitations
of the product into account when designing the Smart Teddy. To make the Smart Teddy an accessible
solution to the problem stated in Section 1.3, the Smart Teddy should be affordable for seniors/loved
ones/care takers to purchase it.

1.4. State­of­the­Art Analysis
In this state­of­the­art analysis, well­known and recently developed products similar to the Smart Teddy
will be listed and analysed, particularly focusing on their ability to stimulate human interaction and, if
known, how well these technologies have been integrated into the product to maximise the ease, prac­
ticality and effectiveness of use. Table 1.1 shows a list of the aforementioned existing products ­ as of
now, several products providing seniors suffering from dementia with companionship to support their
mental ­and indirectly the physical ­ health exist [40]. The most widely known product is the PARO seal;
the first cognitive therapy­approved robot [45] developed by Takanori Shikbata at Japan’s National In­
stitute of Advanced Industrial Science and Technology [21].

While PARO is the benchmark for robots that provide companionship for seniors suffering from demen­
tia, many other robots are either available on the market, or have been developed for research. These
robots can be categorized into the following types;

1. The ’assistance’­type: these robots are designed to support seniors who live independently by
assisting them e.g. in doing household tasks or reminding them to take their medicine [40].

2. The ’monitoring’­type: robots developed to monitor the health and safety of seniors [40].
3. The ’companionship’­type: a social companion robot. The user provides input to the robot to

which it reacts, allowing for robot­human interaction [40].
4. A hybrid of the above types.

The Smart Teddy is a combination of the monitoring and companionship type. As this thesis addresses
the sub­domain Human Interaction & Integration, the existing robots in these categories, which are able
to stimulate human interaction, are analysed. Table 1.1 lists these robots, together with their type, key
features which are designed to enable human interaction, availability (cost, available on the market
etc.) and, if known, technologies used for implementation of the key features into the product. Table
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1.1 shows that even though there are many applications of robots providing either companionship or
either monitor their user, not many applications provide both. This is unique feature that the Smart
Teddy will have.

For monitoring purposes, vastly different approaches as opposed to human/animal­like robots have
been taken. As seniors spend most of their time at home, the implementation of smart homes is
proven to be a useful approach in order to monitor the senior [34]. However, a companionship type
robot provides a different type of support as the user creates a social bond with the robot, which can
help solve the problem of loneliness among seniors.

Figure 1.2: A small silicon­rubber based soft
robot. By inflation of the robot, the flexible material

expands and causes deformation, leading to
movement. Source: Ryan Truby/Harvard SEAS.

All robots stated in Table 1.1 which are both affordable (com­
parative to the other robots listed) and can perform move­
ment, make use of servos. Although this is a low­cost and
non­complex option, the use of servos creates weak links
in the design which are prone to breakage when dropped
or handled roughly. The rise of soft robotics is continuously
becoming more dominant in the world of robotics [24]: soft
robots make use of flexible and easily deformable materials
(such as silicon or rubber) and induce movement via e.g.
pnuematics2 or electroactive polymers. Figure 1.2 shows
an example of a soft robot. Whereas servos induce rigid
and mechanical motion, soft robotics enable soft and nat­
ural biological­robotics [24], which, if implemented in the
Teddy, could add greatly to its life­likeness. On top of that,
a driving factor for the implementation of soft robotics is its
safety ­ soft robots are expected to play a larger role in human­robot interaction in e.g. factories, public
spaces, households, and healthcare. As the soft­robots mimic biological tissue, it is much safer and
more effective than the rigid robots that are available on the market now [24].

Lastly, the brain of the Teddy, the micro controller is also a relevant topic in research and in a wide range
of industries [29]. This is a consequence of the constant need to make devices smart and adding them
to the Internet of Things (IoT). This is a rising trend in health care as well, as it allows for better care
and closer monitoring of the patient, by being able to record data from different devices and having
them communicate with each other [43]. These devices can be as specific as a wearable insulator
monitor, or as general as an apple watch. More and more home made options are evolving from the
growing market for home projects. This gives the average person access to microcontrollers that are
simple to program, like the Arduino. More complex microcontrollers, like the Raspberry Pi or the ESP­
controllers are more commonly used by experts in the field. This has created somewhat of a shift for
product development as engineers are no longer required to design all components from scratch and
has allowed for rapid prototyping. This same approach will be followed during this thesis in order to
have a working prototype in the given ten weeks.

1.5. Synopsis
This thesis contains the literary research, design process and development of the Human Interaction
& Integration sub­domain of the Smart Teddy project. Chapter 2 addresses the list of requirements
presented by either the client or healthcare professionals which were consulted during the project.
Chapters 3 and 4 contain a detailed and thorough overview of the design choices made regarding
human interaction and integration of the Smart Teddy. The implementation of the design choices made
in the aforementioned chapters can be found in Chapter 5, along with the verification whether or not
the implementation complies with the requirements. In Chapter 6, the discussion and conclusion can
be read.

2Pnuematics is a branch of engineering which makes use of pressurised gas or air [51].
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Table 1.1: Table containing the different types of products on the market/being developed in order to stimulate human
interaction with seniors suffering from dementia [40].

Product Type Features Availability Technologies used

PARO Companionship Produces seal noises,
has life­like temperature,
moves its head and flip­
pers, can maintain bal­
ance. Stimulates high
level of interaction with
user [17].

Commonly
used in care
homes world
wide, but
financially
unattractive for
private use at
e5752,66.

PARO contains tactile, light, audi­
tion, temperature and pressure sen­
sors and can perform speech recog­
nition. It is electromagnetically
shielded, so it can be safely used by
users who have pace­makers [45].

Music
Teddy­
bear

Companionship Reacts to user touching
its paw by playing music
or audio fragments.

Available on
the market for
e69,99.

Contains a touch sensor and a mi­
crophone. Via a USB connection
the user can upload MP3 files to the
integrated device.

Cat
Robot

Companionship Is able to move its head
and limbs, can produce
cat­like sounds, and can
adjust position (roll over,
lie down).

Available on
the market for
e129.

Contains touch sensors on its head,
back and stomach. Servos enable
the movement of the Cat.

AIBO Companionship Able to move (walk, sit,
lie down), stimulate emo­
tion by facial expres­
sions and produce bark­
ing sounds.

Available on
the Asian
and American
market for
e2900.

Contains a 64­bit Quad­Core pro­
cessor, pressure­based capacitive
touch sensors, front camera, 4 mi­
crophones, a speaker and 2 OLED
displays for its eyes [3].

NeCoRo Companionship Can move its limbs and
head as a reaction to
touch.

Available on
the market for
e699.

Contains 15 servos to enable move­
ment, a microphone, and 5 touch
sensors throughout its body [30].

Huggable Companionship Canmove its limbs when
sensed that it is touched.

Not available
on the market.

Contains many pressure sensitive
sensors. Voice coil actuators en­
able silent movement. Contains a
Pentium M embedded PC [Hug].

Icat Companionship Can make facial expres­
sions, indicate its cur­
rent activity using col­
ored lights, play audio
and move its head.

Not available
on the market.

Contains 13 servomotors to enable
movement and generate facial ex­
pressions. The feet contain touch
sensors and a microphones in order
to perform speech recognition. The
ears contain LEDs [32].

Pearl Monitoring A human­like robot
which can express
emotion through facial
expressions.

Not available
on the market.

Contains a differential drive system,
two Pentium PCs, wireless Ether­
net, sonar sensors, microphones for
speech recognition, displays which
react to touch and speakers [38].

Wakamaru Monitoring Can recognise and pro­
duce speech, stimulate
emotion by facial expres­
sions, move and ’walk’.

Available on
the market for
approximately
e15.000,­.

Wakamaru contains touch sensors,
odometers, a LED display, a micro­
phone and a speaker [27].



2
Program of Requirements

This chapter contains the program of requirements for the Human Interaction & Integration sub­domain
of the Smart Teddy project. Firstly, context and assumptions are provided in order to understand the
origin of (specific) requirements. Next, the verification methods used to test if the requirements are met
are listed, after which the actual requirements are stated.

2.1. Assumptions and Context
To narrow down the scope of the project and provide for more context, assumptions have been made
on the target group and the setting in which the Smart Teddy is to be used. The main assumption is
that the target group are seniors suffering from the early stages of dementia, and that they still live
independently. The Smart Teddy will be developed with this in mind, as this setting is vastly different
from a person living in a care home. Due to the fact that the users live independently, we assume
they will not be receiving help on a daily basis from carers, meaning the Smart Teddy must be able to
operate and be useful to the senior without frequent assistance. However, we are aware that a number
of stakeholders mentioned in Table C.1 will exercise a great amount of influence on the choice whether
or not to purchase and use the Smart Teddy (e.g. carers, loved ones, the senior them self), which may
bring along the need to alter some requirements. Lastly, considering the user will show early stage
symptoms of dementia, we must recognise that they can be forgetful and show behavioural changes
[48]. Keeping the above in mind, and using insights and knowledge provided by Ezra and Annemarie,
a program of requirements is set up.

The program of requirements is split up into nonfunctional and functional requirements, which can be
seen in Section 2.3 and 2.4, respectively. Nonfunctional requirements describe the qualities, character­
istics or attribute the Smart Teddy must or should have [23], while the functional requirements illustrate
what the Smart Teddy must or should be able to do, concerning the Human Interaction & Integration
sub­domain.

2.2. Verification Methods
In order to test if the requirements are met once the Smart Teddy prototype is finished, we must define
verification methods. Conforming with the systems engineering approach, there are four methods used
for determining whether or not a requirement has been met [26]. These methods are:

Analysis A mathematical approach or simulation is used to check if the requirement is
verified.

Test The requirement is tested during a predefined test, which replicates the oper­
ating conditions, and is executed following a procedure.

Inspection Verification of the requirement is done by design and is defined in the docu­
mentation.

Demonstration During operation and demonstration the requirement is verified.

7
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2.3. Nonfunctional Requirements
The list of nonfunctional requirements can be seen in Table 2.1. Along with the requirement itself, the
reason, or ’rationale’, behind each requirement is stated. Lastly, the verification method which will be
used to examine if the deliverable meets the requirement is stated as defined in Section 2.2.

Table 2.1: Table containing nonfunctional design requirements. Nonfunctional requirements are labeled NF.XX.

ID Nonfunctional Requirement Rationale Verification
Method

NF.01 The Teddy must not appear to be a
machine.

The Teddy should give the user the illusion
that it is a Teddy, as opposed to a robot.

Demonstration

NF.02 The Teddy must not contain parts that
could be a choking hazard.

Some people who suffer from dementia
might put foreign objects in their mouth.

Inspection

NF.03 The Teddy must weigh less than 2.0
kg.

The user must be able to easily pick up the
Teddy.

Analysis

NF.04 The Teddy must be designed in such
a way that overheating of the compo­
nents inside of the Teddy shall not oc­
cur.

Overheating can cause damage to the com­
ponents and could cause dangerous situa­
tions, and must be avoided at all times.

Test

NF.05 Moving parts must never become po­
tentially dangerous for the user.

When, for instance, the Teddy moves and
the user is blocking this movement, a limiter
should be placed to avoid harming the user.

Test

NF.06 The Teddy must be safely machine
washable.

As the Teddy will be used extensively, the
Teddy must be easy to clean.

Demonstration

NF.07 The Teddy must be robust (i.e. must
be able to fall without breaking).

As the Teddy will most likely be carried
around the house, and dropped occasion­
ally, it must be robust to withstand extensive
usage.

Demonstration

NF.08 The measurements of torso of the
Teddy should range between 30­40cm
(length) x 15­20cm (width).

The Teddy should be a comfortable size to
place on the users lap, but large enough to
stroke the Teddy to stimulate interaction.

Inspection

NF.09 The user should not be able to feel
hard objects inside the Teddy.

In order to stimulate interaction, the Teddy
should feel like an actual cuddly toy.

Demonstration

NF.10 The movements of the Teddy should
preferably be silent (not more than 20
dB).

If the movements make too much (mechan­
ical) noise, the Teddy will come across as a
robot in stead of a cuddly toy.

Demonstration

NF.11 The manufacturing costs of the proto­
type Teddy should preferably not ex­
ceed e400.

In order to keep the Smart Teddy financially
accessible to users, themanufacturing costs
should be kept as low as possible.

Analysis
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2.4. Functional Requirements
The list of functional requirements can be seen in Table 2.2. Along with the requirement itself, the
reason, or ’rationale’, behind each requirement is stated. Lastly, the verification method which will be
used to eventually examine if the deliverable meets the requirement is listed.

Table 2.2: Table containing functional design requirements. Functional requirements are labeled F.XX

ID Functional Requirement Rationale Verification
Method

F.01 The Teddy shall be able to sense
when stroked/touched.

This enables the Teddy for human inter­
action, as the Teddy can react to touch.

Test

F.02 The Teddy shall recognise 2­3
words using speech recognition.

In order for the Teddy to react to speech,
the Teddy should be able to recognise
specific words which trigger a response.

Test

F.03 The Teddymust contain an indicator
of the state of the battery.

It must be clear to the user when the
Teddy needs charging, to avoid an empty
battery.

Inspection

F.04 The Teddy shall be a stand alone
system which doesn’t require con­
trol from external sources.

To avoids latency and avoid problems
when there is bad communication be­
tween the Teddy and the base station, all
control should be done locally inside the
Teddy.

Inspection

F.05 There shall be an indication that the
Teddy is charging that is in agree­
ment with NF.01

This will help the user in knowing when
the Teddy is placed correctly without hav­
ing the Teddy look like a gadget.

Test

F.06 The components inside the Teddy
shall be able to communicate with
the main controller.

All sensors and actuators will communi­
cate to the main controller. The main con­
troller then decide on how to handle.

Inspection

F.07 The components inside the Teddy
shall be able to communicate wire­
lessly with the Base Station.

In order to analyse the data acquired from
the sensors, it must be sent to the Base
Station.

Test

F.08 The response time in between
touching the Teddy and the reaction
of the Teddy should be nomore than
0.5 seconds.

To give the user the feeling the Teddy is
responding to their voice/touch, the reac­
tion time should be as short as possible.

Test

F.09 The Teddy should be able to react
to human touch and speech (certain
words) using movement and sound.

This reaction of the Teddy gives the user
the sense that he/she is interacting with
the Teddy.

Inspection



3
Design: Human Interaction

This chapter contains the design steps and the final design choices of the Human Interaction part of
the Human Interaction & Integration sub­domain. The Human Interaction aspect of the Smart Teddy
addresses all features which stimulate or create human interaction with the Teddy ­ think of the Teddy
reacting to speech in the form of movement, or barking when the Teddy senses it is spoken to.

The design process is initiated by constructing a design option tree, showing all possible implementa­
tions and solutions on how to stimulate human interaction with the Teddy. Thereafter, the individual
elements of the design option tree are elaborated on. Finally, the final design choices for the Human
Interaction part are summarised.

3.1. Design Option Tree
Figure 3.1 shows a visual overview of the design option tree made for the Human Interaction aspect
of the Smart Teddy. As is depicted, five main triggers for verbal and non­verbal human interaction are
identified, based on the human senses: movement, audio, scent, visuals and temperature. In order to
stimulate frequent interaction with the user, the Teddy must include features in its design which fall into
the aforementioned categories. In the design option tree, all possible implementations of different ways
on how to incorporate these triggers into the Teddy have been identified. Naturally, not all are realistic
or comply with the requirements. That is why in Figure 3.1, some triggers and implementations are
coloured grey and others green. Grey means the implementation is not suitable for the Smart Teddy,
and green means the implementation is a suitable option for the Smart Teddy and will be incorporated
into the prototype of the Smart Teddy.

Sections 3.2, 3.3, 3.4 and 3.5 elaborate on the reasoning for the design choices as indicated in the
design option tree, and the implementation of the triggers in the Smart Teddy.

It must be noted that the Teddy used for prototyping is a cuddly toy dog. This means that, when
evaluating possible movements and sounds the Teddy could make, only dog­like characteristics are
considered to maintain a high level of life­likeness of the Teddy.

10
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Human Interaction

Movement

ProduceRecordVibrationAnimal-like movement

Temperature VisualsScent Audio
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Figure 3.1: A visual overview of the design option tree for the Human Interaction aspect of the Smart Teddy.

3.2. Movement
This section addresses trade­offs regarding the movement aspect of the Smart Teddy. Movement is an
imperative aspect to the Smart Teddy, as when a robot physically interacts with a human, it stimulates
affection [31]. As is depicted in Figure 3.1, there are a total of five possible movements in the Teddy:
wagging of its tail, movement of the ears, breathing, a head tilt, and limb movement. Table 3.1 shows
these movements, along with their scores on the relevant criteria: the level of which the movement
stimulates physical and verbal interaction, the robustness, its weight and its expected power consump­
tion. Although the implementation method is not yet specified, the weight, power consumption and
robustness can be comparatively analysed ­ for instance, moving limbs of the Teddy as opposed to
stimulating breathing will most likely be less robust, as limbs are thinner and more fragile than the torso.

As can be seen in Table 3.1, breathing obtains a high score. The simulation of breathing improves
the life­likeness and user perception of robots [54], to the extent where the user interprets the robot
as a living being [56]. Simulating a breathing motion in a robot is a widely used technique to increase
physical interaction with the robot, and is proven to slow down the users own breathing rhythm, result­
ing in a more calm state of mind [25]. Some examples of robots/products that use the stimulation of
breathing to enable users to calm down, or even meditate, is the sleep­robot developed by Somnox
[46] or the ZZZoo pillow developed by researchers from the Kanagawa Institute of Technology in Japan
[55]. Considering the above, the effect of incorporating breathing in the Smart Teddy could potentially
help the user, as dementia patients can suffer from anxious or even fearful episodes [9].

Bothmovement of the ears and the head tilt score very high on their ability to stimulate verbal interaction.
This is because when spoken to, most animals will respond by moving their ears up or to the side [41].
Although both movements score high on verbal interaction, they do not necessarily stimulate physical
interaction, which is an important criterion for the Smart Teddy. Next to the movement and position
of the head and the ears of an animal, the movement of the tail says a lot about the mental state of
the animal. As the tail is a very lightweight and relatively small part of the Teddy, it will most likely
be a low­cost, lightweight and low­power option. Ideally, all four high scoring movements would be
implemented in the prototype. However, due to budgetary and time constraints, a selection must be
made. As breathing scores the highest in the trade­off, and tail wagging is expected to be a low­cost
and light­weight motion, these features will be implemented in the prototype of the Teddy.
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Table 3.1: Comparison of the possible movements to be implemented in the Smart Teddy using scoring on a scale of 1 to 5.
Note that a high score is positive ­ e.g, a score of 5 for ’cost’ means it is a highly low­cost option.

Movement Physical
interaction

Verbal
interaction Robustness Weight Power

consumption Total

Tail wagging 1 4 3 5 4 17
Ear movement 1 5 2 5 4 17
Breathing 5 2 4 4 3 18
Head tilt 3 5 4 3 2 17
Limb movement 2 3 2 1 1 9

3.3. Audio
Audio can be recorded, produced, and reciprocated. All three are forms of interaction between the
Smart Teddy and the user. However, reciprocating audio contradicts Requirement NF.01, which states
that the Teddy must not appear machine­like. Therefore, reciprocating sound is eliminated as a design
option. The two remaining forms of interaction through audio, recording and producing of sound, are
discussed in detail in the following sections.

3.3.1. Recording Audio
The recording of audio can be used for multiple purposes: to save the recorded data for analysis, or
to recognize words or the pitch of the human speech in order to form a response, stimulating human
interaction. As saving the recorded data for analysis does not stimulate interaction, recognising words
or the pitch of human speech remains. Table 3.2 contains a trade­off which compares recognising the
pitch of the user in order to perform speech recognition. By recognizing words, the Teddy can respond
to what the user is specifically saying, which stimulates interaction. On the other hand, it is less com­
plex to implement solely a pitch recognition.

A study was done by the University of Birmingham where robots were used to correct the behavior of
seniors [7] ­ the robot was programmed to disregard the user’s request when their pitch was classified
as angry. While this is an interesting use of the interactive function of the robot, and additionally being
low in complexity to implement, it brings along a complex ethical discussion outside of the scope of
the Smart Teddy bachelor project. The latter consideration leads to the implementation of speech
recognition scoring the highest in Table 3.2, and will therefore be implemented in the Teddy.

Table 3.2: Comparison of audio recording methods that stimulate interaction in the Teddy using scoring on a scale of 1 to 5.
Note that a high score is positive ­ e.g, a score of 5 for ’complexity’ means it is a less complex option.

Use of recorded
audio Complexity Function

Enhancing
Encourages
Interaction Total

Speech Recognition 4 4 5 13
Pitch Recognition 2 5 5 12

3.3.2. Producing Audio
The benefit of including the production of audio is that the Teddy will be perceived as more interactive,
and therefore more fulfilling as a social companion ­ and the more useful a robot is to the user, the
more likely they are to continue using them [40]. The decision on including the production of audio is
not only justified using the latter reasoning, but also complies with Requirement F.09. There are three
kinds of audio the Teddy could produce: speech, music and animal­like sounds. A trade­off as to which
sound is the most suitable is given in Table 3.3.

The production of music, speech and animal­like sounds all stimulate interaction, especially when used
as a reaction to user input. Keeping requirement NF.01 in mind (regarding the life­likeness of the Teddy),
including speech or music would be contradictory. Using whining and/or barking, however, allows for a
natural indication of both the emotional status of the Teddy and the current state of charge of the Teddy’s
battery. As for the complexity: including music or speech requires more memory, next to the fragments
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consisting of complex frequency compositions. On top of that, barking and whining are relatively short
and simple sounds compared to speech and music. The latter drastically reduces the complexity of
implementing whining and barking, combined with the fact that a bark can be used in multiple situations
where the possibilities of implementing speech might be more restricted. The potential benefit of adding
speech could, for example, be that games could be played with the user and/or reminders can be given
(e.g. for the user to take their medicine), which is proven to be beneficial for people with dementia
[40]. To stay in compliance with the requirements, the choice was made to solely include whining and
barking in the Smart Teddy.

Table 3.3: Comparison of audio usage in the Smart Teddy using scoring on a scale of 1 to 5. Note that a high score is positive ­
e.g, a score of 5 for ’complexity’ means it is a less complex option.

Audio usage Comforting Complexity Function
Enhancing

Encourages
Interaction Total

Whining/ Barking 3 5 5 4 17
Speech 4 1 5 4 14
Music 2 2 3 3 10

3.4. Visuals
According to requirement NF.01, the life­likeness of the Teddy should be respected, and the Teddy must
not appear machine­like. Adding visual indications on the Teddy will violate this requirement, and will
therefore not be implemented. In order to still have a form of indication on, e.g., the state of charge
(SoC) of the battery inside the Teddy, a more ’dog­like’ form of indication is used, making use of sound
and movement ­ its implementation is discussed in Section 3.3 and Section 3.2, respectively. The
Base station, however, could still have a visual indication. As the Base station has a straightforward
integration and is done by the Power sub­domain, it is not considered part of the scope of this thesis.

3.5. Temperature
The temperature of a robot significantly influences the user perception of the robot [35]. As the Smart
Teddy must evoke the feeling within the senior of being in the company of a life­like companion, the
implementation of temperature regulation could influence their perception of the Teddy in a positive
way. Table 3.4 shows the comparison of two possible methods for regulating (heating) the temperature
of the Teddy: including amicrowavable pad inside the Teddy or making use of an electrically heated film.

As can be seen in Table 3.4, the microwavable pad is the least suitable heating method for imple­
mentation in the Teddy, mainly due to its safety and weight. A microwavable pad might be left in the
microwave for too long, resulting in potentially damaging components inside the Teddy, and in the worst
case, hurting the user. On top of that, microwavable pads are often very heavy (filled with water, rice,
dry beads) which is in defiance with Requirement NF.03. Using an electrical heating film is much more
suitable. When combined with a temperature sensor, the risk of overheating can be diminished, and
the temperature can be more precisely regulated than when using a microwavable pad, making it a
safer option. Additionally, heat films and temperature sensors are lightweight components. However,
a heat film does consume a considerable amount of power 1, which could result in reducing the battery
life significantly. Considering the power consumption of electrically heating the Teddy, and budgetary
and time constraints of the project, the design choice is made to leave out heating the Teddy in this
prototype of the Smart Teddy.

Table 3.4: Comparison of the implementation methods for heating the Teddy using scoring on a scale of 1 to 5.

Temperature implementation Safety Complexity Power
consumption Weight Total

Microwavable heat pad 1 2 5 1 9
Electrically heated 4 3 3 4 14

1On average 0.1­0.2 Watt/cm2.



4
Design: Integration

This chapter contains the design steps and the final design choices of the Integration part of the Human
Interaction & Integration sub­domain. The Integration part is split up into ’Communication’ and ’Control’,
as the design choices and reasoning differ for both these aspects. A visual overview of these sub­
systems are shown in Figure 4.1. All components inside the grey box labeled ’integration’ are part of
the integration subsystem. For clarity, the specific aspects addressed within integration are:

• The design choice regarding the microcontroller in the Teddy;
• The design choice regarding the type of wired communication in the Teddy and the Base Station;
• The design choice for the type of wireless communication used between Teddy and Base Station.

Teddy

Communication Controller

Sensors and
Actuators

Power 

Controller

Sensors

Power 

Base Station

Communication
Communication

Integration

Figure 4.1: Overview of integration in the Smart Teddy with the integration subsystem contained inside grey box. Note that
controller inside the Base Station is not part of the integration design of this thesis as the main focus is on the Teddy.

4.1. Communication
In order to integrate all three sub­domains into a fully functioning system, a method of communica­
tion must be established between the different elements of all sub­domains. In Appendix D, different
communication protocols1 are compared, as to find the best fit for the Smart Teddy. As is depicted in
Figure 4.1, we wish to establish both an intra­connected wired and inter­connected wireless commu­
nication [4]; the latter in order for the controller of the Teddy to communicate with the controller of the
Base Station. Wired communication for intra­device communication is preferred, as wired protocols
are more reliable, secure, easier in use [6] and can transfer data at higher rates than wireless protocols
[19]. The options for both wired and wireless communication are explored, in Sections 4.1.1 and 4.1.2,
respectively.

1Communication protocols determine the manner in which devices can mutually interconnect [12].

14
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4.1.1. Communication within the Teddy and Base Station: Wired
The different elements in the Teddy and the Base Station require a bi­directional communication mech­
anism in order to exchange the data retrieved from the sensors in the Teddy and the Base Station to
the controller, and additionally get the user actions from the controller to be applied to the actuators [19].

Initially, a full analysis was performed in order to decide on the optimal communication protocol for the
Smart Teddy. The full analysis can be read in Appendix D ­ the conclusion being that I2C was the most
suitable protocol for implementation in the Smart Teddy. However, in practice, we noticed that there is
little to no room to choose a communication protocol, as wemake use of pre­fabricatedmodules that are
compatible with limited (1 or 2) communication protocols. Figure 5.4 shows the different modules in the
Smart Teddy, together with their communication protocol. Although I2C is our preferred communication
protocol, the wired communication methods used in the Smart Teddy are I2C, UART and SPI.

4.1.2. Communication Between Teddy and Base Station: Wireless
A wireless communication protocol is needed for transmitting data collected by the sensors inside the
Teddy to the Base Station, where the data is collected and potentially sent to carers/family members
of the senior. The five wireless communication protocols which we examine and compare are WiFi,
Bluetooth (Classic and Low Energy, or LE), ZigBee and LoRa 2 ­ in order to perform a comparative
analysis, different criteria of these protocols are analysed, as is portrayed in Table 4.2. The criteria are:

• Reliability: as the data sent from Teddy to Base Station contains vital information about the
health and wellbeing of the senior, it is imperative the wireless communication module contains
error reduction techniques to ensure correct transmission of the data.

• Range: as the Teddy is portable, it is likely that the situation will occur that the Teddy is located in
another room than the Base Station, meaning the range of the protocol is important to consider.

• Power consumption: we strive to keep our power consumption as low as possible to reduce the
battery size and life, in order to comply with Requirement NF.03 and NF.09.

• Widely supported: considering Requirement NF.03 and NF.09, the amount of hardware needed
inside the Teddy must be minimised. A number of microprocessors have built­in modules for the
most common wireless communication protocols, hence reducing the hardware inside the Teddy.

• Complexity: the ideal wireless communication protocol would be as straightforward to implement
as possible, due to time constraints of the project.

Note that we do not consider the data transfer rate and bandwidth as important criteria, as there is
no need for fast transmission of the data between the Teddy and the Base Station, or the need for a
high amount of data to be sent per second. The transmission has no action­reaction aspect to it, and
thus has no influence on whether Requirement F.08 is met. Table 4.1 shows that of the four wireless
protocols, WiFi and Bluetooth Classic are the most widely supported for our implementation purpose.
When comparing WiFi and Bluetooth (Classic and LE), we notice that WiFi consumes considerably
more power. ZigBee and LoRa consume the least amount of power of the listed wireless protocols.

All communication protocols have both encryption and authentication mechanisms: Bluetooth Classic
and LE, ZigBee and LoRa use a 16­bit Cyclic Redundancy Check (CRC) 3 while WiFi uses a 32­bit CRC
[18] [8]. In conclusion, for our implementation purpose, all protocols feature sufficient error reduction
techniques.

When we inspect the range of the four protocols, we see that ZigBee and LoRa have the an extremely
long range, in contrast with Bluetooth Classic and LE: these have a nominal range of 10 meters, which
means that if the senior takes the Teddy to another room, it is likely that the Teddy can no longer transmit
data to the Base Station. Considering the above, and the information given in Table 4.1, LoRa scores
the highest and thus the most suitable choice for the Smart Teddy.

2Long Range
3CRC is an error­detecting code used to detect accidental changes to data [50].
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Table 4.1: Different wireless communication protocols and their properties [19][10].

Protocol Error reduction Range Power
consumption Price

WiFi 32­bit CRC 10­100 m 100­350 mA e5­e8
Bluetooth Classic 16­bit CRC 10 m 1­35 mA e6­e12
Bluetooth LE 16­bit CRC 10 m 1­15 mA e3­e5

ZigBee 16­bit CRC 10­1000 m 1­10 mA e10­e 22
LoRa 16­bit CRC 2000 m 1­10 mA e8­e15

Table 4.2: Comparison of the different wireless communication protocols rated on a scale of 1 to 5 [19][10].

Protocol Reliability Power
consumption

Widely
supported Range Complexity Cost Total

WiFi 5 1 5 3 2 4 20
Bluetooth Classic 5 3 5 2 3 3 21
Bluetooth LE 5 5 4 2 3 5 24

ZigBee 5 5 4 4 3 1 23
LoRa 5 5 3 5 5 2 25

4.2. Control
Figure 4.1 provides an overview indicating the context of the controllers in the Smart Teddy. The
sub­domain Human Interaction & Integration covers the controller in the Teddy, while the sub­domain
Sensors & Data Acquisition examine the controller in the Base Station.

Before exploring the different kind of controllers, we should critically analyse whether a controller in the
Teddy is required at all. It is possible to simply collect and send the data from the Teddy to the Base
Station, or to control the Teddy by implementing a fast controller in the Base Station combined with
real­time wireless communication between the Teddy and the Base Station. However, this increases
power consumption, leading to needing a larger battery inside the Teddy. Additionally, according to
requirement F.04, the Teddy shall be a stand alone system, meaning it must perform its own control.
This is due to the Teddy having to be able to respond to its user even when the connection is lost to
the base station, as well as having a low latency to provide a life­like interaction. This is reflected in
requirement F.08, which states that there should be a latency of no more than 0.5s between user input
and reaction of the Teddy. As this thesis focuses on the integration and human interaction aspects of
the Smart Teddy, more time is invested in these aspects rather than real­time wireless communication.
Therefore a controller will be placed inside the Teddy. The requirements, as defined in Chapter 2,
are used to determine what criteria are relevant in selecting a controller for inside the Teddy. These
requirements are summarized in Table 4.3.

Table 4.3: A brief explanation regarding the trade­off criteria and relevant requirements.

Criterion Relevant requirements
Weight The Teddy must weigh less than 2 kg, meaning the controller must be light­weight

and low­power in order to minimise the size of the battery.
Cost Requirement NF.11 states that costs should beminimised for financial accessibility.

Computational power The Teddy must be able to perform speech recognition.
Interface flexibility The Teddy shall be able to communicate with all components inside the Teddy, in

compliance with Requirement F.06.

Before an objective score can be given for each criterion, research is done into relevant controller prop­
erties. These properties are summarised in Table 4.4, where ’# GPIO’ refers to the number of general
purpose in­ and output pins. The final trade­off is given in Table 4.5. When comparing the options for
the trade­off, criteria other than the aforementioned are used. These are not as easily quantifiable, but
very relevant. Firstly, the criterion reliability: some boards are less conventional, or are still prototypes,
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and therefore score lower on this criterion. Furthermore, the available online support is also crucial.
Due to the time limit of the project, the availability of online tutorials and thorough documentation are
crucial, as prototyping must be done within three weeks. Finally, the complexity is relevant, and is
mostly determined by the programming language. For example, when implementing speech recogni­
tion, it is less complex to use Python as there are many relevant libraries readily available.

The highest scoring controller is the Raspberry Pi Pico, and will be used for the Teddy. It is important
to note that the scoring for the trade­off in Table 4.5 is relevant to this project with its time­ and budget
limitations, but other controllers could be more suitable in different conditions.

Table 4.4: Different controllers and their properties.

Controller Source Price Weight (g) Size
(mmxmm) Programming language

Arduino Zero [5] €40.00 12 68x53 Arduino IDE, C, C++
Raspberry Pi Pico [37] €10.00 < 10 51x21 C, C++, MicroPython
Raspberry Pi 4B [36] €60.00 45 85.60x56 C, C++, Python, and more
Beagle Bone Black [11] €65.00 40 86.4x53.3 C, C++, Python, and more
NodeMCU ESP8266 [1] €8.00 < 10 58x31 C, C++n Python, and more
ESP32­S2­DevKitM­1 [16] €7.00 100 54x25.4 C, C++
MSP­EXP430G2ET [22] €17.00 195 TBD Code Composer Studio

Controller Comm.
Protocol # GPIO Power (W) Flash

Memory
SRAM
Memory

Arduino Zero UART, I2C, SPI 20 0.2 256KB 32KB
Raspberry Pi Pico UART, I2C, SPI 28 0.4 2MB 264KB
Raspberry Pi 4B UART, I2C, SPI, MPI 40 3 32GB+ 4 8GB
Beagle Bone Black UART, I2C, SPI, MPI 69 1 4GB 512MB
NodeMCU ESP8266 UART, I2C, SPI 16 0.35 4MB 64KB
ESP32­S2­DevKitM­1 I2C, I2S, SPI, UART 46 <0.001 4MB 320KB
MSP­EXP430G2ET UART, I2C, SPI 24 N/A 16 KB 512 bytes

Table 4.5: Comparison of different controllers rated on a scale from 1 to 5.

Controller Cost Weight Reliability Power Comp.
power Flexibility Support Complexity Total

Arduino zero 4 4 4 4 2 4 5 5 34
Raspberry Pi Pico 5 5 4 4 4 4 5 4 35
Raspberry Pi 4B 3 3 4 3 5 5 5 5 33
Beagle Bone Black 3 4 3 3 5 5 4 32
NodeMCU ESP8266 5 5 4 4 3 3 4 3 30
ESP32­S2­DevKitM­1 5 3 3 5 3 3 4 3 29
MSP­EXP430G2ET 5 2 4 N/A 4 4 4 2 25



5
Implementation and Verification

This chapter contains the implementation method and verification for the design choices made in Chap­
ters 3 and 4. For each subsystem (movement, audio, wireless communication, the controller, and hard­
and software integration) the implementation method is stated, after which is verified whether or not
the concerned requirement is met, using the verification methods stated in Chapter 2.

5.1. Movement
This section contains the implementation and verification of the movement sub­system. The sub­
system contains the movement of the Teddy, paired with the touch sensor to trigger the movement.
The implementation and verification can be read in Sections 5.1.1 and 5.1.2, respectively. Please note
that the software implementation of the movement­subsystem is elaborated on in Section 5.5.1.

5.1.1. Implementation
There are four potentially suitable implementations for inducing movement in the Teddy: using hy­
draulics, strings, direct drive (servo motors) and pneumatics. Table 5.1 shows a comparative analysis
of the four implementation methods, scoring each method according to five criteria: it preferably being
low in cost, weight and power consumption and it being robust (as to comply with Requirement NF.11,
NF.03 and NF.07) and finally should be low in complexity. The latter enables for easier reparation when
the movement system is broken, making the Smart Teddy more sustainable by increasing its longevity.

As Table 5.1 shows, pneumatics and strings score the highest. Using strings is lightweight and cheap:
only one servo motor would be necessary to tighten and loosen the strings. However, strings are more
likely to break over a longer period of extensive use of the Teddy. Pneumatics lends itself particularly
good for the breathing motion of the Teddy, as opposed to the use of strings. The use of pnuematics
requires two air pumps to function as the motor of the system, in stead of the two or three servo motors
needed in order to achieve a breathing motion and tail wagging using the direct drive method. As we
want the Teddy to stimulate breathing, the most natural looking and feeling solution would be to use air
to inflate a balloon­like component. Hydraulics would not be able to reproduce the natural feeling of
’lung’ inflation of the Teddy, and would weigh down the Teddy significantly. Lastly, a leak in the hydraulic
system could cause all the electrical elements in the Teddy to be destroyed. Considering the above,
the pneumatic implementation method is most suitable for usage in the Teddy.

Table 5.1: Comparison of the methods to implement movement in the Smart Teddy using scoring on a scale of 1 to 5.
Implementation

method Cost Weight Power
consumption Robustness Complexity Total

Hydraulics 2 1 2 2 1 8
Strings 5 5 4 2 2 18
Direct drive 3 4 3 2 2 14
Pneumatics 4 3 3 5 3 18

18
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Breathing

Lungs inflate
Valve 1: off
Valve 2 on
Pump on

1 2
Lungs deflate
Valve 1: on
Valve 2 off
Pump on

1 2

Figure 5.1: Schematic of the connection of the lungs
with the two valves and the pump.

Figure 5.1 depicts the regulation of the air flow in and
out of the lungs using a 5V air pump and two three­way
5V valves. The lungs are constructed from Ecoflex­00­
30, a light­weight, strong and very flexible silicon rub­
ber. Upon close inspection of Figure 5.1, one could
conclude that only one valve is needed to in­ and de­
flate the lungs. However, upon testing it became ap­
parent that deflation of the lungs without a vacuum
pump takes a long time, hence the decision to deflate
the lungs using the air pump and an added valve. The
control of the air pumps and valves is achieved using
two motor drivers 1. The valves are controller with dig­
ital signals, and the two pumps are controlled by two
PWM signals, with a frequency of 2000 Hz as to min­
imise themechanical noise of the pumps. A 100% duty
cycle is used to maximise the air pressure the pumps
can deliver. The code for the control of the airflow can
be seen in Appendix G.

Tail Wagging
Using a second 5V air pump, an extra 5V valve and
a soft robotic arm, the wagging of the tail can be achieved. The soft robotic arm is also made from
Ecoflex­00­30, and consists of two parts: a non­flexible piece (made non­flexible by integration of a
piece of paper) and an expanding flexible piece. By increasing the air pressure inside the arm, the
flexible part expands, inducing a natural curling movement.

Touch Sensor

Fur Teddy

Velostat

Fabric lining of 

outer housing 

electronics

Conducting wire

Cuddly toy stuffing

Figure 5.2: Schematic of the
integration of the Velostat conductive

sheet in the Teddy.

As stated in Section 3.2, holding a breathing robot reduces stress
and anxiety. Hence, the Teddy should react to touch, and a
pressure sensitive touch sensor is needed. According to the re­
quirements, the touch sensor has to minimise its required area,
its cost, weight and maximise robustness. Additionally, the touch
sensor has to be flexible, as it is placed close to the ’skin’ of
the Teddy to optimally sense touch. Considering these criteria,
Velostat in combination with the Adafruit Momentary Touch Sen­
sor 2 are the most fitting option. Velostat is a highly flexible,
lightweight, cheap and robust conductive sheet, which reduces
its capacitance when pressurized. The Adafruit board, which
contains the AT42QT1010 touch sensor IC, is highly suitable in
combination with the Velostat and the Raspberry Pi Pico, as it
supports I2C and contains a soldering hole for a custom touch
pad.

Figure 5.2 shows that the Velostat sheet is placed in between two
linings of the outer housing. Using conductive thread, a connection is
made between the Velostat and the wire3 which connects the sheet
to the breakout board. The equivalent circuit of the touch sensor can
be seen in Figure E.2: the conductive Velostat sheet forms one plate
of the capacitor. When the sheet is touched, the circuit treats the person applying the load as a virtual
ground, forming the second plate of the capacitor. Depending on how much pressure is applied, the
capacitance varies and the sensor is able to register touch based on this deviance.

1The Adafruit Stepper Motor Driver break­out board, containing the AT42QT1010 motor driver chip.
2The Momentary sensor lends it name to the fact that its output pin is only high when it detects a capacitive load (i.e. touch).
3As conductive thread is not isolated, we must connect it to a wire as to avoid short circuits.
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5.1.2. Verification
bIn order to verify whether or not the movement sub­system meets the relevant requirements, various
tests were done. Table B.2 shows the exact requirements together with a short statement on how, and
if, they are verified. Furthermore, in Appendix F, the exact procedures can be found as to how the tests
were carried out and their corresponding test results.

Movement
The functionality of the lungs and tails was tested by running a test script which triggered breathing
and tail wagging. During testing, it became apparent that for a noticeable difference in the size of the
lungs, the inhalation should last for at least 8 seconds and that the lungs should be deflated by using
a vacuum pump. The lungs and tail have proven to function correctly.

Touch Sensor
In order to verify Requirement F.08 and F.09, the time between a registered touch and the actuation
of movement has to be tested, and whether or not the touch sensor is able to actually register touch.
For the latter, we tested the accuracy of the touch sensor by performing a load test, shown in Table F.2,
using a sample size of n=25 for different loads. The response time in between triggering an interrupt
caused by a registered touch and the actuation of movement was measured by placing a time stamp
in the code: we made use of the tick function in MicroPython, which allows you to measure the time
in between a pre­defined start­ and stop command. The start signal was placed in the touch sensor
interrupt handler, and the stop­signal was placed after calling the actuator function. A sample size of
n=5 was used, and the time­averaged result concludes that the response time is 2ms.

Power Consumption
In order to test the power consumption of the movement­subsystem, the touch sensor and the pump­
s/valves were integrated and evaluated in all possible use­case scenarios, as can be seen in Table
5.2. The maximum power consumption is 3.53W, which occurs when one pump and two valves are
switched on (during breathing in).

Breathing

Tail wagging

Idle Breathing in: 8s

Tail in: 3s Tail out: 3.5s Tail in: 3s Tail out: 3.5sIdle

t = 0s t = 61s

0.0W 3.53W0.00W0.00W3.20W 3.20W

Breathing out: 8s

3.41W

3x

Figure 5.3: Overview of the movement cycle triggered by the touch sensor. Note that the figure is not scaled, the exact time
intervals are mentioned in the figure.

Table 5.2: Measured power consumption of the movement sub­system based on a situational analysis.

Situation Power
consumption [W] Max. current [A]

Idle (valves and pumps off, touch sensor not triggered) 0.00 0.000
Breathing in 3.53 0.706
Breathing out 3.41 0.681
Tail inflates 3.20 0.640
Tail deflates 0.00 0.000

5.2. Audio
This section contains the implementation and verification of the audio sub­system. The audio recording
design choices, discussed in Section 3.3.1, are not implemented in the design: because MicroPython
is a fairly new programming language, no libraries implementing speech recognition were available.
Recommendations on how to possibly include speech recognition in the future are given in Chapter 6.
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5.2.1. Implementation
Producing audio can be done is several ways: by generating sound using the Raspberry Pi Pico, an
I2S module or by using a Bluetooth speaker. Table 5.3 contains a trade­off of all the possible options.
Initially, the I2S module seemed the most promising, however, as MicroPython is fairly new, the are no
available libraries yet. This means a library would have to be written, making it a high­complex option. If
an I2S library was readily available, its score would have been equivalent to that of the play back board.

A Bluetooth speaker is heavy and power hungry compared to the other options, as it constantly requires
wireless communication over Bluetooth. However, it would provide for the best sound quality. Another,
more simple approach, is to use the PWM of the Pico. This solution would not require any external
hardware other than a number of filtering components. Yet, its quality is low compared to the other
options as it is limited by the filter design and the accuracy of the Pico. The playback board is an off the
shelf solution: the board has local memory, on which WAV or MP3 files can be uploaded. Additionally,
the board has a built­in amplifier to which a speaker driver can be directly connected. This solution
keeps the design simple, easy to modify, and consumes virtually no memory on the Pico. Hence, it is
the preferred implementation for the prototype.

Table 5.3: Comparison of the methods to implement audio production in the Smart Teddy using scoring on a scale of 1 to 5.
Note that a high score is positive ­ e.g, a score of 5 for ’cost’ means it is a highly low­cost option.

Implementation
method Cost Weight Power

consumption Quality Complexity Total

I2S module 5 4 5 4 2 20
Bluetooth speaker 3 2 2 5 4 16
PWM from Pico 5 5 5 2 4 21
Playback board 4 4 5 4 5 23

5.2.2. Verification
The complete demonstration procedure to verify whether the Teddy can produce sound, can be seen
in Appendix F.6. However, the sound quality was low and needed fine tuning. Sadly, during integration
of the playback board on the PCB, the playback board broke, making integration into the final design
impossible. According to requirement F.03, the Teddy must be able to indicate its SoC ­ this should
verified by depleting the battery to that the Teddy starts whining. Note that according to requirement
F.09, the Teddy must react to human touch and speech. Hence, F.09 is only partially verified.

A more detailed test regarding the sound intensity can be found in Appendix F.6, measuring the sound
intensity at different ranges with the speaker being placed both in­ and outside the Teddy. The accuracy
of the measurements is not high, as the ambient sound varied noticeably during the tests. At a distance
of 0.5m, the difference in sound intensity with regards to the ambient sound was measured to be 5± 2
dB. This is 2 dB above the sound intensity of the pumps, meaning the user can hear the response
of the Teddy. Therefore, it satisfies Requirement F.09. Furthermore, the added sound of the pumps
does not surpass that off the speaker at any distance, making the audio produced the dominant sound.
However, it does not meet Requirement NF.10 as the sound intensity of the pumps reaches 50± 2 dB.

5.3. Communication
In Section 4.1.2, the design choice was made to implement LoRa in order for the Teddy to send data to
the Base Station. The next step regarding implementation is choosing which type of transceiver to use.
Table 5.4 contains certain features of five types of LoRa transceivers: its operating voltage, operating
frequency, the communication protocol, its sensitivity and its price. The frequency is an important
aspect of the module, as there exist strict regulations in Europe4 as to which frequencies are allowed
for amateur use. The operating voltage of the transceiver and its communication protocol are used to
determine the compatibility of the transceiver within the Teddy and in combination with the Pico. Table
5.5 shows the comparative analysis on the different LoRa transceivers. As can be seen, the LoRa
RFM95SX1276 transceiver scores the highest, due to its low cost and good compatibility with the Pico.

4868 MHz is approved for license­free use in Europe.
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Table 5.4: Characteristics of the 5 LoRa transceivers.

Transceiver Operating
voltage Frequency Comm.

Protocol Sensitivity Price

LoRa­e5 mini 3.7­5V 868, 915 MHz SMA, USB­C ­136 dBm e17,21
Adafruit RFM95W LoRa
Transceiver

3.3­5.5V 433, 868, 915 MHz SPI ­148 dBm e17,82

SX1276 LoRa breakout
board

3.3V 868 MHz SPI ­ e13,49

LoRa RFM95 SX1276
transceiver

1.8­3.7V 868 MHz SPI ­148 dBm e7,49

LAMBDA62 LoRa
Transceiver

1.8­3.7V 868, 915 MHz SPI ­148 dBm e9,60

Table 5.5: Comparison of the different LoRa transceivers rated on a scale from 1 to 5.
Transceiver Compatibility Sensitivity Price Total
LoRa­e5 mini 1 4 2 7
Adafruit RFM95W LoRa Transceiver 5 5 1 11
SX1276 LoRa breakout board 5 5 3 13
LoRa RFM95 SX1276 transceiver 5 5 5 15
LAMBDA62 LoRa Transceiver 5 5 4 14

5.3.1. Implementation
As the implementation of the wireless communication is in the form of peer­to­peer communication,
there is no need to access the LoRaWAN5. Because of this, there is no restriction to the amount of
data packets that are sent per day (the LoRaWAN network has a communication policy which restricts
the transmitting time to 30 seconds per 24 hours). As the Base Station contains a Raspberry Pi, we
need to establish a LoRa communication between the Pico and the Raspberry Pi. In order to configure
the Pico with the LoRa transmitter, and the Raspberry Pi as the receiver, a Micropython library and
Python library are used, respectively. The code can be found in Appendix G. To ensure a solid wireless
connection, 868MHz antennas were purchased to connect to the LoRa module 6.

Collecting the data acquired in the Teddy is the responsibility of the Sensors & Data Acquisition sub­
domain. Once a deviation in the sensor readings is registered, this deviation is stored in an array with
size 7. Every two hours, this array is to be sent wirelessly to the Base Station. The code for sending
the array using LoRa to the Base Station can be seen in Appendix G.

5.3.2. Verification
In order to verify the reliability, efficacy and strength of the wireless communication, a number of tests
were conducted ­ the exact tests and the test procedure can be found in Appendix F.4. A summary of
the obtained results can be seen in Table 5.6. Up until a 100m range, all messages are received with a
high accuracy (i.e. high % of successful transmissions). However, at the 500m range, more than 25%
of the 25 sent messages were not received, and 39% of those messages were distorted. At a 1000m
range, no messages were received. It must be noted that the tests were performed in an environment
with a high density of flats and large buildings. It is very likely that in a more rural area, the maximum
range is higher. In addition to the results shown in Table 5.6, the tests were repeated while the receiving
LoRa module was on the third floor of a flat (as the assumption can be made that a lot of seniors live
in flats). The results of these tests can be seen in the Appendix in F.

The signal strength shows an expected decline ­ the further away the receiver is from the transmitter,
the lower the signal strength. At a range of more than 50m, the signal strength is less than −100 dB,
which is considered a weak signal, and generally a ’usable’ signal has a signal strength of above −85
dB, which in this case would be when the range is smaller than 50m. In order to ensure the correct

5Long Range Wide Area Network
6Initially wire antennas were implemented, however, they were not able to successfully transmit/receive data packets.
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message is received, the same message will be sent three times: the odds of not (correctly) receiving a
message is then down to 0.03%when assuming a 100m range (calculated using the cumulative binomial
probability). The specific data for this test can be found in Table F.7.

Table 5.6: Test results for the implementation of LoRa communication between the Raspberry Pi Pico and the Raspberry Pi.
Note that all tests were done with n=25 samples. More data can be found in the Appendix in Table F.7

.
Range % received

transmissions
% successful
transmissions

Median signal
strength (dB)

Standard deviation of
transmission time (µs)

1m 100% 88% ­31.13 473
5m 100% 88% ­63.13 473
10m 100% 84% ­75.40 440
50m 100% 76% ­107.93 717
100m 100% 70% ­112.2 2832
500m 72% 61% ­114.87 7623
1000m 0% 0% ­ ­

The power consumption of both the receiving and the transmitting LoRa module were inspected. Both
the receiving and the transmitting module consume 0.023 W while in sleep mode. The transmitting
module consumes 0.135 W while transmitting, while the receiving module does not show any change
in power consumption when it is receiving messages.

5.4. Hardware System Integration
A crucial aspect of delivering a working prototype is the integration of all sub­systems: a high­level
integration overview can be seen in Figure 5.4. The integration and its implementation must ensure
the systems robustness, there being traceable and clear connections, and provide for housing and
mounting in such a way that it fits the practical and aesthetic requirements of the Teddy. Section 5.4.1
contains a detailed description of the integration of all the different components shown in Figure 5.4, and
Section 5.4.2 contains the verification of the hardware integration based off the relevant requirements.

Actuators

Controller 
Raspberry Pi Pico 

 
 

Microphone

Power 

Speaker Pump 

2x

Gyroscope

Valves 
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Touch Sensor GPS Gas Sensor

Main Control Software 
Speech Recognition 

Sensors

The Teddy

LoRa

I2S PWM Digitial

Digital 
Analog 

Digital

SPI Wireless
Communication

UARTI2C

Analog
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Figure 5.4: Overview of integration in the Smart Teddy, showing the different sensors, actuators and communication protocols
inside the Teddy.
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5.4.1. Implementation
If the timeline were to be longer, a printed circuit board (PCB) could be made with all the necessary con­
verters and amplifiers directly placed on the board. However, as this is not the case, most conversion
boards that allow for the implementation of the sensors and actuators are bought off the shelf. This
greatly reduces complexity as the designs have already been tested, and many tutorials are available.
For integration purposes though, it is much less efficient as the design now includes many small PCBs
which all have to be connected to the Pico, the sensors and actuators. There are several options as to
how this could be integrated. These options are displayed in Table 5.7.

Table 5.7: Trade­off on integration with the integration methods ranked from 1 to 5, 5 being the best option and highest score.

Integration Method Robustness Packaging Flexibility Cable
management Price Total

Custom PCB 5 5 1 5 3 19
Prototype Board 4 4 4 2 4 18
Wired Connections 2 1 5 1 4 13

Table 5.7 shows that a custom PCB and a prototyping board are equally attractive options. Both create
robust connections, and allow for a small packaging size. The custom PCB, however, scores much
higher on cable management as all wires will be integrated into the board. The prototyping board al­
lows for much for flexibility, but will be less clean when it comes to cable management. The final option,
using wired connections, will likely lead to unmanageable cabling, but does provide added flexibility.

The benefits of the custom PCB outweigh those of the prototyping board and the wired connections. A
PCB will therefore be used, which allows for direct mounting of the smaller of the shelf boards. The
only sensors and actuators that will have a wired connection are those which require specific placement
according to their functionality. The schematic of the PCB can be found in Figure E.1 in the Appendix,
and an image of the board can be seen in Figure 5.5. An interesting feature is that both the Pico
and the LoRa board have castellated holes, allowing for them to be surface mounted onto the PCB.

Figure 5.5: Isometric view of the PCB with
the Pico soldered in the center and the

transceiver on the right.

Power Consumption and Distribution
Two 5V power lines are fed to the Human Interaction & Inte­
gration system from the power system. One feeds the two air
pumps and their motor driver, and the other feeds the valves,
their motor driver, the Pico, and all the other sensors and actu­
ators which require 5V. The Pico has an on­board converter to
3.3V, which is extended over the board as the 3.3V bus, which
feeds the sensor and actuators that require 3.3V.

5.4.2. Verification
Each subsystem’s power consumption has been tested with
their results in their respective subsection in this chapter. In
Table 5.8 the results of a full system power test was performed
with all the sensors and actuators connected to the board. The
maximum current, as well as the current consumption on idle
were measured.

Table 5.8: Results from power consumption measurement during hardware integration tests.

Net Active systems
at max. Max. current [A] Active systems

during idle Idle current [A]

5 V pumps One pump 0.640 Not active 0
5 V bus One valve, speaker driver,

drivers and breakout boards
2.047 Drivers and breakout boards 0.04

3.3 V bus Raspberry Pi Pico, drivers and
breakout boards

0.023 Raspberry Pi Pico 0.019
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5.5. Software System Integration
This section contains the method of implementation of the control in the Teddy, in terms of software.
Sections 5.5.1 and 5.5.2 contain the implementation and verification of the software, respectively.

5.5.1. Implementation
The main control of the Teddy contains, essentially, an infinite loop enabling the sensors to continu­
ously read out sensor data. All functionalities within the Human Interaction & Integration are triggered
by either the sensor data needing to be sent to the Base Station, or by input from the user or the power
domain. As all Human Interaction & Integration functions are triggered by either human input or a flag
in the code, the interrupt function can be used to enable a quick response. An interrupt can interrupt the
main code at any given time, in response to a rising/falling clock edge of a selected pin input. When the
rising/falling clock edge is detected, the interrupt handler is executed. For the software integration, the
only interrupt implemented is for the touch sensor. The interrupt ensures the code for the movement
sub­system will be executed almost immediately. The main code can be found in Appendix G.

Using the two cores of the Pico is the only way to execute functions in parallel, as the Pico does not
contain an operating system that manages CPU cycles, and therefore is only able to run one thread per
core [37]. Hence, multi­threading is needed to ensure reliability of the functionality: when breathing is
triggered by human touch, the breathing and tail wagging must continue for one minute. As the situation
could occur that the user is cuddling with the Teddy for a long time, it would mean that crucial sensor
data readings could be missed. Hence, it was chosen to implement multi­threading for the execution
of the breathing and tail­wagging motions of the Teddy. One could now question why we don’t run, for
instance, half of the all the control on the second core. However, as the functionality of the Smart Teddy
relies heavily on (unpredictable) user input, it is extremely complex to divide the code on to two cores.
On top of that, when a command is given to execute a function on the second core, but the second
core is already in use, it causes an error.

5.5.2. Verification
The testing done on the software can be divided into two types; functional and non­functional test­
ing. Functional testing is essentially requirement testing, whereas non­functional testing are additional
performance tests to obtain a better understanding on how further improvements can be done.

Functional Testing
All individual sub­systems have been functionally tested ­ the corresponding results can be found in
their respective verification subsections and in Appendix F. However, these tests have to be repeated
after full integration of all sub­domains, to assure the functionality is not affected by the integration with
the other domains. Table 5.9 contains the results of the full integration tests.

Table 5.9: Results from functional testing of the software after integration.
Sub­system Pass/fail Elaboration on results

Touch Pass The interrupt, that is triggered by a positive clock edge of the touch sensor, works.
Movement Pass In the interrupt handler of the touch triggered interrupt, the command to execute the

movement on the second core is stated. This has proven to work as expected.
Audio production Pass As we wish to produce audio for just 2 seconds, the code for triggering an audio output

is contained within the infinite loop in the main code, and functions as expected.
Communication Pass The code for transmitting of LoRa messages is evoked from within the infinite loop in

the main code, and functions as expected.

Non­ Functional Testing
The only non­functional performance test that is done, is determining the average execution time per
function. This will allow for the next design iteration to schedule functions, or make use of the second
core more efficiently. Additionally, the results were used to determine whether the interrupt­functions
are short enough as to not disturb the monitoring functionality of the Teddy. For the exact test proce­
dures, refer to Appendix F. The results show that the maximum execution time of the interrupt handler
is 3ms, and is therefore negligible as it will not interfere with the monitoring functionality.
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Discussion & Conclusion

The goal of the Smart Teddy project is, in short, to develop an interactive monitoring system, consisting
of a Teddy and a Base Station. In this thesis, the contribution to the goal stated above was to create
the sub­systems needed in order to stimulate human interaction with the Teddy, and to enable integra­
tion of all sub­domains into one functioning prototype. The latter goal is achieved, by designing and
developing movement, communication, audio, hardware­ and software­integration sub­systems. Out
of all 20 requirements, 16 were met ­ for a detailed overview of which requirements were met, please
refer to Appendix B. For each sub­system, the conclusion, discussion and recommendations for future
work are given.

Movement
To enable movement, an approach using pnuematics was taken, making use of inflatable lungs and
a tail. It was found that Ecoflex 00­30 was the perfect material for the construction of the lungs and
tail. Using two 5V DC air pumps and three three­way valves, in­ and deflation could be stimulated,
resulting in a natural breathing and tail wagging motion of the Teddy. As Ecoflex is very flexible, the
usage of it ensured we met Requirement NF.05. Although the visual and physical look of this move­
ment sub­system is very life­like (meeting Requirement F.09, and NF.01), the air pumps produce a
noticeable level of mechanical noise. For a later prototype, the option to include more silent air pumps
(like piezo­electric air pumps) could be investigated, or the air pumps could be surrounded by some
sort of sound­proofing material in order to meet Requirement NF.10.

It was chosen to trigger the movement of the Teddy with a pressure sensitive touch sensor. To achieve
this, a break­out board containing a capacitive touch sensor IC, Velostat and conductive thread were
used. The Velostat in combination with the conductive thread proved to be a very flexible for integration
in a cuddly toy, and once placed inside the Teddy, were hardly noticeable: as a result, we were able to
meet Requirement F.01, F.08, F.09, and NF.01. The only problem noticed during testing is that the wire
connecting the break­out board to the Velostat is also pressure sensitive, causing unwanted triggering
of the movement. It could be an option to investigate the optimal placement of the wire inside the Teddy,
as to reduce unwanted triggers of the touch sensor.

Audio
Initially, the goal was to include both speech recognition and the production of audio in the Teddy. How­
ever, due to our choice of microcontroller, speech recognition was extremely complex to include. The
Pico uses MicroPython as programming languages, and it was found later on in the project that there
are no speech recognition libraries available in MicroPython. The latter caused us to decide not to
implement speech recognition in this iteration of the Smart Teddy, meaning we were not able to meet
Requirement F.02. In future research, the usage of other microcontrollers could be investigated (which
are compatible with e.g. Python), which would make the implementation of speech recognition more
straightforward.
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We would have preferred to implement the production of audio using I2S, a communication protocol
especially meant for audio­related purposes. However, the Pico does not have I2S integrated onto
the board, making it time­consuming and complex to integrate (write own libraries, in MicroPyton and
machine language). In the end, a playback module was chosen, on which MP3 and WAV files could be
downloaded as it has on board flash memory and an amplifier. This proved to work together with the
chosen speaker and the Pico (meeting Requirement F.03 and F.09), however, the quality of the sound
was very low. In future work, the usage of I2S could be explored using other microcontrollers, or tests
could be performed with better sound modules.

Communication
In our design phase, we made the deliberate choice to use I2C as communication protocol between
the Pico and the other components. However, in practice, it became clear that a lot of sensors/mod­
ules support one or two communication methods, leaving little to no room for choice of communication
protocol. In the end, we had to make use of UART, SPI and I2C to connect all components to the Pico.
As this worked, we successfully met Requirement F.04 and F.06.

We chose LoRa as a wireless communication method, due to its long range, low price and low power
consumption. In testing it became apparent that the nominal range is about 500 meters; for longer
ranges, the accuracy decreased very fast and the messages that were received contained highly dis­
torted messages. By successfully integrating LoRa as a wireless communication method between the
Teddy and the Base Station, we met Requirement F.07. The only problem with LoRa is its security ­ as
we do not make use of the LoRaWAN, we miss out on the added security this protocol encompasses.
However, in future work, the libraries of the LoRa transceivers could be expanded, as to include e.g.
handshakes, more specific client adresses and/or encryption to increase the security of the transmitted
messages.

Software Integration
Interrupts were included in the main code, to enable almost immediate execution of the movement
control code on the second core of the Pico whenever the touch sensor detected a touch (meeting
Requirement F.08). In order to ensure parallel execution of reading the sensor data and the movement
of the Teddy, multi­threading was used. Although the code functions well, the second core is not used
at full capacity, as only the movement of the Teddy is executed there. For future iterations, usage of
another microcontroller could be investigated, where parallel executions are an option: this way, the
capacity of the cores can be used more optimally, making the functionality more efficient and possibly
quicker.

Hardware Integration
For a robust and compact integration method of the hardware in the Teddy, a customised PCB was
designed. Almost all the sensors, the touch sensor, antenna, the Pico and the LoRa module were
mounted onto the PCB. Due to the time limit of ten weeks, we decided to purchase off the shelf mod­
ules to allow for rapid prototyping. This greatly reduced the number of wires and general ability to
debug the design as this was rather time consuming when integrating on a bread board. For future
prototypes, we would recommend creating an entire PCB with all the functionalities incorporated. This
way, the design can be made lighter and more compact, allowing for integrated into an even smaller
Tddy. Another interesting idea to keep the soft texture of the Teddy, would be to make use of flexible
PCBs. This way it could form to the shape of Teddy, and be soft to the touch.

For high­level hardware integration, a cotton pouch was constructed in which all electrical components
were placed. The pouch contained an inner pocket, in which the three rubber balls containing all
components were placed. The outer pouch contained cuddly toy stuffing, as to meet Requirement
NF.01 and NF.09. As the bottom of the Teddy contains an opening which can be easily opened/closed
with Velcro, the entire pouch with all electronics can be removed from the Teddy, making it machine­
washable and hence we were able to meet Requirement NF.06. The only component not within the
pouch is the coil needed for wireless charging ­ although not in the scope of our sub­domain, we would
recommend more research to be done for ways to incorporate wireless charging without the need for
an exposed coil on the outside of the Teddy, for both safety and aesthetic reasons.
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A
The Prototype

The final prototype was still being worked on as this thesis had to been submitted. The functionality
of the prototype is as documented in this thesis, but further improvements on quality and reliability will
done before the final demonstration. Table A.1 contains the main specifications of the prototype and
Table A.2 contains links to videos demonstrating the features of the Smart Teddy. Lastly, pictures of
the project are added below to give a better idea of what the prototype looks like.

Note that a breakdown of the weights of the components of the Human Interaction & Integration compo­
nents can be found in Tables A.3 and A.4. For determining the total weight the values for the aforemen­
tioned tables were added to the total weights of the Sensors & Data Acquisition and Power sub­systems.

Table A.1: Main specifications of the prototype

Total weight: 1.503 kg.

Total maximum power consumption: 7.11 W

Size: 60 cm head to tail, 40 cm body, 20 cm width body, 20 cm height body

Battery life: 12 hours

Working data acquisition: GPS, microphone, gas sensor, gyroscope

Table A.2: Videos of demonstrations of the Smart Teddy

Breathing and tail wagging demonstration https://youtu.be/irsqKesD8Cs

LoRa testing https://youtu.be/CoSEh-Zduxc
Movement demonstration on PCB https://www.youtube.com/watch?v=z2myGH-bBQg
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Figure A.1: Assembly overview of the Teddy. Looking from top to bottom you can see the teddy, the pouch, the mounting/
integration balls, and the PCB, the batteries, and the pumps.

Figure A.2: The cuddly toy dog used for the Smart
Teddy prototype.

Figure A.3: The inner pouch containing the integration
balls inside the outer pouch.
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Figure A.4: The outer pouch, containing stuffing on the
inside. The outer pockets hold the lungs in place.

Figure A.5: The inner stuffing of the Teddy is sown in
place, as to avoid stuffing spilling out of the Teddy when

the pouch is removed.

Figure A.6: The inner pouch containing the rubber
integration balls.

Figure A.7: The outer pouch contains a pocket for the
Velostat sheet, with velcro to keep the sheet in place.

Figure A.8: The tail when deflated. Figure A.9: The tail when inflated.
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A.1. Materials and Components
Table A.3 shows the electrical components used inside the Teddy, along with the quantity of the com­
ponents, the total weight and the total price.

Table A.3: All components used in the Human Interaction & Integration sub­domain.

Component Quantity Total weight [grams] Total price

AT42QT1010 Touch Sensor Breakout Board 1 4 e5,95

6V air valve 3 24 e7,50

5V DC air pump 2 120 e13,90

Motor driver 2 19 e17,90

Raspberry Pi Pico 1 8 e4,00

Conductive thread 1 5 e9,95

Velostat pressure sensitive conductive sheet 1 3 e4,37

Connector headers 6 6 e5,00

868MHz antenna 1 22 e5,94

SMA to UFL mount connector 1 1 e0,21

Coaxial cable 1 4 e4,85

Customised PCB 1 20 e12,40

Playback board 1 3 e4.95
Total 239 e90,52
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Table A.4 shows the non­technical components used inside the Teddy, along with the quantity of the
components, the total weight and the total price. Note that some prices have been roughly estimated,
e.g. for the Ecoflex silicon rubber components: the total costs for the Ecoflex were around e40,­,
however, to make the tail and lungs about a fourth of the Ecoflex was needed.

Table A.4: All non­technical materials used in the Human Interaction & Integration sub­domain.

Component Quantity Total weight [grams] Total price

Outer housing 1 150 e8,00

Inner housing 1 20 e4,00

Dog teddy bear 1 610 e12,95

Balls for integration components 3 63 e18,00

Ecoflex 00­30 Rubber Silicon: Lungs 2 104 e4,00

Ecoflex 00­30 Rubber Silicon: Tail 1 60 e4,00

Tube connectors 3 3 e9,00

Zip ties 8 16 e2,00

Silicon tubing 5 30 e2,20

Heat shrinks and cabling 2 2 e2,00

Total 1058 e65,15



B
Requirement Verification Overview

B.1. Non Functional Requirements Verification
Table B.1: Table containing nonfunctional design requirements with verification methods and results.

ID Nonfunctional Requirement Verification
Method

Result

NF.01 The Teddy must not appear to
be a machine.

Demo By using Ecoflex and air, the breathing and wagging of
the tail look very life­like. Additionally, by using a soft
pouch which contains all components, no deformation­
s/hard objects can be seen or felt. Hence, the require­
ment is met.

NF.02 The Teddy must not contain
parts that could be a choking
hazard.

Inspection The Teddy does not contain glass eyeballs or any loose
components on the outside. Velcro in stead of a zipper
is used on the outside of the Teddy for this reason. Thus,
the requirement is met.

NF.03 The Teddy must weigh less
than 2.0 kg.

Analysis The Teddy was weighed containing all its components
and parts, and the total weight was 1.503 kg. Hence, the
requirement is met.

NF.04 The Teddy must be designed
in such a way that overheating
of the components inside of the
Teddy shall not occur.

Analysis The only components which produce heat are the buck­
/boost converters and the battery inside the Teddy. As
we make use of airflow in the Teddy, we positioned the
valves in such a way that they blow air on these com­
ponents. In testing it became apparent that the compo­
nents do not overheat. The requirement is met.

NF.05 Moving parts must never be­
come potentially dangerous for
the user.

Test As the tail and are the only moving parts, the requirement
is met. This is due to the fact that the tail and lungs are
soft and will not harm the user.

NF.06 The Teddy must be safely ma­
chine washable.

Demo As all components (except the tail and wireless charg­
ing coil) are included in the pouch, which is removeable,
the Teddy is fully machine washable. Hence, the require­
ment is met.
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NF.07 The Teddy must be robust (i.e.
must be able to fall without
breaking).

Demo All components are enclosed in the pouch, which con­
tains a considerable amount of padding. The tail is virtu­
ally indestructible, as it is made from Ecoflex. When the
Teddy is dropped from a hip/chest height, nothing breaks.
Hence, the requirement is met.

NF.08 The measurements of torso of
the Teddy should range be­
tween 30­40cm (length) x 15­
20cm (width).

Inspection The measurements of the torso of the Teddy are
34x20cm, hence the requirement is met.

NF.09 The user should not be able
to feel hard objects inside the
Teddy.

Demo By making use of Velostat as a touch sensor indicator,
Ecoflex for the construction of the tail and lungs, and by
creating a custom pouch containing padding around the
electronic components, the Teddy feels soft to the touch.
Hence, the requirement is met

NF.10 The movements of the Teddy
should preferably be silent (not
more than 20 dB).

Demo The movements of the Teddy produce a sound level of
48.8dB at a 1 m distance. Hence, the requirement is not
met.

NF.11 Themanufacturing costs of the
prototype Teddy should prefer­
ably not exceed e400.

Analysis By inspecting our own components and their price, and
adding the prices of the components from the other
sub­group, a prototype price of e300,­ was determined.
Hence, the requirement is met.

B.2. Functional Requirements Verification
Table B.2: Table containing functional design requirements with verification methods and results.

ID Functional Requirement Verification
Method

Results

F.01 The Teddy shall be able to sense
when stroked/touched.

Test In Appendix Section F.2 can be read that
the touch sensor was tested and proved
to work. Hence, the requirement is met.

F.02 The Teddy shall recognise 2­3
words using speech recognition.

Test As there are no existing MicroPython li­
braries for speech recognition, the choice
was made to not integrate speech recog­
nition. Hence, the requirement is not met.

F.03 The Teddymust contain an indicator
of the state of the battery.

Test When the SoC of the battery becomes
low, the Teddy will start whining. The test
can of the whining can be found in Ap­
pendix F. The requirement is met.

F.04 The Teddy shall be a stand alone
system which doesn’t require con­
trol from external sources.

Inspection As we use a Raspberry Pi Pico to per­
form the control within the Teddy, no ex­
ternal control is needed. Hence, the re­
quirement is met.
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F.05 There shall be an indication that the
Teddy is charging that is in agree­
ment with NF.01

Test As this indication is not possible to imple­
ment in the Teddy (the Teddy will ’switch
off’ when charging), the indicator is out­
side of the scope of this sub­domain as it
must be implemented in the Base Station.
There is no indicator on the Base Station
to indicate whether or not the Teddy is
charging. Hence, the requirement is not
met.

F.06 The components inside the Teddy
shall be able to communicate with
the main controller.

Test As can be read in Appendix Section F.4,
LoRa has proven to be an effective way
for the Teddy to communicate wirelessly
with the Base Station (within a range of
500 meters). Thus, the requirement is
met.

F.07 The components inside the base
station shall be able to communi­
cate with the main controller.

Inspection Using SPI, UART and I2C, we made
sure all components inside the Teddy can
communicate with the Raspberry Pi Pico.
Hence, the requirement is met.

F.08 The response time in between
touching the Teddy and the reaction
of the Teddy should be nomore than
0.5 seconds.

Test As can be read in Appendix Section F.2,
the response time between touching the
touch sensor and actuator excitation is al­
most immidiate, thus less than 0.5 sec­
onds. Hence, the requirement is met.

F.09 The Teddy should be able to react
to human touch and speech (certain
words) using movement and sound.

Inspection We successfully developed an air­
induced movement and a touch sensor.
However, we were not able to imple­
ment speech recognition. Hence, the
requirement is partially met.



C
Stakeholder Analysis

Table C.1: Table containing the stakeholders surrounding the defined problem and their influence on the solution the Smart
Teddy provides.

Stakeholder Role in the problem Influence on the solution
(Smart Teddy)

Level of in­
fluence on
solution

Dementia
patients

The increasing number of newly
diagnosed dementia patients
poses a strain on the health care
system and on the mental and
physical well being of not only
their selves, but also their loved
ones.

The main priority of the solu­
tion is to provide for the needs
and wants of the patient suffering
from dementia being met, as the
goal is for the solution to perfectly
blend in their daily routines and
offer them support and comfort.

High

Loved ones of
the dementia
patient

Loved ones of the dementia pa­
tient often play a large role, as
they want the best for their par­
ent/relative/loved one and often
play the role of carer of the de­
mentia patient [17].

They will most likely be the pur­
chasing party of the proposed
solution, and decide even be­
fore the patient if the solution is
good enough for their parent/rel­
ative/friend.

High

Health insur­
ance compa­
nies

Health insurance companies
play a large role in the decision
whether or not a dementia
patient moves to a care home,
purely from a financial perspec­
tive.

If health care companies see the
added value of the proposed so­
lution, they might introduce a
financial compensation for pur­
chasing parties, making the solu­
tion a more widely financially ac­
cessible option.

High

Carers of
the dementia
patient

Carers often play a role in de­
ciding whether or not the demen­
tia patient is still capable of liv­
ing independently [17]. On top
of that, they are the party in the
health care system who are in
direct contact with the dementia
patients.

Most carers will have a lot of
experience in working with de­
mentia patients, and might fulfill
an advisory role towards the pur­
chasing party of the solution.

Moderate
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Doctors spe­
cialising in
dementia

Doctors/specialists form the
party responsible for finding a
cure/slowing down dementia,
hence, they play a large role
in (trying to solve) the problem.
They know the most about the
disease.

Some purchasing parties might
consult a doctor/specialist when
deciding if the proposed solution
is of added value to the dementia
patient. Furthermore, the health
care companies will most likely
consult specialists in order to de­
cide on adding the proposed so­
lution to insurance plans.

Moderate

Academic
instances

Academic instances play a role
in trying to solve the problem, as
they form a large percentage of
research centres where research
is done towards curing/slowing
down dementia and improving
the quality of life of dementia pa­
tients.

The funding from academic in­
stances for projects like the pro­
posed solution can make the dif­
ference in whether or not the so­
lution is further developed.

Moderate

Designers
developing
(similar) solu­
tions

This party plays a role in re­
ducing the strain on the health
care system by developing prod­
ucts to offer dementia patients ei­
ther companionship, or to moni­
tor their quality of life.

These researching/developing
parties might pose a threat for
the retail perspective of the
proposed solution, as there
might be another party who
markets approximately the same
product before the launch of the
proposed solution.

Moderate

Care homes Care homes play a large role in
the problem, as they are often
under­funded and under­staffed,
leading to the mental and phys­
ical strain of both dementia pa­
tients and care home staff.

The care home might become a
purchasing party of the proposed
solution, to reduce the strain on
staff and provide their residents
with constant companionship.

Low



D
Wired Communication

In order to choose the most fitting digital communication protocol for the Smart Teddy, a list of basic
criteria must be set up. As there exists a finite amount of communication protocols, the communication
protocols will be compared to one and other, resulting in some criteria being comparative in stead of
quantitative. The criteria are:

• To allow multiple devices to communicate back and/or forth with the controller;
• To minimise the hardware needed for the implementation of the communication protocol, in order
to comply with Requirements NF.02 and NF.09;

• To minimise the risk of bus contention 1 or cross­talk 2 ;
• To maximise the speed of communication, in order to comply with Requirement F.08;
• To minimise the complexity of implementing the protocol: not only due to time constraints, but
also to enable easy and quick implementation of changes and updates in later prototypes of the
Smart Teddy.

• To be compatible with the components and devices used in the sub­domains ’Power Operations
& Distribution’ and ’Data Acquisition & Integration’ of the Smart Teddy system.

An important aspect to address before investigating communication protocols is deciding whether to
make use of a parallel or a serial interface. Serial communication makes use of a single communica­
tion link to send data, while parallel communication makes use of multiple parallel links [14]. Although
parallel communication is quicker, serial communication is generally cheaper, requires less hardware
(thus is more lightweight), avoids the risk of cross­talk and greatly simplifies upgrading the Smart Teddy
circuitry in future prototypes [14]; these features of serial communication are in line with Requirements
NF.03, NF.09 and NF.11, thus using serial communication is the preferred option.

The serial communication methods which are investigated can be seen, together with their properties,
in Table D.1. We examine I2C, SPI, CAN, 1­Wire and Microwire. Note that we also need an UART3
connection, as the Sensors & Data Acquisition sub­domain make use of GPS, which is (due to their
design choice regarding the GPS device) only configurable with UART. As UART is definitely needed
for the integration of the sub­domains, we consider compatibility with UART as a criterion for the micro­
controller. Using the information given in Table D.1, a comparison is made between the communication
protocols, which can be seen in Table D.2.

Table D.2 shows that I2C scores the highest. I2C requires just two wires (serial data line SDA, and serial
clock line CLK), is straightforward in its implementation and is widely supported ­ almost every micro­
controller or sensor which was analysed supports I2C. SPI and CAN are close runner­ups. However,

1Bus contention is an undesirable state where more than one device on a bus attempts to place values on the bus at the
same time [49].

2Cross­talk is a signal integrity issue that appears due to parasitic capacitive/inductive coupling between adjacent wires [13].
3UART is not a communication protocol, but a physical circuit in a micro­controller [42]. UART stands for Universal Asyn­

chronous Receiver and Transmitter.
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the difference in required hardware between SPI and I2C is large, doubling the amount of wires needed.
Although SPI is a lot faster than I2C, minimising the amount of hardware in the Teddy contributes to
Requirement NF.03 and NF.09, which is of higher priority than Requirement F.08 (which regards the
response time of the Teddy).

The CAN protocol is an extremely robust protocol due to its built­in failure detection mechanisms [15].
However, it is considerably slower than I2C and is less widely supported for our implementation pur­
poses. Hence, I2C is preferred over CAN.

Table D.1: Different serial communication protocols and their properties [44].

Protocol Type (A)synchronous Pin count Duplex Peripheral
devices allowed

Max speed
(Kbits/sec)

I2C Multi­source Synchronous 2 Half 128 [47] 400
SPI Multi­source Synchronous 4 Full Limit defined by bus

capacitance/bit rate
>1000

Microwire Source/sink Synchronous 4 Full Idem >625
1­Wire Source/sink Asynchronous 1 Half Idem 16
CAN Multi­source Synchronous 2 Full Idem 40­125

Table D.2: Comparison of the selected serial communication protocols using scoring on a scale of 1 to 5 [19][42][52][47].

Protocol Required area Robustness Speed Complexity Widely
supported Total

I2C 4 4 3 5 5 21
SPI 2 4 4 3 5 18

Microwire 2 4 3 3 4 16
1­Wire 5 4 1 4 2 16
CAN 4 5 2 4 4 19



E
Schematics

Figure E.1 shows the schematic of the custom made PCB. As can be seen in the Figure, the Raspberry
Pi Pico and the LoRa module are mounted directly on the PCB. Using 90 degree header connectors,
the sensors, antenna and speaker module are attached to the PCB.
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Figure E.1: Schematic of integration PCB
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Figure E.2 shows the equivalent circuit of the touch sensor IC, combined with the sensor electrode.
In our case, the sensor electrode is the sheet of Velostat soldered onto the break­out board. The
Velostat forms one plate of the capacitor, and when touched, the human hand/object forms the other
plate. Depending on the applied pressure, the resistance Cx deviates, which is registered by the touch
sensor IC.

4
9541H–AT42–05/10

AT42QT1010

1.3 Schematics

1.3.1 6-pin SOT23-6

Figure 1-1. Basic Circuit Configuration

1.3.2 8-pin UDFN/USON

Figure 1-2. Basic Circuit Configuration
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Figure E.2: Schematic of the touch sensor. Source: One Channel Touch Sensor IC, Atmel
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Test Procedures

F.1. Movement Performance Test

Test specialist: Shea Haggerty

Date of completion: 07/06/2021

Test objective: Test the functionality of the movement, and use test results to
fine­tune the variables in the airflow control code to optimise
breathing/tail wagging efficacy.

Results: Both breathing and tailwagging can be achieved with the
tested setup. In order for the best breathing motion, the
pumps should inflate for 8 seconds and deflate for 8 seconds
as well. The tail should inflate for 3.5 seconds and deflate for
3 seconds.

Table F.1: Summary movement performance test.

F.1.1. The Test Setup and Procedure
Figure F.1 shows the test setup used to perform the movement tests. One motor driver is used for
driving the two 5V air pumps, and one motor driver is used for the three 5V valves. The two motor
drivers are connected to 3.3V from the Pico for the on­board logic, and the VM pin on the boards are
connected to a 5V power supply, which is used to power the pumps and valves. The two pumps are
driven with a PWM signal (2000 Hz, 100% duty cycle) to reduce the mechanical noise they produce
when turned on. The valves are controlled with a digital output pin from the Pico, and are connected
to the MOTOR A/B pins on the motor driver and the common ground. The code for the control of the
pumps and valves, together with a self­written library, can be found in Appendix G.

F.1.2. Test Results
The test results for the movement tests are not numerical ­ the main objective is to ensure the function­
ality of the pumps and valves in combination with the motor drivers. When the code for the control of
the pumps and valves was run, the lungs and tail inflated and deflated successfully. Initially, we wanted
to use just one valve for the breathing system. However, upon testing it became apparent that deflation
by means of difference in air pressure was too slow. Hence, the decision was made to include an extra
valve, which would enable one air pump to both inflate and deflate the lungs. For optimal inflation and
deflation, the pumps needed 8 seconds for both inflating and deflating, and the tail needs 3.5 and 3
seconds, respectively.
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Figure F.1: Movement test setup.

F.1.3. Conclusion
Both the lungs and the tail are able to in­ and deflate, performing the movement they are meant to do.
Because of this, Requirement NF.05 and F.09 are met. Figure 5.3 shows a simplified overview of the
movement cycle, which in total lasts for 66 seconds.

F.2. Touch Sensor Performance Test
Table F.2: Summary capacitive touch sensor performance test.

Test specialist: Shea Haggerty

Date of completion: 09/06/2021

Test objective: Determine the statistical accuracy of the capacitive touch sen­
sor over a varying applied load.

Results: The touch sensor has an average accuracy of 76%.

F.2.1. The Test Setup and Procedure
The touch sensor consists of a break­out board containing a capacitive touch sensor IC. The break­out
board has 4 pins: Vdd, OUT, GND and LED. In order to test its functionality with the Pico, the Vdd was
connected to the 3V output of the Pico, the GND was connected to the ground of the Pico and the OUT
was connected to a general in­output pin. The test setup can be seen in Figure F.2. The break­out board
also contains a soldering hole, to apply a custom touch pad. As we make use of the Velostat sheet
as an indicator, we soldered a wire to the break­out board, and created a loop at the end of the wire:
as can be seen in Figure F.3, this loop is necessary to make the connection between the conductive
thread and the wire. A simple code was written to print ”The touch sensor has been touched!” whenever
the OUT pin was high. As the touch sensor is designed for human touch, specifically stroking of the
Teddy, the objective is to test for what applied pressure (load in grams) the touch sensor registers touch.
Hence, we test the touch sensor accuracy with a sample size of n=25 ’touches’, using a load range of
5­2000 grams.
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Figure F.2: Test setup of the touch sensor test.

Figure F.3: Close up of the way the wire and
conductive thread are integrated to make contact

with the Velostat.

F.2.2. Test Results
Table F.3 shows the test results of the test procedure described above. As can be seen, the accuracy
of the touch sensor is 76%.

Table F.3: Results of the accuracy test of the touch sensor with variable loads.

Load Response out of
n=25 samples Accuracy

5 grams 17 68%
50 grams 12 48%
250 grams 13 52%
500 grams 22 88%
1000 grams 25 100%
2000 grams 25 100%

Average accuracy 76%

F.2.3. Conclusion
In conclusion, the touch sensor works well when combined with the custom touch pad, which in our
case is wire, conductive thread, fabric and Velostat. As the average person will stroke the Teddy with
an applied load of about 250­500 grams, the average accuracy is 70%, which is high enough for the
touch sensor to meet Requirement F.00.

F.3. Full Movement Sub­System Performance Test
Table F.4: Summary full movement sub­system performance test.

Test specialist: Shea Haggerty and Laura Croes

Date of completion: 09/06/2021

Test objective: Test the functionality of the movement sub­system, which en­
compasses the air pumps, valves, tail and lungs, touch sensor,
and the usage of interrupts in the code.

Results: Once the touch sensor is touched, the reaction time between
registered touch and actuator excitation is less than 0.5 sec­
onds (meeting Requirement F.08). The interrupt works.



F.3. Full Movement Sub­System Performance Test 48

F.3.1. The Test Setup and Procedure
Figure F.4 shows the test setup to test the functionality of the full movement sub­system. The code,
which contains the interrupt concerning the touch sensor, can be found in Appendix G. The on­board
logic of the motor drivers and the touch sensor are connected to the 3.3V output of the Pico, and the
VM pins of the motor drivers are powered by a 5V power supply. All are connected to a common
ground. The main code only contains the definition of a general in/output pin of the Pico as an interrupt
pin (triggered by a rising clock edge), and the interrupt handler. The interrupt handler contains the
command to execute the movement control code on the second core of the Pico.

Figure F.4: Full movement sub­system test setup.

F.3.2. Test Results
The interrupt and the multi­threaded execution work as expected. When the touch sensor is touched
while the movement is in action, a written error appears. However, this does not affect the functionality
in any way. The response time in between a registered touch and the actuator excitation is less than
0.5 seconds.

F.3.3. Conclusion
As the interrupt, multi­threaded execution and the combination of themotor drivers and the touch sensor
work, the conclusion is that the full movement sub­system functions correctly. With that, Requirement
NF.08, NF.09, F.04 and F.05 are met.
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F.4. Wireless Communication Performance Test
Table F.5: Summary wireless communication performance test.

Test specialist: Shea Haggerty and Laura Croes

Date of completion: 10/06/2021

Test objective: Determine the statistical accuracy of messages over a varying
distance.

Results: The LoRa communication works effectively between a range
of 0 to 500m. Above that, the received messages are highly
distorted and the reliability decreases by a lot. We were able
to transmit and receive messages when the receiver was out­
side, and when the receiver was inside (ground floor and third
floor) while the transmitter was outside. When sending a mes­
sage three times, the odds of correctly receiving a message
is 99.7% when assuming a 100 m distance from a third floor
apartment to the outside. These odds are calculated using
the cumulative binomial probability.

F.4.1. The Test Setup and Procedure
For the test two Raspberry Pi Picos were used. Both Picos were communicating with the RFM95 Lora
Module which then drove a rubber 868MHz whip antenna. A drawing of the setup is visible in Figure F.5
and a picture of the setup at 1m is visible in Figure F.6, The code for the pico’s was being run in the
laptop they were connected to and the data was printed in the shell of Thonny, the IDE which was used.
Table Table F.6 contains all the important test parameters.

Table F.6: Important parameters wireless communication performance test.

Transmitted message: ’Message:X. I am Shea and I am 21 years old, I was born at
14:00 PM on the 7th of August.’

Number of transmitted messages: 25

Send interval: 3s

Power value: 20

Test distances: 1m, 5m, 10m, 50m, 100m, 500m, 750m, 1000m

Test scenarios: Inside steel constructed building to outside, open air, and third
floor apartment to outside.

The test procedure was as followed:

1. Measure distance between whip antennas with measuring tape for distances up until 10m and
with ’footh path’ app for larger distances.

2. Run program on Pico using the computer.
3. Verify that messages are arriving and the measured parameters are printed in the shell.
4. Wait for all 25 messages to have been sent.
5. Copy all the contents from the shell and place in excell file for later analysis.
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distance

Figure F.5: Drawing of measurement set up for wireless communication performance testing.

Figure F.6: Picture of 1m distance wireless communication performance testing.

F.4.2. Test Results

Table F.7: Results of distance wireless communication performance test with variable distance.

Scenario Distance (m)
Received
out of

n=25 samples

Correctly received
out of

n=25 samples

Median signal
strength (dB)

Standard
deviation

of transmission
time (µs)

Inside steel constructed
building to outdoor

1 100% 88% −31.13 473
5 100% 88% −63.14 473
10 100% 84% −75.40 440
50 100% 76% −107.93 717
100 100% 56% −112.20 2832

Open air

100 100% 84% −110.07 565
500 72% 44% −114.87 7623
750 0% 0% ­ ­
1000 0% 0% ­ ­

From third floor
apartment to outside with
the window closed

100 100% 88% −83.4 1600
250 84% 68% −114.33 2134
500 0% 0% ­ ­

From third floor
apartment to outside with
the window closed

50 100% 80% −100.47 724
100 100% 84% −102.07 724
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F.4.3. Conclusion
The LoRa communication works effectively between a range of 0 to 500 meters. Above that, the re­
ceived messages are highly distorted and the reliability decreases by a lot. We were able to transmit
and receive messages when the receiver was outside, as well as inside (ground floor and third floor)
while the transmitter was outside. For our use case, a range of 100m is more than sufficient, as we
expect the Teddy to be in the seniors’ house most of the time1. By sending the same message three
times, the odds of correctly receiving a message is down to 99.7% when assuming a 100 m distance
from a third floor apartment to the outside. These odds are calculated using the cumulative binomial
probability.

F.5. Function Execution Time Performance Test
Table F.8: Summary function execution time performance test.

Test specialist: Laura Croes and Shea Haggerty

Date of completion: 18/06/2021

Test objective: Determine execution time of function used in the code which
controls the Teddy.

Results: The code for breathing and tailwagging takes 66s, sending
messages via LoRa 12s, the touch sensor interrupt 3ms, and
the SoC code 2ms.

F.5.1. The Test Setup and Procedure
For this test, all the functions which are used to control the Human Interaction & Integration sub­system
are individually tested to determine their run time. The is done by printing time stamps, using the utime
MicroPython library, before and after execution of the functions. The functions are run 5 times in a row,
after which the average time is noted. The results are given in Table F.9.

F.5.2. Test Results

Table F.9: Results of execution time performance test with each function having been run 25 times.

Function Average time
n=5 samples

Touch interrupt handler 3ms
Breathing & tail wagging 66002ms

Determining SoC 2ms
LoRa transmission 11999ms

F.5.3. Conclusion
The longest function takes 66002ms, which is about 66s. However, this function will be executed on
the second core, as to not interrupt data readings or other functionalities of the Teddy. The interrupt,
which will disturb the sensor readings as it executes on the first core, takes 3ms, and analog data will
not be measured for this time. As the touch sensor triggered interrupt takes 3ms, we consider this
interrupt as negligible as there are no time­critical functions which monitor the safety of the user. The
longest function which executes on the first core is sending messages using LoRa, which takes almost
12s. The function sends three consecutive messages, to enlarge the chance of the receiver receiving

1When the senior is outside of this range the GPS will be used, sending messages over text. More details on this can be
found on the report of the Sensor and Data acquisition subsystem.
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a correct message.

This data can be used in the future to better schedule function between both cores.

F.6. Sound Performance Test
Table F.10: Summary sound performance tests.

Test specialist: Laura Croes and Shea Haggerty

Date of completion: 15/06/2021

Test objective: Measure the sound intensity of system parts which produce
noise at a varying distances, and measure their power con­
sumption if relevant.

Results: The accuracy of the measurements is not very high as there
were frequent variation of the ambient sound during the tests.
The peak value was taken during measurements with an es­
timated accuracy of ±2 dB due the noise. A noticeable dif­
ference in sound intensity is therefore observed up to 1 m
distance. As the sound is meant to be heard when the user
is interacting with the Teddy at 1 m distance is sufficient for
the audio intensity to be considered sufficient. Furthermore,
the added sound of the pumps does not surpass that off the
speaker at any distance, making the audio produced the dom­
inant sound.

F.6.1. The Test Setup and Procedure
In practice, the only element in the prototype which is meant to produce sound is the playback board
(containing an amplifier) in combination with the speaker driver. During the test, the audio module was
enabled at maximum load, and the sound intensity was recorded for the same audio segment at 0.5
m, 1 m and 5 m. On top of that, the prototype contains two air pumps which produce a non­negligible
amount of noise. As this noise is unwanted, we want to measure their sound intensity as well, to verify
if the noise of the pumps does not overshadow the produced audio.The sound intensity of the pumps
was measured for the same ranges mentioned above. The exact test procedure was as follows:

1. The audio system in question was placed on a table, and connected to a 5V power supply.
2. As there is always background noise present, the ambient sound intensity was measured at all

distances for which the sound intensity of the relevant audio system was measured as well.
3. The system was switched on and the sound intensity at the pre­defined ranges were measured

using decibel meter app on an Iphone.
4. Measurements were also done with the noise producing components placed inside the Teddy, as

this is the place they will be in the final prototype.
5. The above steps were repeated for all specified ranges.
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[H]

Figure F.8: The test setup for measuring the
sound intensity of the pumps, with the pumps

being on the table.

Figure F.9: The test setup for measuring the
sound intensity of the pumps, with the pumps

being inside the two pouches.

Figure F.7: The test setup for testing the playback board with the speaker driver at 0.5m.

F.6.2. Test Results
Table F.11 and F.12 show the results of the measurements described in the previous section.

Table F.11: Results of sound intensity measurements of the audio at various distances.

Audio Outside Teddy Inside Teddy
Ambient sound
intensity [dB]

Sound intensity
outside Teddy [dB]

Ambient sound
intensity [dB]

Sound intensity
inside Teddy [dB]

0m 47 90 48 70
0.5m 51 60 48 53
1m 48 55 47 51
5m 49 52 48 70
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Table F.12: Results of sound intensity measurements of the pumps at various distances, with an accuracy of approximately ±2
dB.

Pumps Outside Teddy Inside Teddy
Ambient sound
intensity [dB]

Sound intensity
outside Teddy [dB]

Ambient sound
intensity [dB]

Sound intensity
inside Teddy [dB]

0m 50 74 52 69
0.5m 50 55 49 53
1m 50 53 48 49
5m 51 52 48 48

F.6.3. Conclusion
The accuracy of the measurements is not very high as there were frequent variation of the ambient
sound during the tests. This lead to the sound intensity measured to vary during the measurement.
The peak value was taken and noted in Tables F.11. An estimated accuracy of ±2 dB is assumed due
this noise. A noticeable difference in sound intensity is therefore observed up to 1 m distance. After
this the sound made by the Teddy blends in with the ambient noise.

As for the pumps, these contribute significantly to the total noise as well when placed outside of the
Teddy. However, the pumps will be placed inside the Teddy inside the inner pouch. This reduces the
sound intensity down to where the difference between the pumps and the ambient sound is not mea­
surable ­ considering the accuracy of the measurements.

As the sound is meant to be heard when the user is interacting with the Teddy a 1m distance is sufficient
for the audio intensity to be considered sufficient. Furthermore, the added sound of the pumps does
not surpass that off the speaker at any distance, making the audio produced the dominant sound.
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Code

G.1. Movement
Airflow control

1 # This file contains two functions: one for breathing and one for tail wagging.
2 # All movement is enabled using pneumatics (soft robotics in our case).
3 # An air pump, valves and tubing are used to inflate the lungs of the Teddy and wag its tail.
4 # When the touch sensor detects pressure, the Teddy will start breathing and wagging its tail

slowly.
5

6 from machine import Pin, PWM
7 from Motor_Driver import Pumps, Valves
8 import utime
9 import _thread
10

11 # Assigning the pumps and valves to certain pins on the Raspberry Pi Pico
12 BIN2_valvetail = 18
13 BIN1_valvetail = 19
14 AIN1_valvelung1 = 17
15 AIN2_valvelung2 = 16
16 PWMA_pumps = 21
17 PWMB_pumps = 20
18

19 pump = Pumps(PWMA_pumps,PWMB_pumps)
20 valve = Valves(BIN1_valvetail,AIN1_valvelung1,AIN2_valvelung2)
21

22

23 def breathing_tailwagging():
24 frequency = 2000 # Telling the Raspberry Pi Pico how often per second to switch power

on and off of the pumps.
25

26 valve.valve_tail_on() # Tail curls up for 3.5 seconds
27 pump.pump_tail_on() # Breathe in
28 utime.sleep(3.5)
29

30 valve.valve_tail_off() # Tail moves back to normal position
31 pump.pump_tail_off()
32 utime.sleep(2)
33

34 valve.valve_tail_on() # Tail curls up for 3.5 seconds
35 pump.pump_tail_on()
36 utime.sleep(3.5)
37

38 valve.valve_tail_off() # Tail moves back to normal position
39 pump.pump_tail_off()
40 utime.sleep(2)
41

42 valve.valves_lungs_in() # Breathe out
43 pump.pump_lungs_on()
44 utime.sleep(9)
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45

46 valve.valves_lungs_out()
47 utime.sleep(9)
48

49 valve.valves_lungs_in() # Breathe out
50 utime.sleep(9)
51

52 valve.valves_lungs_out()
53 utime.sleep(9)
54

55 valve.valves_lungs_in() # Breathe out
56 utime.sleep(9)
57

58 valve.valves_lungs_out()
59 utime.sleep(10)
60

61 touch = False
62 valve.all_valves_off()
63 pump.all_pumps_off()

Motor Driver Library
1 from machine import Pin,PWM
2 from time import sleep
3

4 class Valves():
5 def __init__(self, BIN1_valvetail,AIN1_valvelung1,AIN2_valvelung2):
6 self.bin1 = Pin(BIN1_valvetail, mode=Pin.OUT, pull=None)
7 self.ain2 = Pin(AIN2_valvelung2, mode=Pin.OUT, pull=None)
8 self.ain1 = Pin(AIN1_valvelung1, mode=Pin.OUT, pull=None)
9

10

11 def valves_lungs_in(self): # Inputs for the valves of the lungs when breathing in (
inflating)

12 self.ain1.value(1)
13 self.ain2.value(0)
14

15

16 def valves_lungs_out(self): # Inputs for the valves of the lungs when breathing out (
deflating)

17 self.ain1.value(0)
18 self.ain2.value(1)
19

20

21 def valve_tail_on(self):
22 self.bin1.value(1)
23

24

25 def valve_tail_off(self):
26 self.bin1.value(0)
27

28

29 def all_valves_off(self):
30 self.ain1.value(0)
31 self.ain2.value(0)
32 self.bin1.value(0)
33

34

35 class Pumps():
36 #def __init__(self, BIN2_pump2,BIN1_pump2,AIN1_pump1,AIN2_pump1):
37 def __init__(self,PWMA_pumps,PWMB_pumps):
38 #self.bin2 = Pin(BIN2_pump2, mode=Pin.OUT, pull=None) # Pin 26 GP 20
39 #self.bin1 = Pin(BIN1_pump2, mode=Pin.OUT, pull=None) # Pin 25 GP 19
40 #self.ain2 = Pin(AIN2_pump1, mode=Pin.OUT, pull=None) # Pin 24 GP 18
41 #self.ain1 = Pin(AIN1_pump1, mode=Pin.OUT, pull=None) # Pin 22 PG 17
42 self.apwm = PWM(Pin(PWMA_pumps)) # Pin 21, gp16 The 50 is the frequency. Can

adjust in main?
43 self.bpwm = PWM(Pin(PWMB_pumps)) # Pin 27, GP 21
44

45

46
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47 def pump_lungs_on(self):
48 self.apwm.duty_u16(65530)
49

50

51 def pump_tail_on(self):
52 self.bpwm.duty_u16(65530)
53

54 def pump_lungs_off(self):
55 self.apwm.duty_u16(0)
56

57 def pump_tail_off(self):
58 self.bpwm.duty_u16(0)
59

60 def all_pumps_off(self):
61 self.apwm.duty_u16(0)
62 self.bpwm.duty_u16(0)

Test Code: Full Movement Sub­System Integration
This code contains the touch sensor interrupt, the interrupt handler, and the code for reading the SoC.
As themain code on the Pico will consists mostly of code by the Sensors & Data Acquisition sub­domain,
this code will be given in their report. The functions in this code segment are added to their main code.

1 from machine import Pin
2 import Motor_Driver
3 import _thread
4 import utime
5 from Motor_Driver import Pumps, Valves
6

7 touch_sensor = Pin(11, Pin.IN, Pin.PULL_UP)
8

9 analog_value = machine.ADC(27)
10 voltage_conversion = 0.0000757203 #3.3 / 2^16 /(100/150))
11 calibration = 1.028;
12

13 def SoC():
14 reading = analog_value.read_u16()
15 soc = float(reading) * voltage_conversion #* calibration #+ offset
16 #print("ADC: ",soc)
17 #print(voltage_conversion)
18 if soc <= 3:
19 battery_low = 1
20 else:
21 battery_low = 0
22

23

24 def interrupt_touch(self):
25 touch = True
26 _thread.start_new_thread(breathing_tailwagging , ())
27

28

29 touch_sensor.irq(trigger=Pin.IRQ_RISING, handler=interrupt_touch)

G.2. Wireless Communication
LoRa: TX Code

1 from time import sleep
2 from ulora import LoRa, ModemConfig, SPIConfig
3

4 # Lora Parameters
5 RFM95_RST = 27
6 RFM95_SPIBUS = SPIConfig.rp3_0
7 RFM95_CS = 1
8 RFM95_INT = 15
9 RF95_FREQ = 868.0
10 RF95_POW = 20
11 CLIENT_ADDRESS = 1
12 SERVER_ADDRESS = 2
13

14 # initialise radio
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15 lora = LoRa(RFM95_SPIBUS, RFM95_INT, CLIENT_ADDRESS, RFM95_CS,
16 reset_pin=RFM95_RST, freq=RF95_FREQ, tx_power=RF95_POW, acks=True)
17

18

19 def sending_lora():
20 i = 1
21 while i <= 3:
22 lora.send_to_wait("Message:" + str(i) + ". This is a full load test, and now we are

testing LoRa.", SERVER_ADDRESS)
23 i = i + 1

LoRa: RX Code
Note that this is code in Python, as this code is implemented on the Raspberry Pi in the Base Station.

1 from time import sleep
2 from ulora import LoRa, ModemConfig, SPIConfig
3 from machine import Pin
4 import utime
5

6 # This is our callback function that runs when a message is received
7 def on_recv(payload):
8 # print("From:", payload.header_from)
9 # print("Received:", payload.message)
10 # print("RSSI: {}; SNR: {}".format(payload.rssi, payload.snr))
11 print(str(payload.header_from) + "\t" + str(payload.message) + "\t" + str(payload.rssi) +

"\t" + str(payload.snr) + "\t" + str(utime.ticks_ms()))
12 # Lora Parameters
13 RFM95_RST = 27
14 RFM95_SPIBUS = SPIConfig.rp2_0
15 RFM95_CS = 5
16 RFM95_INT = 15
17 RF95_FREQ = 868.0
18 RF95_POW = 20
19 CLIENT_ADDRESS = 1
20 SERVER_ADDRESS = 2
21

22 led = Pin(25, Pin.OUT)
23 led.on()
24

25 # initialise radio
26 lora = LoRa(RFM95_SPIBUS, RFM95_INT, SERVER_ADDRESS, RFM95_CS,
27 reset_pin=RFM95_RST, freq=RF95_FREQ, tx_power=RF95_POW, acks=True)
28

29 #lora = LoRa(RFM95_SPIBUS, RFM95_INT, SERVER_ADDRESS, RFM95_CS,
30 # freq=RF95_FREQ, tx_power=RF95_POW, acks=True)
31

32

33 # set callback
34 lora.on_recv = on_recv
35

36 # set to listen continuously
37 lora.set_mode_rx()
38

39

40 # loop and wait for data
41 while True:
42 sleep(0.1)
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