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ABSTRACT Power systems are undergoing rapid digitalization. This introduces new vulnerabilities and
cyber threats in future Cyber-Physical Power Systems (CPPS). Some of the most notable incidents include
the cyber attacks on the power grid in Ukraine in 2015, 2016, and 2022, which employed Advanced
Persistent Threat (APT) strategies that took several months to reach their objectives and caused power
outages. This highlights the urgent need for an in-depth analysis of APTs on CPPS. However, existing
frameworks for analyzing cyber attacks, i.e., MITRE ATT&CK ICS and Cyber Kill Chain, have limitations in
comprehensively analyzing APTs in CPPS environments. To address this gap, we propose a novel Advanced
Cyber-Physical Power System (ACPPS) kill chain framework. The ACPPS kill chain identifies the APT
characteristics that are unique to power systems. It defines and examines the cyber-physical APT stages
spanning from the initial phases of infiltration to cascading failures and a power system blackout. The
proposed ACPPS kill chain is validated with real-world APT attacks on the power grid in Ukraine in 2015 and
2016, and cyber-physical simulations.

INDEX TERMS Advanced persistent threat, anomaly detection, blackout, cascading failures, cyber attack,
cyber kill chain, cyber-physical power system, cyber-physical system, cyber security, power grids, power
system.

I. INTRODUCTION the Ukrainian power grid making it inoperable for several

Cyber-Physical Power Systems (CPPS) are critical infras-
tructures undergoing rapid digitalization. Grid digitalization
enhances monitoring and control capabilities, as well as
intelligence and advanced analytics. Yet, it also introduces
new vulnerabilities and cyber threats, which increase the risk
of cyber attacks on future CPPS. For instance, some of the
most notable incidents include the cyber attacks on the power
grid in Ukraine in 2015 and 2016, which employed complex
Advanced Persistent Threat (APT) strategies that took several
months to reach their objectives and caused power outages.
In December 2015, a coordinated cyber attack affected

The associate editor coordinating the review of this manuscript and
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hours [1]. Adversaries initiated the cyber attack from the
Information Technology (IT) network segment. The attack
began with a spear phishing email campaign directed at power
system operators. Using a weaponized Microsoft Excel file
enclosed in the phishing emails, adversaries were able to
infect the targets with the BlackEnergy3 malware. From
there, they established access to the Operational Technology
(OT) network controlling the electricity distribution system.
In this instance, the cyber attack was not discovered until the
attackers took control of the Supervisory Control And Data
Acquisition (SCADA) system via remote desktop sessions
and disconnected power lines from the grid. The attack
caused power outages that affected seven 110 kV and twenty-
three 25 kV substations. This incident is acknowledged as
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the first cyber attack in the world to cause a power outage.
Adversaries carried out a second attack on Ukraine’s power
grid in 2016 [2], which resulted in a lower degree of success
and impact in comparison to the incident that occurred
in 2015. However, the attackers were successful in imple-
menting more sophisticated attack methods using malware
by exploiting vulnerabilities in the SCADA communication
protocols. In October 2022, Sandworm malware disrupted
the OT systems in the Ukrainian power grid, leading to
a power outage [3]. These cyber attacks brought attention
to the fact that the adversaries possessed a comprehensive
understanding of the vulnerabilities present in power system
OT networks. This awareness implies they have the potential
to inflict even more catastrophic impacts in future attacks.
Furthermore, the examples serve to demonstrate the pressing
nature of cyber attacks on power systems, necessitating in-
depth analysis capabilities of APTs on CPPS and proactive
detection and mitigation techniques.

Due to the aforementioned cyber incidents, cyber security
research for power grids is gaining more attention. Ideally,
cyber attacks on power systems are detected and mitigated in
their earliest stages of attack to avoid disastrous outcomes.
However, most research is focused on detecting the physical
impact of cyber attacks on power systems [4], [5] based
on anomalies in physical power system measurements,
e.g., False Data Injection (FDI). Detection in CPPS based
on the physical impact is only valid in the later stages
of a cyber attack. In the initial stages, the majority of
attacks operate in cyberspace without affecting the physical
system. Consequently, the physical impact-based detection
is insufficient, and CPPS must incorporate IT-OT anomaly
detection. A study in [6] demonstrates the significance of
both cyber and physical components for detecting attacks on
Cyber-Physical Systems (CPS). The study examines several
cyber attack scenarios, including Denial of Services (DoS)
and replay attacks. Nevertheless, the attack scenarios do not
correspond to APTs on power grids, e.g., cyber attacks on the
Ukrainian power grid in 2015, 2016, and 2022.

The cyber attacks in Ukraine indicate the involvement of
APTs in targeting the power grid. APT is a type of complex
cyber attack that is orchestrated by well-funded and well-
organized adversaries to obtain critical information from
its target and inflict damage to the infrastructure [7]. The
cyber attacks on the Ukrainian power grid demonstrate the
APT’s real impact on power systems. However, the existing
cyber security framework has not yet covered a thorough
investigation of APT stages on CPPS and their consequences
on power system operation.

In [8] and [9], the authors use a cyber kill chain framework
to analyze the stages of cyber attack in power systems, which
was originally proposed in [15]. The cyber kill chain was
initially proposed to identify stages of cyber attack in the
IT system. Therefore, it does not provide any stages related
to the power system. In [10], the stages of cyber attacks in
power grids were analyzed using MITRE ATT&CK ICS [17].
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In [11], the stages of cyber attacks in power grids were
analyzed using SANS ICS [18]. The MITRE ATT&CK ICS
and SANS ICS frameworks provide a more comprehensive
stage analysis compared to the cyber kill chain. These
frameworks incorporate stages that are associated with the
physical process of the Industrial Control System (ICS).
However, both of them do not include the physical process
associated with the power system, i.e., cascading failure and
point of no return.

According to our literature review in [7], [12], [13], [15],
[16], [17], and [18], there is no framework that provides a
comprehensive analysis of APT stages in CPPS. Therefore,
in this paper, we provide an in-depth analysis of the
capabilities of APTs on CPPS, considering the integration of
the IT-OT system and its impact on power system operation.
We define the characteristics of APTs on CPPS and propose
the first Advanced Cyber-Physical Power System (ACPPS)
kill chain framework that defines and examines the cyber-
physical APT stages on power grids. It offers comprehensive
attack stages for a thorough analysis of APTs on power
systems that cause cascading failures and a blackout. Table 1
summarizes the comparison of existing frameworks with
ACPPS Kill Chain. This table highlights the novelties of the
ACPPS kill chain in comparison to other frameworks. The
proposed ACPPS kill chain is validated by cyber attack case
studies using cyber-physical simulations in the time domain
on the IEEE 39-bus test system.

The cyber attacks in Ukraine indicate the involvement
of APTs in targeting the power grid. APT is a type of
complex cyber attack that is orchestrated by well-funded
and well-organized adversaries to obtain critical information
from its target and inflict damage to the infrastructure [7].
The cyber attacks on the Ukrainian power grid demonstrate
the APT’s real impact on power systems. However, existing
research has not yet covered a thorough investigation of APT
stages on CPPS and their consequences on power system
operation. Several frameworks exist to analyze APT stages
in IT systems. Currently, the analysis of cyber attacks on
power grids is primarily performed using the cyber Kkill
chain [15], CPS kill chain [16], MITRE ATT&CK ICS [17],
and SANS ICS [18]. These frameworks are heavily focused
on the cyber stages of the attacks and briefly cover their
impact. However, they don’t cover the impact of cyber attacks
on the operation of the physical system. According to our
literature review, there is no framework that provides a
comprehensive analysis of APT stages in CPPS, including
the integrated IT-OT communication networks and impact
on power grid operation, affecting the system stability and
causing cascading failures and a blackout. Therefore, in this
paper, we provide in-depth analysis capabilities of APTs on
CPPS considering the IT-OT system integration and impact
on power system operation. We define the characteristics
of APTs on CPPS and propose the first Advanced Cyber-
Physical Power System (ACPPS) kill chain framework that
defines and examines the cyber-physical APT stages on
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TABLE 1. Comparison of ACPPS stages with other kill chain frameworks.

ACPPS
Stages Sub-Stages [11] [12] [13] [14] [71 [8] 9] Kill Chain
A. Attack 1. External Reconnaissance v N v N v v v v
Preparation 2. Weaponization v v v v X X X v
3. Delivery v v v v X v v v
B. Initial 4. EXplOit v N4 Vv N4 X X X N4
Engagement 5. Privilege Escalation X X v X X X X N4
6. Credential Access X X v X X X X v
7. Defense Evasion X X v X X X Vv N4
8. Establish Foothold v N v N v v v v
C. Main 9. Internal Reconnaissance X X v X X N4 N4 v
Attack 10. Lateral Movement X X v X v N4 Vv N4
Phases 11. Collection X X V4 X X X X v
12. Exfiltration X X v X v X X v
D. Physical ~ 13. Inhibit Response Function and Impair X v v X X X X N4
System Process Control
Engagement  14. Unauthorized Control on OT System X v v X X X X v
15. Cyber Attack Impacts Power System X X X X X X X v
Operation
16. Induced Power System Events X X X X X X X v
E. Power 17. Operator and Automated Remedial Action X X X X X X X v
System 18. Slow Cascading Failure X X X X X X X N
Impacts 19. Point of No Return X X X X X X X N
20. Fast Cascade and System-Wide Collapse X X X X X X X 4
21. Blackout X X X X X X X v
F. Social 22. Social Impacts X X X X X X X N4
Impacts and ~ 23. OT Recovery and Power System X X X X X X X v

Recovery Restoration

power grids. It offers comprehensive attack stages for a
thorough analysis of APTs on power systems that cause
cascading failures and a blackout. The proposed ACPPS kill
chain is validated by cyber attack case studies using cyber-
physical simulations in the time domain on the IEEE 39-bus
test system.

The key contributions of this paper are as follows:

1) We define the characteristics of APTs on cyber-
physical power systems, which are different compared
to APTs in IT systems and general CPS.

2) We propose the first ACPPS kill chain framework.
ACPPS defines and examines the cyber-physical APT
stages on power grids that cause cascading failures and
a blackout. This novel kill chain framework offers more
comprehensive attack stages for a thorough analysis
of APTs on power systems and early-stage mitigation
compared to the current frameworks reported in the
literature [7], [12], [13], [15], [16], [17], [18].

3) We conduct a comprehensive analysis of how ACPPS
kill chain is applied to analyze real-world cyber
attacks. The case studies include the actual attacks
on the Ukrainian power grids in 2015, 2016, and
2022 based on publicly available information. In addi-
tion, an experimental case study is also presented
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to provide a comprehensive impact analysis in time
domain of how cyber attacks on the IEEE 39-bus test
system cause cascading failures and a blackout.

The paper is structured as follows. Section I is the
introduction. Section II describes the characteristics of APTs
on CPPS and compares them with the characteristics of
APTs in IT and CPS. Section III proposes the ACPPS kill
chain framework, and Section IV provides the case study and
experimental results. Section V presents the conclusions of
the work.

Il. ADVANCED PERSISTENT THREATS ON
CYBER-PHYSICAL POWER SYSTEM

A. APT CHARACTERISTICS

The APT terminology was introduced as a name for intrusion
activities of APT1 that was discovered by Mandiant in [19].
This intrusion carries out sophisticated and long-term attacks
against a variety of targets, including government agencies,
defense contractors, and technology companies, primarily in
the United States and Canada. The definition of APT has
shifted over time to refer to sophisticated adversaries who
target critical information with the intention to covertly profit
from the stolen information [20].
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TABLE 2. Comparison of APT attacks and conventional cyber attacks.

Parameters APT Attacks Conventional Cyber Attacks
Actors Well-organized adversaries Individual, small group
Attack resources Resourceful of tools and funding Limited resources
Motivation Political, cyber warfare, competition Financial benefit, hacktivism, personal satisfaction
Target Governments and enterprise Mainly individual or organization
Attack technique Novel/advanced attack techniques Common attack techniques
Duration Long term Single run, short duration
Adaptation Requires adaptation before final objective Doesn’t require adaptation, objective directly met
Mitigation Hard to mitigate with security controls Can be prevented with typical security controls

TABLE 3. Cyber attacks targeting IT system.

Attack Cases Year Impacts
Titan Rain [23] 2003 Espionage cyber attack that led to a data breach
Sykipot Attacks [24] 2006 Sykipot malware stealing intellectual property data
Estonia Attack [25] 2007 DDosS attack led to inaccessible official website
GhostNet [26] 2009 Cyber espionage for stealing confidential information
Shadows [27] 2009 Cyber espionage for stealing confidential information
Operation Aurora [28] 2009 Cyber espionage for stealing confidential information
Night Dragon [29] 2009 Cyber espionage for stealing confidential information
APT1 [20] 2013 Cyber espionage for stealing confidential information
Adobe Data Breach [30] 2013 Data breach on 39 million Adobe software users
Yahoo Data Breach [31] 2013 Data breach on 3 billion Yahoo users
Sony Pictures Hacks [32] 2014 Data breach of Sony pictures confidential information
OPM Data Breach [33] 2015 Data breach on US Office of Personal Management (OPM)
Uber Data Breach [34] 2016 Data breach on 57 million Uber users
WannaCry [35] 2017 Ransomware encrypted user data causing the data to be inaccessible
Petya/NotPetya [36] 2017 Ransomware encrypted user data causing the data to be inaccessible
Mariot Data Breach [37] 2018 Data breach on Marriott hotel data
RockYou [38] 2021 Data breach on 8.4 billion passwords

APT implements traditional cyber attack techniques in an
organized manner. However, compared to traditional cyber
attacks, APT is different. In [21], the authors identify different
characteristics among them. Traditional attacks are typically
conducted by individuals who are not well organized. The
motive for traditional attacks is to obtain financial benefits
or personal satisfaction. Meanwhile, in APTs, the adversaries
are more well-organized and well-resourced. APTs target
specific organizations, e.g., governmental institutions and
commercial enterprises. In terms of attack techniques and
strategies, APTs are more persistent in establishing a foothold
in the target.

The National Institute of Standards and Technology
(NIST) identifies three characteristics of APTs [22]. First,
APTs pursue their goals in a systematic way over a prolonged
period of time. Second, APTs are able to adapt to the efforts
that defenders make to endure security control measures.
And finally, APTs are determined to establish a foothold and
maintain the level of interaction with the targeted system to
carry out their final objectives.

In [7], the authors identified three requirements to catego-
rize a cyber attack as an APT. The first requirement is that
the attack is hard to prevent, even by implementing multiple
security controls. The second is that adversaries must adapt
to the targeted system over time. If such adaptability is
not necessary for the adversaries, it could mean that the
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defense system is not properly implemented. For targets
with advanced security measures, adaptability will allow
adversaries to learn about the targeted system’s operation,
thereby increasing the likelihood of successful attacks. The
third requirement is that the adversary exhibits novel attack
techniques not commonly implemented in a typical cyber
attack. These requirements clearly distinguish APTs from
conventional cyber attacks. With these requirements, it will
be hard for individual adversaries to perform such sophis-
ticated attacks. Therefore, in general, APTs are conducted
by well-organized adversaries with a considerable number of
resources. Table 2 summarizes the comparison of APTs and
traditional cyber attacks based on [7], [21], and [22].

B. APTS IN INFORMATION TECHNOLOGY SYSTEMS

IT is a diverse set of technological tools that are used
to transmit, store, share, and exchange information. In IT
systems, the information is predominantly in the form of
digital data. Therefore, APTs in the IT system primarily
aim to get access to and exfiltration of digital information.
In [20], the author identified that the main objective of the
APT attacks is for data exfiltration. Data is a valuable asset
for governments and enterprises that potentially can benefit
adversaries. Data can be defined as a new form of valuable
capital [39]. In [40], the authors identified that data has
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TABLE 4. Cyber attacks targeting cyber-physical systems.

Attack Cases Year Impacts
Siberian Pipeline [43] 1982 Trojan attack led to Siberian pipeline explosion
Salt River Project [43] 1994 Disruption on water treatment facility
Gazprom [43] 1999 Trojan attack led to disruption of gas flow controller
Maroochy Water System [44] 2000 Unintended release of up to 1 million liters of sewage
CSX Transportation [44] 2003 Worm infection led to disruption in railway signaling system
Slammer worm [44] 2003 Worm disabled safety monitoring in nuclear power plant
Zotob Worm [45] 2005 Disruption of manufacturing SCADA system
Stuxnet Worm [46] 2010 Disruption of controllers in Iranian nuclear reactor facility
Steel Mill [47] 2014 Breakdown of the control system in steel mill
Triton [48] 2017 Adversaries took remote control of industrial control system
Colonial Pipeline [49] 2021 Ransomware disrupted the operation of gas pipeline controllers
Ukraine critical infrastructure [50] 2022 Compromised critical infrastructure including nuclear power plant

TABLE 5. Cyber attacks targeting cyber-physical power systems.

Attack Cases Year Impacts
European system operator malware infection [51] 2003  Loss of control in distribution substations for over three days
Aurora experimental cyber attack [52] 2007  Physical damage to power system generator
USB-drive malware in power plant [51] 2012  Three weeks restart delay to power plant
Ukrainian power grid cyber attack 2015 [1] 2015  Power outage affecting 225,000 customers for 6 hours
Ukrainian power grid cyber attack 2016 [2] 2016 200 MW of load was unsupplied
ENTSO-E cyber intrusion [53] 2020  Undisclosed impact
RedEcho malware intrusion [54] 2020 Two hours power outage
ReverseRat malware [55] 2021  Intrusion on power system operator
KA-SAT attack [56] 2022  Disruption on German windfarm satellite communications
Ukrainian power grid cyber attack 2022 [3] 2022  Power outage

social and economic value. Therefore, the exfiltration of
sensitive data potentially can lead to social and economic
impacts.

APTs typically target the IT systems of organizations
or individuals that have access to valuable information
or resources. Examples of these types of organizations
include government agencies, financial institutions, and large
corporations. Table 3 shows an example of APT attacks
targeting IT systems. These attacks are potentially carried out
by adversaries that are technologically advanced and have
access to significant resources, such as actors representing
nation-states or organized criminal groups. The impacts of
the attacks include data breaches, inaccessible resources, and
system operation disturbance. In summary, the impacts of
APTs in IT systems lead to digital or cyber impacts and do
not directly affect the physical world.

C. APTS IN CYBER-PHYSICAL SYSTEMS

The CPS terminology refers to a system that can interact
with humans through a wide variety of components. This
system will possess integrated computational and physical
functionalities. CPS is able to interact with the physical
world and expand its capabilities through computation,
communication, and control [41]. In contrast to conventional
IT systems, CPSs exhibit distinct characteristics owing to
their ability to interface with the physical world through
sensors and actuators [42]. Consequently, the CPS also can
affect the physical environment through its actuators.
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Considering the aforementioned physical properties of
CPS, APT attacks on CPS can impact the physical envi-
ronment. Table 4 summarizes the recorded cyber attacks
targeting industrial control systems and their impacts.
In general, the impacts can be classified into two categories,
i.e., disruption of operation and physical impacts. The
differentiation between the impacts of attacks on CPS and
IT systems is evident when comparing Tables 3 and 4. Any
attack on CPS will not only result in the loss of data, but it
also has the potential to lead to disastrous events in the real
world, e.g., flooding, explosion, or a blackout.

D. APTS IN CYBER-PHYSICAL POWER SYSTEMS
In addition to the aforementioned attacks on CPS, there are
APTs that target CPPS. Table 5 summarizes the attacks on
CPPS. In 2003, there was the first reported cyber attack
through a malware infection in the SCADA system of a
European power grid operator. This caused a loss of energy
management-related functionality in several distribution
substations for three days [51]. Amongst all the attacks in
Table 5, the most notable ones are the cyber attacks in
Ukraine in 2015, 2016, and 2022. More detailed discussions
on Ukraine’s power grid cyber attacks are given in section IV.
As described in Table 5, attacks on CPPS can lead to a
physical impact. The impacts of cyber incidents on power
system operations are classified into four categories, i.e.,
(i) impact on physical equipment, (ii) impact on the OT
communication network, (iii) impact on energy management
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TABLE 6. Comparison of APT attacks in IT Systems, General CPS, and CPPS.

IT General CPS CPPS

Motivation Financial gain, espionage, or Conflict of interest, cyber war Conflict of interest, cyber-physical
hacktivism war

Targeted assets Data Cyber-physical system process Power system operation

Attack techniques  Phishing, intrusion, malware- Specialized techniques based on Specialized techniques based on
based, or ransomware industrial control operation power system operation

Direct impacts Data loses, data breach System  disruption,  physical Disruption, power outage, physical

damage damage

Indirect impacts Financial loses, reputational Financial loses, reputational Financial loses, reputational damage,
damage, political implication damage, political implication political implication

Response Patching vulnerabilities, Combination cyber and physical Combination cyber and physical

monitoring network traffic, and
restoring data from backups

response

response and need to consider power
system state for restoration.

TABLE 7. Impacts Comparison of Attacks in IT System, General CPS, and CPPS.

Categories Impacts IT CPS CPPS
Digital impact Application / service disruption v v v
Communication disruption v v v
Data loss v v v
Data breach v v v
Physical impact Physical operation disruption X v v
Physical damage X v v
Power system impact Local power system disruption X X v
Wide-area power system instability X X v
Cascading failures X X v
Indirect impact Financial loss v v v
Reputation damage N v v
Political implication v v v

V:included , X: not included

system applications, and iv) impact on data/information [53].
The attacks with an impact in the first category are the
most severe cyber-physical system attacks, e.g., [1], [2],
[52]. This type of attack can directly cause power outages
or damage to insulation, power plants, and transformers.
The remaining categories mainly affect the monitoring and
control capabilities of the power grid, which may indirectly
also result in a blackout. Nevertheless, these non-physical
impacts are correlated with the initial phase of cyber attacks,
which leads to a more severe impact in later stages. Besides
the direct impact on the physical and digital elements in
power grids, there is also the risk of complex cascading
effects on the power system.

E. APT CHARACTERISTICS IN CYBER-PHYSICAL

POWER SYSTEMS

In this subsection, we identify the characteristics of APTs
targeting CPPS and compare them with the APTs on IT
systems and CPSs. Table 6 summarizes the characteristics
of each category. These characteristics are evaluated based
on the APT attack cases in the previous subsections. There
are six characteristic categories, i.e., motivation, targeted
asset, attack techniques, direct and indirect impacts, and
responses. In general, a CPPS has similar characteristics as a
CPS, with certain notable differences, i.e., attack techniques,
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impacts, and response. Our proposed criteria are based on the
foundation of power system operation.

An advanced attack technique on CPPS was presented
in [2] through the SCADA protocol exploit. Although this
attack was unsuccessful, other adversaries have already
shown their advanced understanding of CPPS operational
communication aspects. However, in this attack, adversaries
did not show sufficient knowledge of power system operation.
Therefore, the impacts of the attack could be mitigated,
and the operator could perform immediate system recovery.
In the future, adversaries may have substantial knowledge
of the power system operation. Instead of only performing
reconnaissance on SCADA communication, adversaries may
also gather information from power system operations, for
example, by obtaining critical information about power
system components, load profiles, and physical vulnerabil-
ities of the power grid. Using this information, adversaries
can optimize their timing and strategies to maximize the
attack impact on power system operation, e.g., cause system
instability, cascading failures, and a blackout.

Furthermore, CPPS has more specific impact categories
compared to CPS. The comparison of the impact among IT,
CPS, and CPPS is summarized in Table 7. We identified three
impact levels in CPPS, including local power disruption,
wide-area power system instability, and wide-area cascading
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failure. A local outage happens when a particular power
grid element is disconnected from the main grid. In general,
this does not affect the main power grid. However, during
power system instability, an attack may cause a wide-area
power system to become unstable for a relatively short period
of time. In this case, there is no significant impact on the
power system operation. This impact can be handled through
dynamic response from power system operators. Cascading
failure impacts occur when the power system cannot recover
to its normal operational state. This situation is also indicated
by power system instability. However, the remedial actions
in the system are not sufficient to tackle this condition.
Therefore, the power system will reach a Point of No Return
(PNR), followed by cascading failures that lead to a wide-area
power outage or even a total blackout [58]. After reaching a
PNR, the power system restoration requires considerable time
and effort [59]. A more detailed impact of cyber attacks on
power systems is discussed in section III.

From the above review, we summarize the following key

takeaways from the characteristics of APTs on CPPS:

1) Unlike traditional APTs targeting IT systems, adver-
saries do not only focus their attention on the
cyber components of the CPPS. Adversaries have the
potential to target specific components and specific
times within power system operation to maximize the
impact of their attacks. This can be accomplished by
gathering information about critical elements of the
power system, power system operational conditions,
load profiles, and other relevant information.

2) The impacts on the power system can be further
categorized into more detailed and complex stages
when compared to those observed in general CPS.
These stages include local power outages, power
system instability, cascading failures, and a blackout.
This classification shows the wider spectrum of attack
impact from APTs in CPPS.

3) The restoration process on the power system is
complex and cannot be performed by simply restarting
the system. The recovery needs to consider many
factors, such as black start generation units, load state,
generator condition, interconnectors, and the condition
of the neighboring power grids. The restoration process
for a wide-area power system from a blackout can
take several days and even weeks. It is performed
incrementally through sequential remedial actions for
each electrical substation, power plant, and area/region.

1lIl. ADVANCED CYBER-PHYSICAL POWER

SYSTEM KILL CHAIN

The cyber kill chain is a framework for cyber security
investigations and defenses based on intelligence. It is derived
from a military model that was initially developed to identify,
prepare for the attack, engage, and destroy a target. The cyber
kill chain is a method that can be utilized to comprehend
better, anticipate, recognize, and fight APTs [15]. The cyber
kill chain framework has seven stages, which correspond
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to the typical phases of a cyber attack. These stages
are reconnaissance, weaponization, delivery, exploitation,
installation, Command and Control (C2), and actions and
objectives. All stages in the cyber kill chain primarily affect
the cyber elements of a system and culminate in the action and
objective phases. In addition, this framework does not cover
the subsequent impact on the physical elements of a system.
Consequently, the cyber kill chain framework is inappropriate
for identifying APT stages in CPS.

An attempt to cover the physical layer of a cyber-physical
system was presented in [16] through the form of a CPS
kill chain. This framework is an extension of its predecessor,
and it does so by introducing the perturbation of control and
physical objectives. However, this framework is lacking in
specific stages of the attack and cannot capture the whole
process of APT stages. More detailed attack stages on the
CPS were proposed by MITRE in [17]. This framework
suggested adding three additional categories for the final
stages, i.e., impacts, inhibit response function, and inhibit
process control. However, within the MITRE framework, the
impact part does not cover a comprehensive assessment of
the physical system operation in CPPS. Therefore, in this
paper, we propose an ACPPS kill chain framework to provide
a comprehensive definition and analysis of APT attack stages
in CPPS.

Compared to other frameworks, the ACPPS kill chain
provides more detailed stages of cyber attacks on power grids.
The comparison between the ACPPS stages with other kill
chain frameworks is presented in Table 1. We divide the
CPPS attack process and impact on power system operation
into six stages (A to F). Each attack stage is comprised of a
number of sub-stages that are representative of the different
attack techniques. Fig. 1 provides a summary of the stages and
sub-stages involved in the process. The existing stages of a
cyber attack that have been identified in other frameworks [7],
[12], [13], [15], [16], [17], [18] are incorporated into the
ACPPS kill chain in stages A, B, C, and D, respectively. The
ACPPS kill chain proposes new sub-stages for the impact
stages in E and F. A detailed step-by-step breakdown of
the ACPPS framework development, including theoretical
justifications for each stage, is provided in the following
subsection. In the following subsection, the summary of
all ACPPS kill chain stages is depicted in Fig. 1, and the
flowchart illustrates the transitions between stages depicted
in Fig. 2.

A. ATTACK PREPARATION

The first stage of a cyber attack is attack preparation.
It is during this stage that adversaries are preparing for
the attack. The attack preparation stage has two sub-
stages, namely external reconnaissance and weaponization.
In external reconnaissance, the attacker gathers information
about the target system from outside. This information is
used to determine target vulnerabilities and strategize the
attack on the target. Network scanning, web scraping, social
engineering, and other information-gathering tactics are all
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FIGURE 1. Advanced Cyber-Physical power system kill chain framework.

examples of reconnaissance techniques. The external recon-
naissance is also associated with Open Source Intelligence
(OSINT), where adversaries collect and analyze open-source
data related to the target [60]. Initial information gathering is
crucial for adversaries to profile the target and determine the
next stages of a cyber attack.

The subsequent phase of preparation is weaponization,
in which adversaries prepare the tools for a cyber attack. One
of the scenarios for weaponization involves software that has
been identified in [61] and [62]. The purpose of weaponized
software is to enable an attacker to carry out the actions
they desire, such as stealing sensitive information, disrupting
operations, or taking control of a target system. This purpose
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is accomplished by transforming the software into malicious
software, also known as malware. Another study identified
a variant of weaponization, such as weaponization based on
artificial intelligence [63], [64]. The weaponized tools that
were prepared in the early stage of the cyber attack are utilized
in the later stages of the attack.

B. INITIAL ENGAGEMENT AND IT SYSTEM ACCESS

Fig. 1 shows that the second stage in the ACPPS kill
chain is the initial attack. It happens when the adversaries
perform initial engagement with the targeted system and
access the IT system of the organization. In comparison to
the previous stage, adversaries in this stage begin to engage
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FIGURE 2. Flowchart representing sequences of APTs on power grids according to the ACPPS kill chain.

and interact with the target that is initiated through delivery.
The adversaries prepare the weaponized file and then deliver
it to the target. Phishing is the most prevalent technique for
cyber attack delivery. The objective of a phishing attack is to
convince the victim to open a malicious email or website that
delivers the weaponized payload. Phishing attacks frequently
employ social engineering techniques to make the message
appear legitimate and try to convince the target to click
on the malicious link. A phishing attack can be broken
down into a variety of different techniques, such as email,
clickjacking, cross-site scripting (XSS), drive-by-download,
JavaScript obfuscation, and malicious advertisement [65].
Phishing attack primarily focuses on taking advantage of
the target’s lack of awareness in order to successfully install
malicious payloads on the system. This strategy serves as the
cyber attack’s entry point to infiltrate the targeted system.
Following successful infiltration through the delivery
sub-stage, the exploits sub-stage takes advantage of a vulnera-
bility in software, hardware, or a system to execute malicious
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code and gain unauthorized access. The information on
exploits can be obtained from publicly accessible data
sources, including the exploit database [66] and the MITRE
common vulnerability exposure [67]. An adversary may carry
out an exploit with a focus on a zero-day vulnerability
in order to increase the likelihood of a successful attack.
Zero-day vulnerability is a type of vulnerability that the
vendor is either unaware of or has not yet patched [68].
Vulnerability is a crucial component in the process of
performing system exploits, as it determines the methodology
that is used to carry out the exploit. For example, Ripple20
vulnerability described in CVE-2020 11896 allows for the
remote execution of code in SCADA devices [69].

There are two sub-stages that adversaries use to obtain
unauthorized authority, i.e., privilege escalation and cre-
dential access. Privilege escalation refers to the process of
acquiring higher levels of access authority or permissions on
a system than those initially granted to the users. This can
be accomplished through the use of a variety of methods,
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such as exploiting software vulnerabilities and hooking.
In order to elevate privileges, adversaries exploit software
vulnerabilities by taking advantage of a programming error
in a program, service, or operating system. Meanwhile,
hooking is a technique used by adversaries to take advantage
of Application Programming Interface (API) functions,
which allows them to elevate privileges and redirect calls
for execution. Normally, security permission levels should
restrict those malicious activities. Due to privilege escalation,
however, adversaries can circumvent these restrictions. Once
an attacker has gained access to higher levels of the
system, they have a greater chance of being able to perform
unauthorized actions, steal sensitive data, or cause damage
to the system. Apart from privilege escalation, credential
access aims to gain access to a legitimate username,
password, or other authentication credentials. Credentials can
be retrieved via brute force, password cracking, exploiting
vulnerabilities, etc. With privilege escalation and credential
access, adversaries can acquire administrative control over a
targeted system.

Defense evasion refers to a tactic employed by an adversary
to circumvent or undermine security measures in the interest
of avoiding detection or analysis. This can be accomplished
through a variety of methods, including the obfuscation of
malware code, the utilization of encryption in order to conceal
malicious traffic, or the manipulation of security tools and
monitoring systems. Defense evasion is a core pillar of APTs
and other types of sophisticated cyber attacks. Through the
use of defense evasion, it is possible for adversaries to go
unnoticed by the application of a security system, such as a
firewall or an intrusion detection and prevention system.

C. MAIN CYBER ATTACK ON IT-OT SYSTEMS

The aforementioned initial attack phase is followed by
the main attack phase, during which the adversaries gain
substantial authority to accomplish their objectives. In the
main attack stage, the sub-stages involve establishing a
foothold, internal reconnaissance, lateral movement, col-
lecting information, command and control settings, and
exfiltration.

During the process of establishing a foothold, the adver-
saries install a backdoor so that they can have persistent and
sustained access to the target. Techniques for establishing a
foothold include any access or configuration changes made
to protect their illegal activity and maintain a foothold on
systems. This may involve replacing or hijacking legitimate
code, firmware, and other system files, as well as modifying
the system’s boot process. A backdoor serves as an entry
point in a compromised system that enables adversaries
to bypass security controls. An adversary with a backdoor
can perform internal reconnaissance or discovery on the
targeted system. The cyber attack techniques typically
implemented in this sub-stage are network sniffing and
enumeration, operating system fingerprinting, and remote
system discovery. Furthermore, internal reconnaissance gives
potential attackers the chance to gather information about
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the IT-OT system’s behavior, such as its network topology,
security protection, running applications, and so on, in order
to formulate their final attack strategy.

Once an attacker has established a foothold in a network,
they may attempt to gain broader access to other components
in the IT-OT system. To achieve this objective, adversaries
engage in lateral movement sub-stage. In the context of
a cyber attack, the term lateral movement refers to the
process by which an adversary moves from one compromised
system to another within a network. This sub-stage is
used by the adversary to pivot to the next point in the
environment, thereby positioning themselves closer to the
ultimate objective. From lateral movement and internal,
adversaries identify the location of the final stage of cyber
attack.

During the main stage of the attack, the adversary may
conduct information collection and exfiltration. Collection
refers to the methods that adversaries employ to obtain
domain knowledge from the targeted IT-OT system. The
techniques implemented in collection sub-stages are process
monitoring, screen capturing, and protocol sniffing. The
collection is critical for the planning and execution of
attacks in CPPS. Exfiltration is the process of performing
an unauthorized transfer of data from a compromised system
or network to an external location controlled by adversaries.
Meanwhile, information collection aims to obtain valuable
information from the system that is being targeted. These
two steps have a strong connection to data breaches because
they expose valuable information to third parties who are not
authorized [70]. This type of attack becomes the ultimate
objective of a typical high-profile cyber attack targeting
businesses and government institutions. Nevertheless, this
type of attack does not cause any direct physical impact.

D. ENGAGEMENT WITH PHYSICAL SYSTEM AND SYSTEM
RECOVERY IMPEDIMENT
In stage D, adversaries start to perform direct engagement
with a physical system from the OT system. In this stage,
adversaries inhibit response functions and impair process
control. The first sub-stage aims to impede system recovery
before executing the final attack. The potential techniques
implemented in this sub-stage are firmware modification,
alarm suppression, blocking legitimate communication, data
destruction, force system restart or shutdown, and DoS.
Finally, adversaries execute the final stage of the cyber
attack through unauthorized control commands on the OT
system. In these sub-stages, adversaries are granted the
ability to exert control over the system by sending the
specified control commands. This attack has the potential
to have repercussions for the physical system. For instance,
in [52], the Aurora experiment demonstrated how a cyber
attack could be used to maliciously control a generator. The
experiment demonstrates that a2 MW synchronous generator
can be physically destroyed by malicious control. Another
illustration of command and control is the attack on the
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Ukrainian power grid, in which the adversaries took control of
the SCADA interface and opened circuit breakers for power
lines [1]. The command and control stages of cyber attacks
rarely happen, but when they do, they have the potential to
cause significantly more damage than other types of non-
physical cyber attacks.

E. POWER SYSTEM CASCADING FAILURES AND
BLACKOUTS

Adverse, unmanaged power system events and disturbances
have the potential to result in cascading failures, ultimately
leading to the collapse of the entire power grid. The root
causes of such events are 1) deterioration and aging of
power system equipment, 2) insufficient time to take decisive
and adequate corrective actions, and 3) a lack of adequate
automated and coordinated controls to take swift and decisive
measures [71]. The occurrence of cyber attacks on power
grids [1], [2], [3] has raised concerns about the potential for
such attacks to instigate the final three root causes mentioned
earlier. In [71], the authors comprehensively investigated the
analysis of power system impacts caused by single or multiple
events. However, cyber attack factors were not incorporated
into the events themselves. Therefore, in this subsection, the
ACPPS kill chain incorporates an analysis of the possible
effects of a cyber attack on the power system. The ACPPS
kill chain classifies the impact stages into seven sub-stages,
namely (i) cyber attacks impact on power system operations,
(i1) induced power system events, (iii) operator and automated
remedial actions, (iv) slow cascading failures, (v) point of
no return, (vi) fast cascade and power system-wide collapse,
and (vii) blackout. Fig. 2 presents a comprehensive overview
of the flowchart depicting the various sub-stages involved in
assessing the impacts of cyber attacks on the power system.

1) CYBER ATTACKS IMPACT ON POWER SYSTEM
OPERATIONS
After adversaries have targeted the physical power system,
unauthorized control commands may affect the physical
components. The physical effects include but are not limited
to, the disconnection of power lines, power plants, and loads,
the modification of generator and transformer control set
points, and the damage to power equipment and insulation.
The disconnection of the power system components can cause
widespread power outages and disruptions in the electrical
supply. By manipulating the control set points for generators
and transformers, adversaries can disrupt the stability and
control of the power system, potentially causing voltage
and frequency fluctuations. Cyber attacks may involve the
destruction of power equipment and insulation. Attacks on
critical infrastructure components, such as transformers and
generators, can compromise their integrity and result in costly
physical damage that necessitates repairs or replacements.
Insulation damage can cause faults and short circuits,
exacerbating power system disruption.

The cyber attack on power systems may vary with
single or multiple targeted locations. Attacks on a single
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location target a specific facility within the power system
infrastructure. For example, an attacker may focus on a
substation, control center, or power plant. Meanwhile, attacks
on multiple locations are coordinated and distributed attacks
that aim to target multiple facilities within the power system
simultaneously. The attackers orchestrate a synchronized
assault on various points of the infrastructure to maximize
the impact and spread the disruption across a wider area. The
flowchart of Fig. 2 compares single (15.a) and multiple (15.b)
location attacks on the power system. As depicted in Fig. 2,
multiple location attacks can directly cause wide-area system
collapse.

2) INDUCED POWER SYSTEM EVENTS

The cyber attacks impact on power system operation has the
potential to induce subsequent power system events. Initial
impacts initiate a chain of undesirable events that disrupt
the power system’s normal operation and stability. The
induced power system events include overloaded power lines,
under voltages, under frequency, power oscillations, and
power system instability. Overloaded power lines can cause
thermal stress, increased line losses, and even transmission
infrastructure damage or failure. Under voltages occur when
the power system’s voltage levels fall below the normal
operating range. Under voltages can result in issues such as
decreased efficiency of electrical equipment, malfunctioning
of sensitive electronic devices, and diminished performance
of motors and other loads. Under frequency events refer
to instances when the frequency of the Alternating Current
(AC) power system drops below the standard operating
frequency. Under-frequency conditions can impact power
system stability and functionality, and affect the performance
of time-sensitive equipment such as motors and generators.
Extended under-frequency events can result in cascading
failures and widespread power outages if not promptly
resolved. Power oscillations are uncontrolled and irregular
fluctuations in power flows within a system. The oscillations
may cause system destabilization, equipment strain, and
voltage and frequency instabilities. Power oscillations can
degrade power quality and reliability. Overall, induced power
system events resulting from a cyber attack can have severe
consequences for the stability, reliability, and safety of the
power grid.

3) OPERATOR AND AUTOMATED REMEDIAL ACTIONS

When a power system is subjected to a major distur-
bance, operator and automated remedial actions are usually
undertaken to mitigate the impact of the event. These
actions aim to maintain system stability, prevent widespread
outages, and minimize the impact of disruptive events. One
method of remedial action is Under Voltage Load Shedding
(UVLS). When the voltage levels in the power system
drop below a certain threshold, UVLS is employed to shed
or disconnect certain loads to alleviate the strain on the
system. By shedding non-critical loads, UVLS helps to
restore and maintain voltage levels within an acceptable
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range. This action prevents voltage collapse, reduces the
risk of equipment damage, and ensures a stable and reliable
power supply. Under Frequency Load Shedding (UFLS)
is another similar action. In the event of a decrease in
the frequency of the power system, UFLS is activated to
shed predetermined loads. By shedding certain loads, UFLS
reduces the demand on the system, allowing it to recover and
stabilize frequency levels. UFLS helps to prevent frequency
collapse, maintain system integrity, and avoid widespread
power outages. Coordinated damping controls are a set of
automated measures employed to dampen power oscillations
and stabilize the power system. Power oscillations can occur
due to disturbances or imbalances within the grid. Coor-
dinated damping controls utilize various techniques, such
as adjusting generator excitation, modifying power system
stabilizer settings, or implementing supplementary control
signals. These actions aim to counteract power oscillations,
enhance system stability, and improve the dynamic response
of the power grid. By implementing operator and automated
remedial actions such as UVLS, UFLS, and coordinated
damping controls, power system operators can respond to
critical events or disturbances. Nevertheless, as illustrated
in Fig. 2, these corrective measures do not always result
in favorable outcomes. Adversaries have the potential to
impede remedial action, resulting in elevated undesirable
consequences for the power system.

Furthermore, electrical power systems are protected by a
variety of automated protection schemes. These protection
schemes are implemented on critical components of the
power grid, such as generators, transformers, busbars, and
power lines. In case of an event such as a short circuit, these
schemes aim to isolate the affected component or area on
time, thereby safeguarding and ensuring that the equipment
will not be stressed or destroyed and the rest of the system will
not destabilize. To achieve these goals, a variety of protection
schemes are implemented and need to be coordinated. This
difficult task is essential as each part of the system needs
to be covered by multiple protection schemes. This is done
to ensure that multiple operational aspects are addressed,
e.g., frequency and voltage protection for generators, and
to provide proper coverage in case of maloperation of one
device, e.g., distance protection for power lines. Maloperation
or improper tuning of the protection relays is also an issue
that can occur. Potential maloperation of relays needs to be
considered in the protection coordination design. However,
as shown in past blackout in North America in 2003 [72],
if the settings are not properly tuned, the protection can be
triggered to trip power lines and generators.

4) SLOW CASCADING FAILURES

When the remedial action fails, power system events from
the previous stage enter the emergency state and lead to
slow cascading failure. Cascading failures take place as a
consequence of vulnerabilities in interconnected infrastruc-
tures [73]. This is a direct consequence of the complex system
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interactions and interdependencies in electrical power grids.
Slow cascading failures are related to additional failing power
equipment or maloperation, cascading outage of overloaded
lines, wide-area power system instability, system splits up
due to stability problems. When there are numerous instances
of power equipment failures or operational mistakes within
a power system, slow cascading failures may occur. These
malfunctions or failures may involve switches, transformers,
generators, or other crucial components. Maloperation, such
as incorrect settings or human errors in controlling the
power system, can also contribute to cascading failures.
In the North American blackout mentioned above, the
distance protection of power lines was tripped, as the low
voltages and overload currents were confused for uncleared
fault. This was done as the measured impedance of certain
transmission lines fell in Zone 3 of the distance relay. As a
result, the disconnection of additional elements led to the
continuation of the slow cascading failure propagation. Slow
cascading failures can result in the instability of a wide-area
power system. This instability refers to a loss of balance
between power generation and consumption, which results
in voltage and frequency deviations that exceed acceptable
limits. In some instances, the instability caused by slow
cascading failures can result in the disconnection of power
system regions. This occurs when network stability issues
become severe enough to cause a separation between network
segments. The split can disconnect certain regions from the
power supply and disrupt the system’s overall operation.

5) POINT OF NO RETURN (PNR)

The power system has the potential to transition from an
emergency state to an extreme state, which occurs upon
surpassing the PNR. The PNR represents a crucial point
in a cascading failure scenario that occurs within a power
system. The phenomenon of PNR encompasses a range of
intricate and dynamic events including but not limited to
1) the overloading of transmission lines, 2) disconnections
of generators, 3) variations in frequency, 4) instabilities in
voltage, and 5) loss of synchronism [74]. The propagation
of cascading failures is significantly influenced by each of
these distinct physical phenomena. At this stage, the situation
becomes increasingly difficult to manage, and the sequence
of events rapidly accelerates beyond control. After the PNR,
the power system enters into a fast cascade and system-
wide collapse. In a cascading failure, the power system may
divide into uncontrollable islands. This results in system
fragmentation and the emergence of isolated regions or
islands with an unreliable power supply. The split may result
from significant disruptions and failures that impede regular
electricity transmission throughout the network.

6) FAST CASCADE AND POWER SYSTEM-WIDE COLLAPSE

A fast cascade is associated with a significant imbalance
between the power generation capacity and the power
demand in the system. Insufficient generation capacity can
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cause generator overload, instability, and disconnection from
the system due to high demand. The disconnection may
lead to an imbalance and subsequent frequency collapse,
characterized by a rapid drop in system frequency beyond the
acceptable operating range. Fast cascades are also linked to
the inability of a stressed power system to maintain its voltage
levels in the safety margins. Reactive power is essential for
voltage stability in power systems. An imbalance between
reactive power resources and demand, as well as limited
capability of transferring the necessary reactive power to the
loads, can result in voltage collapse in multiple areas of the
system. Soon after the fast cascade, a power system suffers a
blackout.

7) BLACKOUT

A blackout is a complete and unexpected loss of electrical
power over a large area, typically affecting many customers or
an entire region. In [75], the authors identified the preliminary
stages before the blackout, i.e., the contingency condition,
power system problems, protection system trips, and system
separation. There are many major power system blackouts
happened in the past. For example, the blackout in Italy
2003 [76], North America 2003 [72], Europe 2006 [77],
India 2012 [78], Turkey 2015 [79], Ukraine 2015 [1], and
United Kingdom 2019 [80]. Those blackouts were triggered
by various factors, and only one of them was triggered by a
cyber attack. In [74], the authors identified that cyber attacks
can accelerate cascading failures and blackouts. Therefore,
it is necessary to identify cyber attacks on power grids in the
early stage to avoid a blackout and more severe impacts.

F. SOCIAL IMPACTS AND RESTORATION
APTs have the potential to bring a variety of consequences,
including economic losses [81]. In addition, cyber attacks
on a physical system, i.e., attacks on electrical power grids,
potentially can have more severe repercussions. The reason
for this is because electrical power grids are considered to
be a part of the nation’s critical infrastructure. Power system
blackouts can lead to wide-area of social consequences,
including financial loss, damages, chaos, or even a loss
of lives. Power supplies are essential to the functioning of
fundamental necessities, such as hospitals, transportation net-
works, and communication networks [82]. Disruptions of the
power grid can have severe consequences for general safety,
public health, and the economy. According to research, power
outages can have a societal cascading impact, i.e., an increase
in the mortality rate [83], disruptions in transportation [84],
and an impact on the economy [85]. Furthermore, these
indirect impacts have the potential to be politically utilized
and become the objective of cyber warfare, as demonstrated
by the attack on the Iranian nuclear facility [46] and the
conflict between Ukraine and Russia [86].

Upon the culmination of a cyber attack, the system
operator endeavors to restore the power system to its normal
operational state through OT recovery and power system
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restoration. The primary objective of OT recovery is to
reinstate the OT infrastructure responsible for monitoring and
controlling the power system. The process entails the identi-
fication and removal of any malicious software, the repair or
substitution of compromised hardware, and the reinstatement
of the soundness and operability of the OT systems. This
process requires a thorough investigation to understand the
extent of the attack, the vulnerabilities that were exploited,
and the impact on the power system’s operational capabilities.
Power system restoration involves bringing the entire power
system back to its normal functioning state after a blackout.
It is a complex optimization problem, which involves
advanced coordination across the affected area, as the grid
is gradually restored. As power plants are reconnected to
the grid, and the loads need to be gradually restored, the
communication network plays an important role. In the case
of cyber attacks, the validity of the communication system
may be compromised. As a result, restoration actions may
be further hindered by unresponsive control systems. Due to
power system complexity [87], to fully recover the power
system requires a complex restoration process within days
or weeks. For example, in the North America 2003 blackout
that affected 50 million customers, the full restoration process
took 48 hours [72]. Another blackout in Italy in 2003 affected
60 million customers and took 12 hours to fully restore the
power system [76]. Both of the blackouts were caused by
a disruption of the physical power system. The Ukrainian
power grids blackout in 2015 was triggered by a cyber attack.
This blackout affected 225,000 customers, and took 6 hours
to restore the power grids [1]. Additionally, in the Ukrainian
power grid attack in 2016, the malware that was utilized
contained a module able to launch DoS attack on the IEDs of
the targeted substation [2]. Although unsuccessful, the attack
aimed to make the IEDs unresponsive to remote commands
from the system operators, and could delay the restoration of
the affected system.

IV. ADVANCED PERSISTENT THREATS ON POWER GRIDS
CASE STUDIES

The digitalization of the electrical power grid has simultane-
ously introduced the possibility of cyber attacks on electrical
power grids as an imminent threat. The repercussions of
such sophisticated forms of cyber attack, like the APTs, are
to be worried about. They are high-impact, low-frequency
events with a wide range of ramifications. It should be noted,
however, that only a small number of actual cyber attacks
have been recorded as deliberately targeting power grids.
However, these attacks have shown that they are capable, and
they have given us a glimpse of the potentially disastrous
consequences.

In this section, three case studies of cyber attack on power
grids, including the real cyber attacks in Ukraine 2015 and
2016, and a hypothetical cyber attack scenario. The analysis
of the real cyber attacks is based on the reports in [1],
[2], and [3]. Those reports analyzed the stages of cyber
attacks in Ukrainian power grids in 2015 and 2016 using the
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cyber kill chain [15] and SANS Industrial Control System
Cyber Kill Chain framework [18]. Compared to the other
reports, our survey provides a more detailed cyber attack
stage identification and analysis based on the ACPPS kill
chain.

In addition to that, we also present a hypothetical cyber
attack scenario that was experimented with using a co-
simulation testbed of CPPS. The experimental cyber attack
is needed because of the limited available information
on the physical impact of Ukraine’s power grid attacks
in 2015 and 2016. Therefore, using the experimental
scenarios, we simulate a more detailed physical impact
using CPPS co-simulation. To simulate the cyber attack
scenarios, we implement CPPS co-simulation, which consists
of power system simulation and OT network simulation
environment. The power system simulation is implemented
using DIgSILENT PowerFactory, and the OT network
simulation is implemented using Mininet. Both DIgSILENT
PowerFactory and Mininet have been recognized as promi-
nent power system co-simulation tools. These tools have
been implemented in many CPPS testbeds for industrial and
academic purposes [88]. The DIgSILENT PowerFactory is
capable of simulating the power system in real-time using the
Root Mean Square (RMS) dynamic model. Meanwhile, the
Mininet implements operating-system-level virtualization,
which allows the implementation of real communication
protocols and cyber attacks. A more detailed discussion of
all cyber attack case studies is provided in the following sub-
section.

A. UKRAINIAN POWER GRID CYBER ATTACK 2015

On December 23, 2015, at 15:30 local time, there was a
cyber attack on the Ukrainian power grids. This was the
first instance of a cyber attack on power systems that was
reported, and it resulted in a power outage. The attackers
were successful in compromising three different Distribution
System Operators (DSOs) SCADA systems, which allowed
them to disconnect a total of seven 110 kV substations and
twenty-three 35 kV substations from the distribution network.
The attack was successful and resulted in a power outage that
impacted a total of 225,000 customers [1].

Fig. 3 depicts the system that governs the operation of
power grids. This system includes the IT network, the OT
network, and the physical power grids. The IT network is
used to assist the operation of the power grid in various
ways, including the administration of resources and assets
and office operations. From a topological perspective, the IT
network is connected to both the Internet and the OT network.
On the other hand, they are isolated from one another by
means of network segmentation and other forms of security
control, such as a firewall. The goal of network segmentations
and security controls is to strengthen the network’s security
measures by separating the different segments of the network.
In the OT network, digital substations are responsible for
collecting measurement data from the substation bays and
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station control systems. This data includes the phase angle,
active and reactive power, as well as voltage and current
magnitude. Afterward, the measurements are transmitted to
the control center in order to provide centralized wide-
area monitoring. Despite the fact that various cyber security
safeguards have been included in the operation of power
grids, the cyber attack that happened in 2015 in the Ukrainian
power grid highlighted that the system remains vulnerable
and can be compromised.

Table 8 gives an overview of the method that was taken
during a cyber attack in Ukraine in 2015. Accompanying
Table 8, Fig. 3 depicts the locations of the different stages of
a cyber attack, each of which is denoted by a number within
a red circle. The adversaries apply APT attack strategies to
achieve their goals within a few months prior to executing
their true objective. The adversaries first gain access to
the system through the office network and then go on to
the control center and the substations with the intention
of triggering a blackout. The majority of the time, the
adversary’s operations remain undiscovered while operating
in a stealthy mode until the last phases of attacks are carried
out.

Before launching the attack, in the preparation stage,
adversaries gather the profile of the target to prepare spear
phishing. Spear phishing is accompanied by substantial
information about the target to craft the email and deceive
the target. Before sending the phishing, adversaries also
prepare malicious Excel files and BlackEnergy3 malware
during the weaponization. The attack entered the IT network
through spear phishing. The attackers specifically targeted
three DSOs while impersonating officials from Ukraine’s
Ministry of Energy. The malicious emails, which appeared
to come from reliable sources, included a weaponized
Microsoft Excel file attachment. The attackers used macro
vulnerabilities in Microsoft Excel to install malware on the
DSOIT network. A macro is a program that uses Visual Basic
Application (VBA) scripts to automate tasks in Microsoft
Excel. When the recipients enabled the macro, the VBA script
was executed, resulting in the installation of BlackEnergy3
malware on the computer.

Following successful installation, the malware established
a connection to the attackers’ remote C2 server via IP
address 5.149.254.114 and port number 80. The malware
was specifically designed to communicate to the remote
IP address and port number controlled by adversaries.
The connection via port 80 appeared to be innocuous.
This is due to the fact that port 80 is a commonly used
port for website traffic via Hypertext Transfer Protocol
(HTTP). Therefore, the attackers could remotely control the
BlackEnergy3 malware through its connection to the C2
server.

BlackEnergy3 included some functionalities, i.e., network
scanner, file stealer, password stealer, key logger, screenshot
capturer, and network discovery. The BlackEnergy3 malware
roles were substantial for the initial and main attack stages.
The malware discovered information about the IT network
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FIGURE 3. Cyber attack on Ukrainian power grids 2015.

TABLE 8. Advanced Cyber-physical system kill chain stages in ukraine cyber attack 2015.

Stages Sub-stages Ukrainian power grids cyber attack in 2015 processes
A 1. External Reconnaissance Target profiling and gathering information about Ukrainian DSOs
2. Weaponization Prepare BlackEnergy3 malware and malicious Microsoft Excel files
B 3. Delivery Send spear phishing email to DSOs operator pretending as an email from Ukraine Ministry
of Energy with malicious Microsoft Excel attachment
4. Exploit An operator opens the file and exploits Microsoft Excel macro’s vulnerability to get remote
access
5. Privilege Escalation Gain unauthorized access to the database
6. Credential Access Get credentials from the active directory
7. Defense Evasion Avoid firewall detection through VPN tunnels
C 8. Establish Foothold Using a backdoor and VPN to maintain its presence
9. Internal Reconnaissance Gather information from the OT network system
10. Lateral Movement Moving between office network, data center, control center, digital substation
11. Collection Collect information from IT and OT systems
12. Exfiltration Send the data to the C2 server.
D 13. Inhibit Response Function Telephony denial of service and disable UPS to de-energized control center
and Impair Process Control
14. Unauthorized Control  Control SCADA HMI remotely to switch off the breaker
Commands on OT System
E 15. Cyber Attacks Impact Power The breaker on the power grid switched off leading to a power outage
System Operation
16. Induced Power System De-energized several substations
Events
17. Operator and Automated Operator’s initial attempts to recover the power grids failed because of inhibited response
Remedial Action function and impaired process control
18. Slow Cascading Failures Impact on distribution system operator, did not cause cascading failures and full blackout
19. Point of No Return Not applicable
20. Fast Cascade and System- Not applicable
Wide Collapse
21. Blackout Power outages affect 225,000 power grid customers
F 22. Social Impacts Disruption of energy supply during the winter and financial losses

23. OT Recovery and Power
System Restoration

Operator recovers through manual mode within 6 hours

configuration, such as network segments, network topology,
hosts connected, and so on, by using the network scanner and
network discovery modules. With BlackEnergy3, attackers
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could also use a key logger to steal passwords, steal files,
and capture screenshots of the targeted computers. This
information was critical for preparing the subsequent attack
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stages. The attackers sent all of the collected data directly to
the remote C2 server.

The attackers discovered a vulnerable active directory
server during the internal reconnaissance stage, which
became a breach point of the IT-OT system. Active Directory
(AD) is a database service for IT networked system
operations that runs on Windows. An AD manages a user’s
access permissions by serving as a central authentication
and authorization authority for managed accounts, hosts, and
services. With centralized authentication and authorization
rather than segregated services, AD makes IT system oper-
ations easier and more flexible. Active directory databases
also store usernames, passwords, and information about hosts
and services. As a result, the AD is a critical point for
authentication and security. The attackers in the Ukraine
2015 cyber attack compromised the AD server to gain login
credentials to the majority of hosts in the IT and OT network.
Subsequently, this access is utilized by the adversaries to
perform lateral movement through the IT and OT network,
including the control center.

After gaining access to the control center, the attackers
established a Virtual Private Network (VPN) connection from
one of the control center’s computers to a remote location
on the Internet. VPN enabled the attackers to gain access to
the targeted computer via tunnel and encrypted connections.
Instead of using a static C2 server with port 80, VPN allowed
attackers to access the computer from anywhere on the
Internet. Furthermore, the VPN enabled the attackers to avoid
detection by firewalls and conceal their true locations. At this
point, the attackers had gained complete control and were
ready to launch the final attack. The attackers, however,
remained undetected, carrying out additional actions to
amplify the impact of the cyber attack on the distribution
network.

For increasing attack severity, adversaries also impaired
legitimate process control and inhibited response function.
The impairment of legitimate process control performed
through substation device firmware modification wiped out
the hard disk and disabled Uninterruptible Power Supply
(UPS). The adversaries gained access to substations and
compromised Remote Terminal Units (RTUs) and serial-to-
Ethernet converters. A serial-to-Ethernet converter connects
substation Ethernet communications, e.g., IEC 104, to control
center serial communications, e.g., [EC 101. These devices
depend on firmware for controlling their processes. The
attackers also created malicious firmware and replaced
the legitimate firmware in RTUs and serial-to-Ethernet
converters, causing them to be inoperable upon reboot.
In addition, the malicious firmware prevented grid operators
from remotely controlling the substations to perform recov-
ery. KillDisk was used by the attackers to erase hard drives in
the control center computers, causing them to be unbootable.
KillDisk is a part of BlackEnergy3 malware module that
deletes data, registry entries, and system configuration.
To prolong the system recovery, adversaries also disabled
UPS in the control center, causing them to be inoperative
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during the blackout. For the inhibit response function,
adversaries performed telephony denial of service to make
the operator in the control center unable to get information
from the outside. After finishing all preparation stages,
adversaries launched the final attack on December 23rd by
opening the circuit breaker, causing an instant power outage.
Cascading impact on the power system was not reported in
this attack, but this attack caused a power outage affecting
wide area distribution within 6 hours. As aresult, the attackers
successfully carried out one of the two most advanced cyber
attacks on power systems to date.

B. UKRAINIAN POWER GRID CYBER ATTACK 2016

On December 17, 2016, at 23:53 local time, a second
cyber attack on Ukraine’s power grid took place. This
incident was the first publicly reported cyber attack that
employed customized malware to target power systems. The
malicious software used in the 2016 attack was named
CRASHOVERRIDE or Industroyer. The attack had an effect
on the SCADA system at the transmission level, and it was
directed at a single 330 kV substation as its target. Because
of the attack, the distribution network power outage resulted
in a total load of 200 MW unable to be supplied. The attack
that took place in 2016 was significantly more advanced in
terms of its technique than the one that took place in 2015.
Fortunately, the damage from this attack was considerably
less than the previous one. In [3], an extensive study of
this attack is offered and discussed. Within this sub-section,
we carried out a review of the attack that took place in
2016 employing the ACPPS kill chain. Table 9 provides a
summary of the different stages of the attack according to the
ACPPS Kkill chain. In addition, the study was accompanied
by an illustration of the part of the system that was being
targeted, which can be found in Fig. 4.

During a few prior months, the adversaries effectively
acquired control of the compromised hosts in the control
center by utilizing techniques associated with APTs. After
that, in the later stages, the adversaries opened circuit
breakers and transferred malicious payloads to substations
by exploiting SCADA protocol vulnerabilities. On December
17, 2016, at 23:53 local time, these attacks got underway.
The attacks were directed at the SCADA system at the
transmission level. A single 330 kV/110kV/10kV substation
was the focus of the attacks, which resulted in an outage
at the distribution level. As soon as they became aware
of the irregularity in the system, operators reacted swiftly
to the attack by switching the controls to manual mode.
Fortunately, the operator was able to recover, making this
attack ineffective, but it did demonstrate how an advanced
protocol exploit might be used to launch an attack.

The overall impact of the cyber assault in 2016 was
significantly less due to a number of different factors. The fact
that the malicious payload injections did not work properly
was the primary cause. It is likely that this was brought about
by a manually coded attack technique that did not perform
as intended [2]. The attackers should have approached the
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stages in ukraine cyber attack 2016.

Stages Sub-stages Ukrainian power grids cyber attack in 2016 processes
A 1. External Reconnaissance Gather information about the targeted system and identifying potential protocol used in
power system operation
2. Weaponization Prepare specific malware to exploit specific SCADA protocols, i.e., IEC 101, IEC 104,
IEC 61850, and Open Platform Communication (OPC)
B 3. Delivery Phishing email targeting Ukrainian power grids operator in January 2016
4. Exploit Exploit MySQL server vulnerability to gain full control to the server
5. Privilege Escalation No information available
6. Credential Access No information available
7. Defense Evasion VPN tunnel used to bypass the firewall and remotely access the compromised servers
C 8. Establish Foothold Maintain adversaries presence using compromised MySQL server
9. Internal Reconnaissance Malware used to facilitate internal reconnaissance
10. Lateral Movement Compromised MySQL server used as pivot point for lateral movement
11. Collection No information available
12. Exfiltration No information available
D 13. Inhibit Response Function The wiper in CRASSOVERRIDE module removed files relating to ICS operations to
and Impair Process Control prevent instantaneous controller recovery and power system restoration
14. Unauthorized Control Launched the control command attack on December 17, 2016 at 23:53 local time
Commands on OT System
E 15. Cyber Attacks Impact Power The breaker on the power grid switched off lead to power outage
System Operation
16. Induced Power System The attacks affected the SCADA system at the transmission level focusing on a single 330
Events kV /110 kV /10 kV substation, resulting in a distribution-level outage
17. Operator and Automated No information available
Remedial Action
18. Slow Cascading Failures Impact on distribution system operator, did not caused cascading failures and full blackout
19. Point of No Return Not applicable
20. Fast Cascade and System- Not applicable
Wide Collapse
21. Blackout Power system outage
F 22. Social Impacts No information available

23. OT Recovery and Power
System Restoration

The disruption was recovered by system operator using manual mode.

development of the protocol payload modu
manner and provided it with the relevant tes

such as real SCADA devices. Nevertheless,
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are not widely available and are exclusively utilized by
operators of industrial systems. As a result, the developed
malware failed to operate in its intended function. Yet,
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this attack successfully demonstrates a sophisticated APTs
with weaponized malware and a deep understanding of the
targeted power system. These kinds of attacks have the
potential to become more prevalent in the future, which would
have a significant adverse impact on the infrastructure of the
power grids.
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C. UKRAINIAN POWER GRID CYBER ATTACK 2022

In late 2022, a cyber attack targeting the Ukrainian power
grids was reported, with evidence pointing to the involvement
of the Sandworm hacker group [3]. The adversaries employ
the OT-level Living off the Land (LotL) technique, which
intends to open the victim’s substation circuit breakers,
resulting in an unplanned power outage. Compared to the
attacks in 2015 and 2016, there is not much information
available regarding the attack processes. One reason is that
the adversaries employed anti-forensic techniques to hinder
the forensic investigation of the attack processes.

The cyber attack started in June 2022 before leading
to a disruptive event on October 10 and 12, 2022. There
is no available information on how the intruder accessed
the OT system. The attack exploits the vulnerabilities
of MicroSCADA applications to launch malicious control
commands. The malicious control commands successfully
open the circuit breakers causing a power outage. However,
the detailed impact on the power system is unknown. Based
on the available information, the cyber attack process can
primarily be categorized using stages C and D of the ACPPS
kill chain.

D. EXPERIMENTAL CYBER ATTACK

This subsection discusses an experimental case study involv-
ing an example of a transmission grid IT-OT network. The
topology of the IT-OT network and the transmission power
system is depicted in Fig. 5. The power system is modeled and
simulated using DIgSILENT PowerFactory, while the cyber
system is emulated through Mininet. It is an open-source
network emulator that allows users to create a virtual network
topology using software-defined networking (SDN) [89].
Furthermore, it implements operating-system-level virtual-
ization based on the Linux namespace containerization. This
allows Mininet to emulate larger communication networks
in comparison to typical virtual machines. The emulated
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IT-OT network consists of 27 user-defined substations,
118 measurement devices, and over 800 data points for the
entire simulated power system. SCADA device functionality
within the network is implemented through custom Python
scripts.

The simulated power grid runs a Root Mean Square (RMS)
simulation of the IEEE 39-bus test system. The power grid
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simulation provides time-domain measurement data from
substation bays, e.g., buses, lines, and generators, in the
form of active and reactive power, voltage, and current
measurements. All measurement data is then sent from the
substation to the control center. The data is also stored in local
databases located within substations and the control center.

VOLUME 12, 2024



A. Presekal et al.: Advanced Persistent Threat Kill Chain for Cyber-Physical Power Systems

IEEE Access

TABLE 10. Advanced Cyber-physical system kill chain stages in simulated cyber attack.

Stages Sub-stages Relation to experimental cyber attack on power grid processes
A 1. External Reconnaissance Gather information about the targeted system and identify potential communication
protocols used in power system operations
2. Weaponization Prepare a malicious script based on reverse shell and a payload for the circuit breaker attack
B 3. Delivery Phishing email targeting grid operator
4. Exploit Exploit MySQL server vulnerability to gain full control to the server
5. Privilege Escalation Gain admin privilege of SCADA MySQL database
6. Credential Access Perform credential theft of username and password accounts from compromised SCADA
database
7. Defense Evasion VPN tunnel is used to bypass the firewall and remotely access the compromised servers
using open source VPN
C 8. Establish Foothold Maintain presence using compromised MySQL server
9. Internal Reconnaissance Perform reconnaissance using publicly available tools, i.e., Nmap, Tshark
10. Lateral Movement Compromised MySQL server serves as a pivot point that allows adversaries to compromise
other host within the network
11. Collection From internal reconnaissance phase, adversaries collect samples of communication
packets between control center and substations
12. Exfiltration Send the sample protocol to the external remote host
D 13. Inhibit Response Function To prevent the remedial actions, adversaries also launch a DoS attack using hping3 on the
and Impair Process Control OT communication network
14. Unauthorized Control Cyber attack is executed to launch the spoofed payload with open circuit beaker command.
Commands on OT System The malicious control command open circuit breakers sent in the substation 2
E 15. Cyber Attacks Impact Power ~ Attime t = 10 s circuit breaker on lines 01-02, 02-03, and 02-25 maliciously disconnected.
System Operation Synchronous generator G10 disconnects from the main grid
16. Induced Power System At 1+7.184 s over frequency protection of synchronous generator G10 trips
Events
17. Operator and Automated Operator unable to perform system recovery due to DoS attacks
Remedial Action
18. Slow Cascading Failures e t+15.111 to T+15.233 s : Lines 08-09 and 25-26 in vicinity of attacked substation are
tripped by distance protection
e 1+15.87 to t+17.583s : Generators G8 and G9 tripped due to ROCOF interface protection
and disconnected. System is now heavily stressed
19. Point of No Return Power system enter to critical state and difficult to return to initial condition.
20. Fast Cascade and System- e 7+18.87 to t+19.072 s : Under frequency load shedding activated. Loads in affected area
Wide Collapse are shed by 6.7%

e 1+19.1 s : Line 16-17 trips on distance protection. This line is the tie-link between two
areas.

e 1+19.139 to t+19.879 s : Under frequency load shedding activated. All loads shed by
6.5%.1+20.621 s : Line 03-04 trips on distance protection. The affected area is
completely isolated from the rest of the grid

e 1+20.887 to 1+31.941 s : System frequency is still below permissible limits. Under
frequency load shedding activated in steps of 5.9% and 7%. The rest of the system
stabilizes

21. Blackout The attack leads to a partial blackout with 12 busbars being de-energized and a loss of
2285 MW load (37% of total load)
F 22. Social Impacts The power outage causing disruption on wide area electricity consumer. Consequently, the

power outage will disrupt service in various area including healthcare, transportation,
communication, etc.

23. OT Recovery and Power
System Restoration

Power system operator need to recover the system using a slower process of manual mode.
To recover the OT system, the root cause of cyber attack need to be neutralized

Such a cyber-physical experimental setup allows us to study
the impact of cyber attacks on the power system.

In the preparation stage of the attack, the adversaries con-
duct reconnaissance to gather information about the target,
including email addresses, potential operational protocols of
the system, etc. This initial information is then used to prepare
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weaponized cyber attack tools for the later stage of the attack.
Subsequently, a weaponized file is then delivered to the target
via phishing emails. It serves as an entry point and backdoor
for the attackers to the targeted system.

From the entry point, the attackers exploit vulnerabilities
in the MySQL SCADA database server in the control
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FIGURE 13. Cascading impact visualization.

center. The vulnerability exploit allows the attackers to gain
administrator privileges and perform credential system theft.
To circumvent firewall detection and secure direct access,
attackers enable VPN access from the external network to the
compromised MySQL server. Therefore, the compromised
MySQL server acts as a central attack location during the
main attack stages.

From the compromised MySQL server, attackers maintain
their presence and launch the next stages of the attack.
This includes internal reconnaissance, lateral movement, data
collection, and exfiltration. During these main stages, the
attackers learn the operating protocols used for communica-
tions between the control center and substations. Through the
protocol exploits, the attackers spoof the legitimate control
command for opening circuit breakers, as demonstrated
in [90]. As shown in Fig. 5, this malicious command
subsequently results in the opening of three circuit breakers
in substation 2. Under normal circumstances, the system
operator would quickly recognize the situation and take
immediate corrective action, i.e., the circuit breakers will
be closed. In this scenario, however, in addition to the
spoofing attack, the attackers also launch a DoS attack
against the substation. Fig. 6 shows the traffic comparison
in the substation gateway and relay before and after the
DoS attack at t=10 s. Before and after the DoS, there is
a significant change in substation network traffic. Fig. 7
depicts a statistical summary of the traffic data, including
the minimum, median, maximum, first quartile, and third
quartile. The box plot also indicates the variability, spread,
and skewness of the data. Meanwhile, the circles in the plot
indicate the outlier data. Furthermore, the attack location is
visualized in Fig.8. In graph-based visualization, red nodes
represent the anomalous traffic due to DoS traffic, and
blue nodes represent the normal ones. This graph-based
anomaly visualization is presented based on our previous
research in [92]. Due to the DoS attack, timely corrective
actions are made more difficult because commands sent from
the control center do not reach the substation in a timely
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manner. As a result, system stability is affected, leading to
cascading failures and a power outage. Table 10 summarizes
the simulated cyber attack stages based on the ACPPS kill
chain.

The aforementioned cyber attack leads to the malicious
disconnection of lines 01-02, 02-03, and 02-25, as well as
a DoS attack that inhibits the system operator’s capacity to
carry out remedial measures. Consequently, the prolonged
cyber attack affects the stability of the power system. After
this cyber-induced contingency, the system becomes unstable
due to the loss of three transmission lines and the resulting
disconnection of a major generating unit. As can be shown
in Fig. 9, for a prolonged period after the attack, the system
is intact, but due to the imbalance between generation and
consumption, voltage instability occurs. This can be seen
by the oscillations in the voltage magnitudes measured in
the buses of the system. Due to this imbalance and the
limited capacity of the transmission lines in the vicinity of the
attack location to support the power flows, multiple lines are
disconnected by distance relays operating on sustained under
voltages and over currents. A similar phenomenon was also
observed during the 2003 cascading failures and blackouts
in North America [91]. A critical line tripped because of
incorrect operation of zone 3 distance protection, which
exacerbated the domino effect, contributed to the spread
of the cascading phenomenon, and ultimately resulted in a
widespread power outage [72].

As aresult of multiple line disconnections, oscillations are
observed between the generators in the affected area and the
rest of the system. This is observed in Fig. 10, where it can
be seen that generator 08 is oscillating against generators
04 and 05. The resulting instability and the absence of
remedial actions cause two generators, namely G8 and G9,
to be tripped by their interface protection due to the high
Rate of Change of Frequency (ROCOF) condition. As seen
in Fig. 13, generator 08 is exceeding the ROCOF setting
of 2 Hz/s for over 500 milliseconds, which is the protection
setting. Now, due to the loss of generation, system frequency
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TABLE 11. Summary of ACCPS Kill Chain Implementation for Real Cyber Attack in Ukraine 2015 and 2016, and Experimental Cyber attacks.

ACPPS Kill Chain Ukraine Ukraine  Experimental
Stages Sub_Stages 2015 2016 Attack
A. Attack 1. External Reconnaissance v v v
Preparation 2. Weaponization v v v
3. Delivery v v v
B. Initial 4. Exploit N4 N v
Engagement 5. Privilege Escalation N4 NA v
6. Credential Access v NA v
7. Defense Evasion v v v
8. Establish Foothold v v v
9. Internal Reconnaissance v v v
C. Main Attack 10. Lateral Movement v v v
Phases -
11. Collection v v v
12. Exfiltration v v v
D. Physical 13. Inhibit Response Function and Impair Process Control J v J
System
Engagement 14. Unauthorized Control on OT System v v v
15. Cyber Attack Impacts Power System Operation v v v
16. Induced Power System Events v v v
E. Power System 17. Operator and Automated Remedial Action v Vv v
Impacts 18. Slow Cascading Failure v v v
19. Point of No Return NA NA v
20. Fast Cascade and System-Wide Collapse NA NA v
21. Blackout v v v
F. Social Impacts  22. Social Impacts v NA v
and Recovery 23. OT Recovery and Power System Restoration v v v

V' = Available; NA = Not Available

TABLE 12. Comparison of ACCPS Kill with Other Frameworks for Cyber Attack Stages Identification.

Number of Stages
Frameworks - Total All Stages
IT/OT Physical Secondary Impact and Recovery
Cyber Kill Chain [11] 7 0 0 7
CPS Kill Chain [12] 5 2 0 7
MITRE ATT&CK ICS [13] 12 2 0 14
SANS ICS [14] 5 0 0 5
ACPPS Kill Chain 12 9 2 23

starts plummeting, and emergency load shedding is activated
to preserve system integrity. This is illustrated in Fig 12.
Ultimately, the cyber attack led to a partial blackout with
12 busbars being de-energized and a loss of load amounting
to 2285 MW. In Figs. 9-12, cyber attack action that opens
the breaker executed at time t = 10 s. The impacts of cyber
attacks are shown after t.

The entire power system comparison before and after the
cyber attack and the propagation of cascading events are
shown in Fig 13. The left image shows the heatmap of the
voltage magnitudes and lines loading before the cyber attack
simulation (z-1 s), while the right depicts the outcome after
the cyber attack (r+450 s). The middle image depicts the
state of the system at the point of no return. As it can be
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seen, most of the system is stressed, with very low voltage
levels and overloaded transmission lines. From the simulated
cyber attack, although it was only executed from a single
compromised substation, the impact of the attack is not local.
This simulation shows that cyber attacks on power grids can
cause wide-area cascading impacts.

E. RESULT AND DISCUSSION

Based on the aforementioned cyber attack case studies, the
ACPPS kill chain is able to identify all stages of cyber attacks
in power grids. Table 11 summarizes all case studies mapping
into all stages of the ACPPS kill chain. ACPPS kill chain
can identify more granular stages of cyber attacks. In the
Ukraine 2015 and 2016 case studies, the ACPPS kill chain
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was unable to identify some stages. The reason is that there is
no available information associated with the particular stages.
For example, neither real case of a cyber attack provided
any information related to the cascading failure or point of
no return. These stages required information related to the
power system measurement, and the available reports in [1],
[2], and [3] only provided information related to the impact
on IT and OT systems. In the experimental attack, we are
able to capture power system measurement data from the co-
simulation. Therefore, the experimental case study provides
a more comprehensive analysis of cyber attacks and their
impact on the CPPS.

Compared to other cyber attack stage identification
frameworks, the ACPPS kill chain provides more detailed
stages. Table 12 summarizes the comparison of the ACPPS
kill chain with other frameworks. The ACPPS kill chain
refers to the MITRE ATT&CK ICS framework as the most
comprehensive cyber attack stage identification for the IT and
OT systems. Therefore, from the stages in the I'T/OT network,
the ACPPS kill chain provides the same quantity of stages
as the MITRE ATT&CK ICS. During the physical stages,
the ACPPS kill chain proposed seven new stages associated
with the cyber attack’s impact on the power system. The
ACPSS kill chain also proposed new stages associated with
secondary impact and recovery. Overall, there are 23 stages
in the ACPPS kill chain, which provides nine new stages that
are unavailable in other frameworks. Therefore, by enhancing
the granularity of cyber attack stages by a factor of 0.64, the
ACPPS kill chain improves the effectiveness of identifying
cyber attack stages in CPPS.

Despite providing a more detailed stage analysis of cyber
attacks on CPPS, the ACPPS kill chain remains inadequate
in identifying all stages of an attack, primarily due to the
absence of power system data, as indicated in Table 11.
A significant factor contributing to this limitation is the
insufficient integration among IT, OT, and physical power
systems. The lack of seamless integration creates silos that
hinder comprehensive monitoring and analysis. Fortunately,
the ongoing digitalization of power systems presents a
promising solution to this problem. The convergence of
IT, OT, and physical power systems through digitalization
facilitates real-time data sharing and interoperability, which
are crucial for holistic situational awareness and more
effective threat detection. This integration not only promises
to fill existing data gaps but also provides a unified
platform for implementing advanced security measures that
can preemptively identify and mitigate sophisticated cyber
threats. Consequently, the ACPPS kill chain could be refined
into an innovative framework for analyzing cyber attacks on
CPPS, providing a more comprehensive representation of the
attack stages.

The current version of the ACPPS kill chain only provides
the stages of cyber attack in CPPS and does not quantitively
assess every stage of the attack. For future work, it is possible
to provide quantitative stages identification on the ACPPS
kill chain. One potential solution is to integrate Al with the
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ACPPS kill chain. This is aligned with the state-of-the-art Al
application for cyber security applications [93], [94], [95],
[96]. With the comprehensive quantitative matrices and Al
application, the ACPPS kill chain can be used to classify
anomalous events into specific stages in the ACPPS kill
chain. Furthermore, it is also possible to predict the potential
impact of cyber attacks on power systems to avoid severe
impacts.

V. CONCLUSION AND RECOMMENDATIONS
In this research, APTs to CPPS were investigated. This
research presents three parts of contributions.

In the first part, the paper identified and compared the
characteristics of APT attacks in IT, CPS, and CPPS.
We define the characteristics of APTs on CPPS, which are
different compared to APTs in IT systems and general CPS.

In the second part, we propose a novel ACPPS kill chain
framework. ACPPS defines and examines the cyber-physical
APT stages on power grids that cause cascading failures
and a blackout. This novel kill chain framework offers more
comprehensive attack stages for a thorough analysis of APTs
on power systems and early-stage mitigation compared to the
current frameworks reported in the literature.

In the third part, this manuscript provides an in-depth
analysis of actual and experimental cyber attacks on power
grids. The in-depth analysis is performed based on the
proposed ACPPS kill chain on Ukraine’s 2015, 2016, and
2022 cyber attacks and experimental scenarios.

Overall, this manuscript’s contribution is by enhancing
state-of-the-art research comprehension of APTs targeting
CPPS. It achieves this by introducing a novel framework of
ACPPS kill chain for analyzing these threats and providing
practical insights through both real-world and experimental
case studies. Through these contributions, this work aims
to stimulate further research and development endeavors
focused on improving the resilience of CPPS in response
to evolving cyber threats. It is important to note that we
are currently living in a world where artificial intelligence
plays an increasing role. Therefore, there is an opportunity for
future research on integrating Al with the ACPPS kill chain.
The ACPPS kill chain navigates the stages of cyber attacks
in CPPS while the AT helps to classify anomalous events into
the associated ACPPS Kkill chain stages. This integration will
provide a comprehensive solution for cyber attack mitigation
in the earlier stage of the ACPPS kill chain and prevent
more severe impacts. In addition, in the current version, the
ACPPS kill chain does not provide quantitative metrics to
evaluate APTs in CPPS. With Al integration, the ACPPS can
provide more comprehensive quantitative evaluation metrics
to predict and mitigate cascading failures and points of no
return.
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