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Abstract

Gaussian Process Regression (GPR) is a powerful and ele-
gant method for learning complex functions from noisy data
with a wide range of applications, including in safety-critical
domains. Such applications have two key features: (i) they
require rigorous error quantification, and (ii) the noise is often
bounded and non-Gaussian due to, e.g., physical constraints.
While error bounds for applying GPR in the presence of non-
Gaussian noise exist, they tend to be overly restrictive and
conservative in practice. In this paper, we provide novel error
bounds for GPR under bounded support noise. Specifically,
by relying on concentration inequalities and assuming that the
latent function has low complexity in the reproducing kernel
Hilbert space (RKHS) corresponding to the GP kernel, we
derive both probabilistic and deterministic bounds on the error
of the GPR. We show that these errors are substantially tighter
than existing state-of-the-art bounds and are particularly well-
suited for GPR with neural network kernels, i.e., Deep Kernel
Learning (DKL). Furthermore, motivated by applications in
safety-critical domains, we illustrate how these bounds can
be combined with stochastic barrier functions to successfully
quantify the safety probability of an unknown dynamical sys-
tem from finite data. We validate the efficacy of our approach
through several benchmarks and comparisons against existing
bounds. The results show that our bounds are consistently
smaller, and that DKLs can produce error bounds tighter than
sample noise, significantly improving the safety probability of
control systems.

1 Introduction

Gaussian Process Regression (GPR) is a powerful and ele-
gant method for learning complex functions from noisy data,
renowned for its rigorous uncertainty quantification (Ras-
mussen, Williams et al. 2006). This makes GPR particularly
valuable in the control and analysis of safety-critical systems
(Berkenkamp et al. 2017; Lederer and Hirche 2019; Lederer,
Umlauft, and Hirche 2019; Jagtap, Soudjani, and Zamani
2020; Jackson et al. 2021b,a; Griffioen, Devonport, and Ar-
cak 2023; Wajid, Awan, and Zamani 2022). However, in such
systems, the underlying assumption of Gaussian measure-
ment noise often does not hold. Measurements are typically
filtered to reject outliers, and physical systems cannot tra-
verse infinite distances in a single time step. Consequently,
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bounded support noise distributions provide a more accu-
rate representation for many cyber-physical systems. But,
without the Gaussian assumption, the mean and variance
predictions of GPs cannot be directly used to represent con-
fidence in the underlying system. To address this, recent
works (Hashimoto et al. 2022; Srinivas et al. 2012; Chowd-
hury and Gopalan 2017; Jackson et al. 2021a) have diverged
from a fully Bayesian approach and developed GPR error
bounds under mild assumptions on the sample noise distri-
bution, specifically sub-Gaussian and bounded noise (see
Figure 1). While these bounds are useful, they tend to be
overly restrictive and conservative, relying on parameters
that must be over-approximated. This work aims to overcome
these limitations by providing novel, tighter error bounds for
GPR under bounded support noise, enhancing their applica-
bility in safety-critical domains.

In this paper, we present novel error bounds for GPR under
bounded support noise. Our key insight is that two factors
contribute to the regression error: the error due to GP mean
prediction at a point without noise, and the error due to noise
perturbing the noise-free prediction by a factor proportional
to the noise’s support. Then, by relying on concentration
inequalities and assuming the latent function has low com-
plexity in the reproducing kernel Hilbert space (RKHS) corre-
sponding to the GP kernel, we derive both probabilistic (i.e.,
with some confidence) and deterministic bounds on these
error terms. Specifically, we use convex optimization and
Hoeffding’s Inequality to obtain accurate bounds. We demon-
strate that these errors are substantially tighter than existing
bounds, as depicted in Figure 1. Furthermore, our bounds are
particularly well-suited for GPs with neural network kernels,
such as Deep Kernel Learning (DKL). We also illustrate how
these bounds can be combined with stochastic barrier func-
tions (Kushner 1967; Santoyo, Dutreix, and Coogan 2021),
which are a generalization of Lyapunov functions, to quantify
the safety probability of an unknown control system from
finite data. We validate our approach through several bench-
marks and comparisons, showing that our bounds are con-
sistently smaller than the state-of-the-art, resulting in more
accurate safety certification of control systems.

The key contributions of this work are three-fold: (i) deriva-
tion of novel probabilistic and deterministic error bounds for
GP regression with bounded support noise, (ii) demonstra-
tion of the application of these bounds with stochastic barrier
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Figure 1: Predictive mean and error bounds when learning
from 20 samples of y = xsin(z) + v with |v| < 0.5. In
(a) we plot the comparison of deterministic error bounds
and mean predictions, and in (b) we show the probabilistic
bounds that hold with 95% probability. We set o,, = 0.1 for
our predictions, o, = 0.5 for Hashimoto et al. as per Lemma
2,and 02 = 1 + 2/20 for Chowdhury et al. as per Lemma 1.
Note bounds for Abbasi-Yadkori (2013) are nearly identical
to Chowdhury et al. in this example, see Appendix of (Reed,
Laurenti, and Lahijanian 2024).

functions to effectively quantify the safety probability of
unknown control systems by solely using data, and (iii) val-
idation of the approach through extensive benchmarks and
comparisons, showing consistently tighter error bounds than
state-of-the-art methods and enhanced accuracy in determin-
ing safety probabilities for barrier certificates.

Related Works Several studies consider relaxations of the
Gaussian assumption in the GP regression setting. In partic-
ular, Snelson, Ghahramani, and Rasmussen propose an ap-
proach that automatically generates a monotonic, non-linear
warping function to map the observations into a latent space
where it can be best modelled as a GP. However there is
no guarantee that the warped data follows a GP. Also, the
method requires an inverse of the warping function, but it is
generally only available in an approximate form. Hence, the
model cannot be used to generate formal guarantees. A closer
work to ours is (Jensen, Nielsen, and Larsen 2013), which
derives posteriors for GP regression when the observation
space has bounded support, and hence the noise has bounded
support. However, similar to (Snelson, Ghahramani, and Ras-
mussen 2003), the presented derivations provide approximate
posteriors for the GP models, which limits their viability in
safety-critical settings.

Works by Srinivas et al.; Abbasi-Yadkori; Chowdhury and
Gopalan; Hashimoto et al. provide formal regression error
bounds for GP models under non-Gaussian noise. Specif-
ically, work (Srinivas et al. 2012) first develops a frame-
work for GP regression under the assumption that noise is
R-sub-Gaussian and then formally quantifies probabilistic
bounds on the GP prediction errors. Using a similar frame-
work, (Chowdhury and Gopalan 2017) derives tighter proba-
bilistic bounds. Work (Abbasi-Yadkori 2013) derives similar
bounds for Kernel Ridge Regression, which uses the same
mean prediction as a GPR without a posterior variance. While
applicable, the setting in each of these works is more general
than ours, which results in larger error terms when assessed
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with bounded support noise. Work (Hashimoto et al. 2022)
specifically focuses on bounded noise and derives a deter-
ministic error bound. This bound is generally tighter than the
prior probabilistic bounds; nevertheless, it becomes loose as
the size of the support increases. Since both error bounds in
(Chowdhury and Gopalan 2017; Hashimoto et al. 2022) are
directly applicable to our scenario, we show their derivation
in Section 2 and compare our results against them. In the
experiments, we also compare against (Srinivas et al. 2012;
Abbasi-Yadkori 2013).

Finally, recent work (Maddalena, Scharnhorst, and Jones
2021) derives a tighter deterministic error bound when com-
pared to the results of (Hashimoto et al. 2022) by using a
Kernel Ridge Regression approach. However, it requires the
kernel to be strictly positive definite. While the squared ex-
ponential kernel, which is a popular choice in the controls
application, can satisfy this requirement, the kernel matrix
can be ill-conditioned resulting in inaccurate inversions. This
restriction also limits the use of more expressive kernels that
are positive semi-definite which may innately improve the
error bounds, such as deep kernels. We show that our bounds
are well-suited for deep kernels.

2 Setup and Background

We consider a stochastic system of the following form:
y=/f(x)+v, ey

where x € R¢ is the input, y € Ris the output,andv € V' C
R is an additive zero-mean' random variable (noise) with
bounded support o, € R>g,ie,V ={v e R | |[v| < o,},
and unknown distribution. Function f : R¢ — R is unknown.
The main goal of the paper is to regress f from a dataset of
input-output pairs D = {(z;,y;)}*, and derive bounds on
the error between the regressed model predictions and the
true function f. However, taking f as entirely unknown can
lead to an ill-posed problem; hence, we impose a standard
smoothness (well-behaved) assumption (Srinivas et al. 2012;
Jackson et al. 2021b) on f.

Assumption 1 (RKHS Continuity). For a compact set X C
RY let k : R x RY — R>q be a given continuously differ-
entiable kernel and H,,(X ) the reproducing kernel Hilbert
space (RKHS) corresponding to k over X with induced norm
Il - |l Let f(-) € Hy(X). Moreover, there exists a constant

B> 05t /0]l < B

Assumption 1 implies that f(z) = Y7 | apk(z, x,) for
representer points «,, € R and z,, € R%. Note that for most
kernels x used in practice, such as the squared exponential
kernel, H,; is dense in the space of continuous functions
(Steinwart 2001).

We stress that, in this paper, we do not assume that f is
a sample from a Gaussian process prior. Moreover, since
the noise is non-Gaussian, the likelihood model is also not
Gaussian. Nevertheless, similar to the agnostic setting de-
scribed in (Srinivas et al. 2012; Chowdhury and Gopalan

'The assumption that E[v] = 0 is without loss of generality. In
fact, if E[v] # 0, we can add a bias term to f to shift the expectation
to 0.



2017; Hashimoto et al. 2022), we would still like to use
the GP regression framework to regress f with misspecified
noise and prior models. In the remainder of this section, we
provide a brief background on GP regression and state the
existing error bounds on the learning error. In Section 3, we
derive new bounds and discuss why they are tighter than
the existing ones. We also illustrate the practical utility of
these bounds in a control application in Section 4. Finally,
we provide empirical evaluations of the new errors bounds in
Section 5.

Existing Error Bounds Using GPs and RKHS

Let D = {(z,v:)}™, be a dataset consisting of m input-
output observations pairs from System (1). A popular method
to predict the output of f at a new input z* with confidence
on the predicted value is Gaussian Process regression (GPR).
A Gaussian Process (GP) is a collection of random variables,
such that any finite collection of those random variables is
jointly Gaussian (Rasmussen, Williams et al. 2006). GPR
starts by placing a Gaussian prior over f through use of a
kernel k£ : RY x RY — Rsg. Then, under the assumption
that v is a zero-mean Gaussian independent random variable
with variance o2 for any new input 2*, the predictive mean
pp(z*) and variance 0% (z*) can be derived as:

pp(a*) = Ko- x(Kx x + 0p1)7'Y, @

0p(2*) = Kpr gv — Koo x(Kx x + 02 1) ' Kx o+, (3)
where X = [z1,...,2,)T and Y = [y1,...,ym|T are re-
spectively the vectors of input and output data, Ky x is a
matrix whose -th row and j-th column is x(z;,;), and
K, x = K%, are vectors whose i-th entry is x(z, ;).

As already mentioned, in our setting in System (1), we do
not assume f is a sample from a GP and the noise v is strictly
bounded (hence, non-Gaussian). Fortunately, recent works
show that, even under such settings, as long as Assumption 1
holds, the GP analytical posterior prediction can still be used
outside of the Bayesian framework, i.e., even with misspec-
ified noise and priors. Specifically, Work (Chowdhury and
Gopalan 2017) shows that when the measurement noise is
conditionally R-sub-Gaussian, which includes bounded sup-
port distributions, probabilistic bounds on the error between
the prediction pp and f can be derived as follows.

Lemma 1 ((Chowdhury and Gopalan 2017, Theorem 2)).
Let X C R? be a compact set, B > 0 be the bound on
Ifllx < B, andT € R be the maximum information gain
of k. If noise v has a R-sub-Gaussian distribution and p.p
and op are obtained via Equations (2)-(3) on a dataset D
of size m with o2 = 1+ 2/m, then it holds that, for every
5 € (0,1],

P(Vo € X, lup() - f(2)] < B@)op(@)) 2 1-4, &)

where B(8) = B + R\/2(T + 1+ log (1/5)).

Lemma 1 provides probabilistic bounds on the GP regres-
sion error | p(z) — f(x)| by relying on the kernel parameters
such as RKHS norm bound B and information gain I', which
are often difficult to obtain accurately. They can however
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be (conservatively) bounded using techniques introduced in
(Srinivas et al. 2012; Jackson et al. 2021a; Hashimoto et al.
2022). Another important observation in Lemma 1 is that,
when noise v has a R-sub-Gaussian distribution, variance JTQL
is set to 1 + 2/m, which adds conservatism to the bounds by
substantially increasing the variance of GP predictions. Note
that to obtain estimates with confidence 1, i.e., § = 0, Lemma
1 requires infinitely-many samples. Alternative probabilistic
bounds in this setting are considered by Srinivas et al., which
makes use of similar parameters, and by Abbasi-Yadkori
which leaves o,, as a decision variable (see the extended ver-
sion Appendix (Reed, Laurenti, and Lahijanian 2024)). As
shown in our experiments, they are also conservative.

In the case that noise v has bounded support (i.e., |v| <
0y), deterministic bounds on the prediction error are provided
by Hashimoto et al..

Lemma 2 ((Hashimoto et al. 2022, Lemma 2)). Let X, k, and
B be as in Lemma 1. If noise v € V has a finite support o,
(ie., |v| < o,)and pup and op are obtained via Equations
(2)-(3) on a dataset D of size m with g,, = 0, then it holds
that, for every x € X,

lup(x) = f(2)| < Brop(z), ®

where By = /B2 —YT(Kx x +02])"'Y +m, and Y
and K x x are as in Equations (2)-(3).

By restricting noise to a bounded set, Lemma 2 is able
to provide a deterministic bound on the GP regression error
|up(z) — f(z)]. Unlike the probabilistic error bounds in
Lemma 1, the deterministic bound in Lemma 2 does not rely
on the information gain I', removing a source of conservatism.
However, it is generally conservative when o, is not small,
due to placing o, = o, in Equations (2)-(3).

Note that the bounds in Lemma 1 employ assumptions
that are too general for our problem, i.e., R-sub-Gaussian
(conditioned on the filtration) vs bounded support noise in-
dependent of filtration, and rely on parameters that must be
approximated. Similarly, the bounds in Lemma 2 do not allow
probabilistic reasoning and are restrictive when the support
on noise is large. Hence, there is a need for probabilistic error
bounds derived specifically for bounded support noise, as
well as a need for an improved deterministic error bound that
does not grow conservatively with the size of the support.

3 Bounded Support Error Bounds

In this section, we introduce novel probabilistic and determin-
istic error bounds for GPR of System (1), where noise has
a bounded support distribution. We show that in this setting,
the results of Lemmas 1 and 2 can be substantially improved.
All the proofs can be found in the Appendix of the extended
version (Reed, Laurenti, and Lahijanian 2024).

Probabilistic Error Bounds

We begin with the probabilistic bounds. With an abuse of
notation, for the vector of input samples X = [z1,...,7,,]7,
let f(X)=[f(x1),...,f(zm)]T. Then, we observe that the
noise output vector Y is such that Y = f(X’) + V), where
V = [v1,...,v,]7T is a vector of i.i.d. samples of the noise,



each of which is bounded by o,,. Consequently, from Eqn (2)
and by denoting G = (Ky x + 021) ' and W, = K, xG,
we can bound the GP regression learning error as

lup(x) — f(@)| = W (f(X) +V) = f(z)] (6)
< W f(X) = f@)| + [WaV] (D)

Hence, the error is bounded by a sum of two terms:
W, f(X) — f(x)|, which is the error due to mean prediction
at = with no noise, and |W, V|, which is the error due to the
noise with a value at most proportional to o,. The following
lemma, which extends results in (Hashimoto et al. 2022),
bounds the first term.

Lemma 3. Let X, k, B, and D be as in Lemma 1, and G =
(Kxx +02) L W, = K, xG, and c* < f(X)TGf(X).
Then, it holds that, for every x € X,

Wof(X) — (@) < op@)VB —c. (8

In Theorem 1, we rely on Hoeftding’s Inequality (Mohri,

Rostamizadeh, and Talwalkar 2018) to bound the second term

in Eqn (7), which in turn provides a probabilistic bound on
the GP regression error when combined with Lemma 3.

Theorem 1 (Bounded Support Probabilistic RKHS Error).
Let X, k, B, D, G, W, and c* be as in Lemma 3, and define
Ap = 4012)K$7XG2KX@. If noise v € V is zero-mean and
has a finite support o, (i.e., |v| < 0,) and up and op are
obtained via Eqns (2)-(3) on dataset D with any choice of
o > 0, then it holds that, for every x € X and ¢ € (0,1],

P(lup() = f@)| S e(z.)) = 1=, ()
where €(x,0) = op(x)VB? — ¢* + \/%ln%.

The proof uses Lemma 3 for the first term of ¢(z, J) and
derives the second term by applying Hoeffding’s Inequality
to |W,V| by noting that E[W,V] = 0 and each —o, <
v; < 40, enabling the random variable to maintain bounded
support on each term. Note that Theorem 1 only requires two
parameters in its probabilistic bound: ¢* and B. In fact, c*
can be found by solving the following quadratic optimization
problem, where we rely on the boundedness of the support
of the distribution of V = [v1, ..., v,,] "

Y -VTay -v). (10

¢t = min

—0, 0 <0y,t=1,....m
The other parameter, B, can be formally bounded by the tech-
nique introduced in (Jackson et al. 2021a). This is in contrast
with Lemma 1, which also requires an approximation on the
information gain of the kernel. We should also emphasize
that Theorem 1 allows o,, to remain as a decision variable,
enabling an optimization over o,, that can further minimize
the error bounds as compared to Lemmas 1 and 2.

We also note as m — oo then A\, tends toward 0, which
implies that we can set ¢ arbitrarily close to 0, reducing the
error bound to the result of Lemma 3, which decreases with
the number of samples as o (x) decreases and ¢* increases.
This demonstrates an O(y/m) improvement over the results
of Lemma 2. A detailed discussion is provided in the Ap-
pendix of (Reed, Laurenti, and Lahijanian 2024).

We extend our point-wise probabilistic error bounds to a
uniform bound with the following corollary.
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Corollary 1 (Uniform Error Bounds). For a given compact
set X' C X,

P(lun() -~ f@)] e (@) 21-6 (D
Vz € X', where €x:(5) = sup ¢ x- €(0, ).

Deterministic Error Bounds

If error bounds with confidence one (§ = 0) are desired,
Theorem 1 would require infinite samples. Here, we show
how confidence one results can be derived with finite samples,
producing an alternative deterministic error bound to the one
in Lemma 2.

Theorem 2 (Bounded Support Deterministic RKHS Er-
ror). Let X, B, D, G, c* be as in Theorem 1, and A, =
S 0u|[Ke,xGil. If noise v € V has a finite support o,
(i.e., |v| < o0,)and pp and o p are obtained via Eqns (2)-(3)
on dataset D with any choice of o,, > 0, then it holds that,
foreveryx € X,

lup(x) = f(z)| < ealz) (12)
where eq(z) = op(x)vV B2 — ¢* + A,.

Proof. Consider the term |, V| in Eqn (7). The noise dis-
tribution that maximizes |W,))| is found by setting v; =
sign([Wy];)o, where sign([W,];) = 1 if the i-th term of
W, is > 0 and O otherwise. Using this bound and Lemma 3
on the RHS of Eqn (7), we conclude the proof. O

Remark 1. We stress that while Lemmas 1 and 2 define strict
requirements on the value of o.,, used in the posterior predic-
tion, i.e., 1+2/m and o, respectively, both Theorems 1 and 2
allow for any value to be used for o,,. In particular, o,, <K 07,
is a valid selection which can reduce the predictive variance,
enabling much tighter deterministic and probabilistic bounds.
Similarly, when o, is very small, we can choose o,, > o, to
avoid numerical instabilities in inverting (Kx x + 021).

We demonstrate the trend of the error bounds as we adjust
oy, used for the posterior predictions of a GP in Figure 2. It
is immediately clear that using a smaller o,, when there is
more data results in tight error bounds across the domain.

Remark 2. In this paper, we consider the offline setting,
where we are given a set of i.i.d. data. In this setting, the
bounds proposed in (Abbasi-Yadkori 2013; Srinivas et al.
2012; Chowdhury and Gopalan 2017) are still valid. To ex-
tend to online setting, our bounds can be updated as data
is gathered, and the noise must remain independent of the
filtration, which is typical in robotics applications.

Extension to Deep Kernel Learning

Deep Kernel Learning (DKL) is an extension of GPR (Ober,
Rasmussen, and van der Wilk 2021). In DKL, we
compose a base kernel, e.g., the squared-exponential
Kse = 0sexp (—|l@ — 2’||/21?), with a neural network as
KDKL (xa I/) = Kse (%(I), ww (.CE,)), where d}w :RY — RS
is a neural network parameterized by weights w. Then poste-
rior predictions still use analytical Eqns (2)-(3), but the kernel
now includes significantly more parameters which has been
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shown to significantly improve the representational power of
GPs without needing more data in the kernel (Reed, Laurenti,
and Lahijanian 2023).

Remark 3. For DKL to satisfy Assumption 1, the kernel must
remain continuously differentiable and positive semi-definite.
Using the GeLU or Tanh activation functions and learning
Uy () as a model of f(x) using stochastic mini-batching can
prove sufficient. Then, under the assumption that 1., is well-
behaved over a compact set X, the RKHS norm || f || pr, <
I f|l:c is feasible. This can be inferred directly from (Jackson
et al. 2021a, Proposition 2), as DKL tends to correlate data
more effectively over space, it is reasonable to expect that
infy yrex kprr(x, &) > infy pex k(z, 2’).

DKL can reduce the posterior variance of a GP and use
the same RKHS norms as the base kernel, i.e., decreasing
o p without increasing bound B. Therefore, DKL can enable
tighter GP regression error bounds with the same number of
predictive samples than standard GP. Similarly, in the event
that many samples are available, network ,, can be pre-
trained over a large set of samples and the kernel can use a
small subset of the data for posterior predictions, enabling
computationally efficient calculations with increased accu-
racy. Furthermore, compared to Lemma 1, our error bounds
utilize significantly more information about the kernel. This
allows an informed kernel, such as DKL, to further reduce
the bound beyond just the value of o p.

4 Application to Safety of Control Systems

The bounds we derive in Theorems 1 and 2 can be particularly
important to provide safety guarantees for dynamical systems
learned from data. Specifically, consider the following model
of a discrete-time stochastic system with additive noise

x(k+1) = f(x(k)) +v keN, (13)

where x € R? is the state, v € V C R? is a random vari-
able independent and identically distributed at each time step
representing an additive noise term, and f : RY — R< is
an unknown, possibly non-linear, function (vector field). In-
tuitively, x(k) represents a general model of a stochastic
system taking values in R<.

A key challenge in many applications is to guarantee that
System (13) will stay within a given safe set X, C R¢,
i.e., it avoids obstacles, for a given time horizon [0, N]. A

common technique to obtain such guarantees is to rely on
stochastic barrier functions (Kushner 1967; Santoyo, Dutreix,
and Coogan 2021), which represents a generalization of Lya-
punov functions to provide set invariance. The intuition be-
hind barriers is to build a function B : R? — R that when
composed with System (13) forms a supermartingale and con-
sequently, martingale inequalities can be used to study the
systems’ evolution, as shown in the following Proposition.

Proposition 1 ( (Mazouz et al. 2022), Section 3.1). Given an
initial set X, a safe set X 5, and an unsafe set X,, = R4 \ X,
a twice differentiable function B : R® — R is a barrier
Sunction if the following conditions hold for 3,n € [0,1]:
B(x) > 0forallz € RY, B(x) < nforall x € Xo, B(x) >
1 forallVx € X, and

E[B(f(x)+v)|z] <B(z)+ 5 Vxe X,.
Then, it holds that
P(Vk € [0, N],x(k) € Xs | x(0) € Xo) >1— (BN +1n).

(14)

Hence, by finding an appropriate 3, safety of System (13)
can be guaranteed. However, how to construct such B when
f is unknown is still an open problem (Jagtap, Soudjani,
and Zamani 2020; Wajid, Awan, and Zamani 2022; Mazouz
et al. 2022, 2024). Here, we show that, under the assumption
that f lies in the RKHS of « and || f||,, < B;, where f()
denotes the i-th output of f, we can employ GPR along with
Theorems 1 and 2 to construct 5.

In particular, by partitioning X into a set of convex re-
gions Q@ = {q1,...,qq|} st. Xs = Ugeqq, it is sufficient
to simply replace the condition in (14) with the following
constraints for each g € Q:

EB(zq+V) |z €q] <B(z)+p (15a)
20 e [l (x) £ €D (0)] Vzeq, (15b)

where u(Dl) denotes the mean prediction for f(*) and E((;) (0)
can be computed by combining Corollary 1 with either Theo-
rem 1 or 2. Work (Mazouz et al. 2024) shows how to calculate
a barrier with such constraints. In the former case, the safety
probability in Proposition 1 holds with the confidence result-
ing from Theorem 1, while in the latter case results hold with
confidence 1. In Section 5, we consider both cases.
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Figure 3: Trends of error bounds with increasing data used for the posterior prediction for a 2D system when |v| < 0.1 using
Left: the squared exponential kernel and Right: DKL. In (a) and (c) we compare our deterministic error bound (green) with
results from Lemma 2 (red). In (b) and (d) we compare our probabilistic error bound (green) to results from Lemma 1 (red) and
Abbasi-Yadkori (orange) with § = 0.05. In (c) and (f) we compare our deterministic and probabilistic bounds with § € [0.01, 0.5].
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Figure 4: Trends of our error bounds with increasing data
used for the posterior prediction for a 2D system when |v| <
0.1 using (a) the SE kernel and (b) DKL. We compare our
deterministic (Theorem 2) and probabilistic (Theorem 1)
bounds with § € [0.01,0.5].

S Experiments

In this section, we demonstrate the effectiveness of our
bounds in comparison to the existing state-of-the-art bounds.
We first provide a visual of the trends of our bounds as more
data is utilized for posterior predictions, as well as demon-
strating the improvements that DKL can provide over stan-
dard GPs. We then demonstrate how our bounds perform in
comparison to the state-of-the-art across several dynamical
systems of interest. Finally, we show how our bounds can
be used in safety certification, through the use of stochastic
barrier functions, as described in Section 4. We note that
deep kernels in general are only positive semi-definite, which
prohibits the use of techniques in (Maddalena, Scharnhorst,
and Jones 2021) for generating a deterministic bound. Further
detail on the models considered can be seen in the Appendix
of (Reed, Laurenti, and Lahijanian 2024).

2D Visual Example We consider the case of GP regression
for a linear system with x € R? and |v| < 0.1, defined as

y = 0.421 +0.122 + . (16)

We first consider a squared exponential kernel and using the
methods proposed in (Hashimoto et al. 2022) we set B = 10.
For our predictions, we set o, = 0,/5 = 0.02. We illus-
trate the trend of the bounds as the number of data points in
the kernel increases in Figures 3a-3b, showing the averaged
mean bound and one standard deviation over 10* test points.

We note that our deterministic bound is comparable or bet-
ter than the existing approach and our probabilistic bound
significantly outperforms existing bounds.

Next, we consider the same scenario but with a DKL ker-
nel. Results are shown in Figures 3c-3d. Here, we assume a
fixed neural network that is pre-trained to model f(x) from
data. We consider a network with two hidden layers of 16
neurons each with the GeLU activation function. The net-
work is trained over 1000 sample points through stochastic
mini-batching. Figure 4 compares averages of our determin-
istic bound to our probabilistic bound. Interestingly, DKL
generates probabilistic errors lower than the bound on sample
noise, enabling highly accurate predictions even with very
noisy samples. We note that, for each model, our probabilistic
bound remain accurate for the desired confidence level.

Examples for Multiple Dynamical Systems We compare
our bounds to existing bounds (Lemma 1-2) and bounds pro-
posed by Abbasi-Yadkori; Srinivas et al. for a variety of dy-
namical systems from literature (Jackson et al. 2021b; Adams,
Lahijanian, and Laurenti 2022; Reed, Laurenti, and Lahija-
nian 2023), namely a 2D linear model, a 2D non-linear model,
a 3D Dubin’s car model, and a 5D second order car model. We
consider identical noise distributions in all dimensions; for
the 2D and 3D systems we consider v ~ Uniform(—0.1,0.1)
and for the 5D system v ~ Uniform(—0.2, 0.2). Results are
in Table 1.

We note that modifying the value of o,, used for posterior
predictions does not impact the accuracy of the model sig-
nificantly but can be optimized to improve the error bounds.
In all cases, we see that DKL (with a well trained neural
network prior) significantly outperforms standard GP mod-
els when computing error bounds. We emphasize that the
probabilistic bounds from (Abbasi-Yadkori 2013), Lemma 1,
and (Srinivas et al. 2012) are significantly larger than ours
for two primary reasons: (i) those bounds generalize to any
conditional sub-Gaussian distribution while ours is specific to
bounded support, and (ii) our bound incorporates significantly
more information about the kernel, allowing an informed ker-
nel to reduce the bound further than just the value of op ().
This results in our probabilistic bound being at least an order
of magnitude smaller than prior works.

Safety Certification of Unknown Stochastic Systems We
consider the Inverted Pendulum (2D) agent from the Gym-
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Our Det. Lem 2 Det. Our Prob. AY Prob. Lem 1 Prob. SKKS Prob.
System K On

true €|y true el true ey true |||y true €|l true |le]|;
2D Lin SE o, /5 0.06 0.86 0.04 1.45 0.06 0.57 0.10 5.72 0.10 7.53 0.04 350
2D Lin SE 0,/10 0.07 0.84 0.04 1.45 0.07 0.50 0.10 5.72 0.10 7.53 0.04 350
2DLin DKL o,/5 0.04 0.36 0.04 0.45 0.04 0.15 0.08 2.72 0.08 3.66 0.04 141
2DLin DKL o,/10 0.04 0.33 0.04 0.45 0.04 0.12 0.08 2.72 0.08 3.66 0.04 141
2DNL SE 0y /5 0.09 1.23 0.08 1.68 0.09 0.94 0.32 7.47 0.32 9.29 0.08 350
2DNL SE 0,/10 0.11 1.31 0.08 1.68 0.11 0.90 032 7.47 0.32 9.29 0.08 350
2DNL DKL o,/5 0.04 0.39 0.04 0.53 0.04 0.22 0.19 3.79 0.19 4.75 0.04 130
2DNL DKL o,/10 0.04 0.35 0.04 0.53 0.04 0.18 0.19 3.79 0.19 4.75 0.04 130
3DDC SE oy /5 0.10 1.96 0.09 2.34 0.10 1.13 0.41 9.61 0.41 13.67 0.09 1071
3DDC SE 0,/10 0.12 2.13 0.09 2.34 0.12 1.06 0.41 9.61 041 13.67 0.09 1071
3DDC DKL o0,/5 0.03 0.44 0.03 0.49 0.03 0.12 0.29 2.82 0.29 4.32 0.03 195
3DDC DKL o,/10 0.03 0.43 0.03 0.49 0.03 0.11 0.29 2.82 0.29 4.32 0.03 195
5D Car SE oy /5 0.51 10.33 030 11.7 0.51 5.60 0.36 14.0 0.36 22.63 0.30 3475
5D Car SE 0,/10 0.68 13.0 030 11.7 0.68 6.16 0.36 14.0 0.36 22.63 0.30 3475
5DCar DKL o,/5 0.06 1.48 0.06 1.54 0.06 0.46 0.25 4.34 0.25 6.82 0.06 581
5D Car DKL o,/10 0.06 1.43 0.06 1.54 0.06 0.40 0.25 4.34 0.25 6.82 0.06 581

Table 1: Average L error bounds (||€||1) over 10000 test points. We report the value for various values of o, and for the squared
exponential kernel (SE) and for DKL. We report both the true error (|| — f||1) induced by the model estimated empirically
over 10* samples and the bounds produced by Theorem 2 (Our Det.), Lemma 2 (Lem 2 Det.), and probabilistic bounds from
Theorem 1 (Our Prob.), Abbasi-Yadkori (AY Prob.), Lemma 1 (Lem 1 Prob.), and Srinivas et al. (SKKS Prob.) in order setting
6 = 0.05. Lemma 2 and (Srinivas et al. 2012) set o,, = 0, and Lemma 1 and (Abbasi-Yadkori 2013) set UfL =1+2/m.

Our Prob. Our Det. Lem 2 Det.

B Py t | m B Py t | 7 B Py t
le-6 0.999 136 | le-6 0.077 0923 147 | 1le-6 0.499 0.499 2979
le-6 0.999 451 | le-6 0.172 0.827 2880 | 1le-6 0.249 0.749 13233

Model

Pendulum | le-6
4D Linear | le-6

Table 2: Barrier results, where ¢ is time in seconds taken to synthesize a barrier, P, = 1 — (n + Nf), and N = 1.

nasium environment and a contractive linear 4D system for
data-driven safety certification using the formulation in Sec-
tion 4. We collected data for the Pendulum model under the
best controller available from the OpenAl Leaderboard (Ope-
nAl 2024) and perturb the systems with PERT distributions (a
transformation of a Beta distribution with a specified mean).
We construct a barrier using the Dual-Approach suggested
in (Mazouz et al. 2024) and compare results when generat-
ing interval bounds on f with Corollary 1 using Theorem 2,
Lemma 2, and Theorem 1 with 6 = 0.05 using DKL models.

The barriers identify a lower bound on the probability of
the system remaining in a predefined safe set for a given
horizon when initialized with 6,6 € [—0.025,0.025] x
[—0.055,0.055] for the Pendulum and each state in
[—0.1,0.1] for the 4D system. Barriers are synthesized on
an Intel Core i7-12700K CPU at 3.60GHz with 32 GB of
RAM. Results are reported in Table 2. Safety probabilities
using bounds of Lemma 1 and (Abbasi-Yadkori 2013) are
not reported in the table because they result in Py = 0 after
three time steps for both models.

Barrier certificates using Theorem 1 are based on a 95%
confidence. We see that our bounds allow for a significant
improvement in certification results as compared to existing
bounds. For instance, for a time horizon N = 10, apply-
ing Proposition 1 with our bounds results in guarantees of
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99.9% safety probability with 95% confidence, whereas using
Lemma 2 results in a 0% safety probability for the Pendulum
model. We see similar results for the 4D system, where the
deterministic bounds remain too conservative to identify the
contractive nature of the system yet our probabilistic bounds
enable guarantees of safety with high confidence. We also
note that the reduced conservatism of our approach enable
barrier synthesis to be significantly faster.

6 Conclusion

In this paper, we derive novel error bounds (both probabilistic
and deterministic) for GP regression under bounded support
noise. We demonstrate that by assuming sample noise has
zero mean, error bounds that are tighter than sample noise
can be achieved. We show that our error bounds utilize signif-
icantly more information about the kernel than existing prob-
abilistic bounds (i.e. each term informed by K x ,); hence,
they are well-suited for regression techniques based on in-
formed kernels such as DKL that correlate x with the entire
dataset. We also show the improvements that our bounds can
provide over the state-of-the-art in safety certification of con-
trol systems through the use of stochastic barrier functions,
generating certificates with significantly larger safety proba-
bilities. Future directions include application of these bounds
in safe control and shield design in reinforcement learning.
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