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Conventional delay estimation ranging algorithms extract useful
information from the channel frequency response and use this infor-
mation to estimate delays. In this thesis, three localization techniques
are presented: the matched filter, FBCM-MUSIC and TLS-ESPRIT
algorithms. Then a multiband architecture is proposed and integrated
into the matched filter. These algorithms are implemented in the
LoRa system model. The simulations indicate that FBCM-MUSIC
and TLS-ESPRIT have better performance than the matched filter
in NLOS channels. The results also show that TLS-ESPRIT is more
effective and robust compared to MUSIC. The proposed multiband
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Abstract

LoRa (Long Range) is a low-power, long-range and low-cost wireless communication
system that can facilitate a wide variety of infrastructures for the Internet of Things
(IoT). Current algorithms to locate LoRa tags have a resolution of 100 m in practice,
and a question is if that can be improved without changing the tags or adding too much
to the gateways (basestations).

Conventional delay estimation ranging algorithms extract useful information from
the channel frequency response and use this information to estimate delays. In this
thesis, three localization techniques are presented: the matched filter, FBCM-MUSIC
and TLS-ESPRIT algorithms. Then a multiband architecture is proposed and inte-
grated into the matched filter. These algorithms are implemented in the LoRa system
model. The simulations indicate that FBCM-MUSIC and TLS-ESPRIT have better
performance than the matched filter in NLOS channels. The results also show that
TLS-ESPRIT is more effective and robust compared to MUSIC. The proposed multi-
band architecture can improve the resolution of TOA estimation and decreases the 90th
percentile error by around 40%.
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Introduction 1
1.1 Introduction to LoRa and Geolocation

In recent years, wireless communication system has become an integral part of our
daily life. A variety of wireless communication technologies have been invented and
it has become one of the most important mediums for information transmission be-
tween devices. Different technologies are developed to have more potential in different
applications, for example Bluetooth, WiFi and Zigbee, where the former is the best
used in short range M2M wireless communication; and the latter two are more suitable
for a network of nodes. LoRa (Long Range) is a low-power, long-range and low-cost
wireless communication system. To be more specific, LoRa is a radio frequency (RF)
transmission technique that allows devices to transmit information over a long distance
consuming a very small amount of power. Semtech acquired this technology in 2012
[1] and begun to manufacture LoRa chips and devices. LoRa network comprises of two
distinct layers which will be introduced later and for now they are: 1. a physical layer
(LoRaPHY) using a patented spread spectrum modulation technique and 2. a MAC
layer (LoRaWAN) [2] identifying a specific access network architecture.

LoRaWAN enables GPS-free tracking applications and the infrastructure-based lo-
calisation for low-power and wide-area networks. LoRa has the scalability to facilitate a
wide variety of infrastructures for the Internet of Things (IoT) [3]. One noticeable fea-
ture is that these infrastructures provide a LoRaWAN geolocation solution. LoRaWAN
geolocation is a novel approach to locate local devices equipped with LoRaWAN sen-
sors outdoors. It is particularly well suited for static assets which do not require super
accurate locations but where an estimate error of 50m is enough. The localisation
methods implemented in LoRaWAN protocol can be classified into two categories: Re-
ceived Signal Strength Indication (RSSI) and Time Difference of Arrival (TDOA). The
former one provides a coarse estimation ranging from 1000m to 2000 meters. By con-
trast, TDOA decreases estimation error to hundreds meters [4], and this finer accuracy
makes LoRaWAN a prominent solution to localisation, especially for the applications
with a low budget and battery-powered end-devices. The objective of this thesis is to
improve the accuracy of TDOA in LoRaWAN protocol.

Next we will explain the advantages of LoRa in outdoor localisation with respect to
LoRaPHY and LoRaWAN.

• Long range and Low power For most radio communications, it is difficult to
transmit signals at a long distance with limited transmission power. Chirp spread
spectrum (CSS) modulation [5] that will be explained in chapter 2 enables these
long range transmission with limited power. This modulation technique provides
significant link budget improvement over conventional narrowband modulation.
Most spectrum spreading technologies work above the noise floor to make sure
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the successful reception. The enhanced robustness provided by CSS allows LoRa
receiver to have a higher sensitivity and receive the signal below the noise floor.
Thus the transmission range is extended by LoRa for a fixed power.

• Tolerance to interference In wireless communications, interference occurs when
some unwanted signals with similar frequencies are added disruptively to the de-
sired signal. The interference degrades the fidelity of the receiver’s estimate of
the desired received signal. As a spectrum spreading technology, CSS modula-
tion employs six spreading factors. LoRa signals of different spreading factors are
orthogonal to each other and thus less susceptible to the interference.

• Low cost and Long battery life The well-known satellite-based radio positioning
system, GPS, provides the most accurate real-time location updates among all ex-
isting technologies. Nonetheless, GPS receivers in end-devices are expensive and
exceed the power budget. Other short radio approaches like WiFi and Bluetooth
also entail high installation cost on access points and beacon nodes. Compar-
atively speaking, LoRaWAN has lower deployment requirements and thus cost
less.

Before explaining how LoRaWAN geolocation works, I will introduce three impor-
tant components in LoRaWAN: the end-devices, the gateways and the network server.

• End-device: low-power consumption devices with bidirectional wireless commu-
nication various sensing abilities. Once the useful information is collected by the
certain built-in sensors, it is transferred to the LoRa transceiver to be transmitted
to the gateways.

• Gateway : a intermediate powerful device that relays packets between end-devices
and a network server. The number of gateways in a LoRa deployment is not
limited, and the same data packet can be received by more than one gateway
simultaneously.

• Network server: responsible for processing packets received from multiple gate-
ways, directing them to an application server.

With this basic knowledge of LoRaWAN, we can move on to the principles of Lo-
RaWAN geolocation. A LoRa signal from an end-device is received simultaneously
by no less than three nearby gateways whose locations are known in advance, and an
accurate timestamp is recorded at the gateway once this transmission arrives. These
timestamps are then forwarded to the network server where the position of that end-
device will be calculated. Only an uplink transmission is required and not needed to be
specific for geolocation. Also TDOA requires perfect synchronisation among gateways
which is much easier than the synchronisation between the gateway and the end-device.

1.2 Motivation of thesis work

Two main factors that degrade the accuracy of timestamps are a narrow bandwidth and
multipath propagation. In the presence of multipath, arrival paths are not resolvable
with 125kHz bandwidth and the estimation only gives an average channel delay.
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Given the LoRa signal bandwidth of 125kHz, the distance between two delays has
to be larger than 8µs (2400m) to be distinguished. Some LoRa products are currently
able to provide a finer timestamp resolution of 1µs [6]. Within the time duration of
1µs, a radio signal propagates around 300m in air. The estimation resolution of 300m is
much better than 2400m but still cannot reach our requirements. As we have mentioned
before, we do not require LoRaWAN Geolocation to achieve the same high accuracy
as GPS with the constraints of hardware and software. However, we can still refine on
the estimation method to bring this estimation resolution below 300m.

The multipath-induced fading is a more general but still troublesome issue when
it concerns the wireless communication. LoRa signals from different paths arrive at
gateways at different times and are added either constructively or destructively. It is
this uncertainty that aggravates the estimation problem. In urban areas, the second or
third arriving signal carries the strongest power because the energy of the first arrival
signal is attenuated strongly by the buildings. Since correlation based technologies
select the strongest part of received signal as the arrival time, it again introduces
unpredictable errors.

As we can see, obstacles are ahead and it is not a trivial task to locate end-device
positions.

1.3 Problem statement

This project aims to solve two problems:
1. How to implement high-resolution TOA estimation algorithms in the LoRa sys-

tem to improve the accuracy of timestamps in multipath environment?
2. What is sensitivity of these algorithms to different factors like noise, interference,

NOLS propagation and etc.?

1.4 Thesis outline

The thesis is organised as follows:
In chapter 1, a brief background of LoRa and TOA-based localisation is introduced.
In chapter 2, a system model is presented which consists of the transmitted signal

model, the channel model and the received signal model.
In chapter 3, at first, a correlation-based technology (the matched filter) is intro-

duced which is a convolution with a time-reversed and conjugated version of the signal.
The matched filter is a conventional technique for estimating the signal delays. How-
ever, this method is not entirely suitable for the multipath channel model, because
its time resolution is limited by the bandwidth. For this reason, two super-resolution
algorithms: FBCM-MUSIC and TLS-ESPRIT are introduced with the aim of resolving
closely-spaced paths. MUSIC is a subspace-based TOA estimation method which splits
the vector space into a signal subspace and a noise subspace. It utilises the orthogonal-
ity between these two subspace to estimate the delays. The exact prior knowledge of
the number of multipaths is required so that MUSIC is able to have best performance.
FBCM-MUSIC is an improved version for the case where only one set of experimental
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data is available. ESPRIT exploits the shift invariant structure in the spectrum of
the signals. TLS-ESPRIT improves the conventional ESPRIT by constraining wide
observing spaces into a single subspace.

In chapter 4, a multiband architecture is proposed to overcome the problem of
insufficient bandwidth resources. The basic idea is to estimate the coarse CFR of each
band and concatenate them together to achieve a fine estimate.

In chapter 5, the CRLB is derived in detail for the single path scenario.
In chapter 6, the three algorithms are implemented under different scenarios and

the simulation results are presented.
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System Model 2
In this chapter, we introduce the transmitted signal model, the channel model and at
last the received signal model. The signal model is based on the chirp spread modulation
and in accordance with the specifications of the LoRa physical layer. The received signal
is the convolution of the transmitted signal and the channel.

2.1 Background

As the preamble to the formal introduction of system model, this section presents CSS
modulation.

Spread spectrum is a technique referring to the practice of spreading the transmit-
ted signal to the whole frequency spectrum which is used for transmission. A chirp
represents a ’Compressed High Intensity Radar Pulse’. It is a complex valued signal
whose frequency continuously increases or decreases at a fixed rate. Illustrations of an
up-chirp and down-chirp are shown in Fig 2.1. Compared to other spread spectrum
schemes, this frequency variation makes the LoRa signal to be more resistant to the
interference and achieve a longer communication range .

(a) (b)

Figure 2.1: Illustration of an up-chirp in a) time and b) frequency domain used
in the LoRa modulation.

It is easy to notice that the power is not uniformly distributed over the desired
frequency range. There are some Fresnel ripples in the spectrum of the chirp signal, es-
pecially towards the ends of the spectrum. They arise due to the sudden discontinuities
in the chirp waveform at the commencement and termination of the pulses.
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Two important parameters concerning the CSS modulation are: Bandwidth (BW)
and Spreading Factor (SF). LoRa provides three standard bandwidths: 125kHz, 250kHz
and 500kHz, and six spreading factor values: 7,8,9,10,11 and 12. Some external factors
like battery life, range and transmission power vary from region to region. Therefore,
these modulation parameters should be assigned properly to ensure successful reception.

To avoid confusion, the definition of a chip, a symbol and a chirp is given below.

• A chip is the basic binary element in the sequence of data. One chip is sent per
second per Hz of bandwidth [7].

• A symbol/chirp is a signal in which the frequency increases (upchirp) or decreases
(downchirp) over the frequency band.

The modem modulates the phase of an oscillator to generate a chirp shown in Fig
2.1. The chip rate Rc defines the number of times per second that the modem adjusts
the phase, and it also defines the modulation bandwidth, which is Rc = BW . For
instance, when the modulation bandwidth is 125kHz, 125000 chips can be transmitted
per second, or 1 chip is transmitted every 8µs.

The spreading factor is used to define the number of chips containing in one sym-
bol/chirp. Each symbol contains 2SF chips and the symbol rate Rsym is defined as

Rsym =
Rc

2SF
=
BW

2SF
(2.1)

and the symbol period Tsym, the reciprocal of Rsym, is defined as

Tsym =
1

Rsym

=
2SF

BW
. (2.2)

There are 2SF chips in each symbol, which means each symbol is able to encode
SF bits of information. According to the definition, a chip is the basic binary el-
ement. Taking SF=7 as an example, in an upchirp, these 27 chips are encoded as
[0000000, 0000001, 0000010, 0000011, . . . , 1111110, 1111111]. This 128-chip long symbol
can by cyclically shifted from 0 to 127 positions, and this cyclical shift Nshift carries
some extra information.

The decimal numbers corresponding to these 2SF binary elements are
[0, 1, 2, 3, . . . , 2SF − 1]. The modulated signal is then [8]

c(kTc) =
1√
2SF

e
j2π[(Nshift+k)mod(2SF )

] kTc
Tsym

=
1√
2SF

ej2π[(Nshift+k)mod(2SF )
] k

2SF

(2.3)

where k = 0, 1, 2, . . . , 2SF −1 is used as the time index, 0 ≤ Nshift ≤ 2SF −1, Tc = 1/Rc

is the chip period, and mod stands for modulo operation. The frequency increases
linearly with k, and the initial frequency is shifted by Nshift from 0.

Table 2.1 displays the periods and rates of a LoRa chirp under different spreading
factors.
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BW/kHz SF Tsym/ms Rsym/Hz
125 7 1.024 976.56
125 8 2.048 488.28
125 9 4.096 244.14
125 10 8.192 122.07
125 11 16.384 61.04
125 12 32.768 30.52

Table 2.1: Some LoRa symbol periods and rates

The physical frame format of LoRa is designed in compliance with Semtech’s spec-
ifications. At the physical layer, a LoRa PHY frame starts with a preamble/training
sequence. One of the preamble functions is the synchronization. After the preamble,
an optional PHY Header follows, where some information such as payload length and
the existence of some optional structures is contained. The payload is sent after the
header, and the frame is finished with an optional CRC. Fig 2.2 displays the spectrum
of LoRa physical layer.

Figure 2.2: The spectrum of LoRa physical layer

2.2 Transmitted signal model

The LoRa signal can be modeled in continuous time as a modulated chirp signal[9].
The chirp signal in (2.3) is simplified to

c(t) = ejµt
2

(0 < t < Tsym) (2.4)

where µ = (BW )2/2SF [Hz/s], is a constant representing the rate of the instantaneous
frequency change of a chirp.

The transmitted LoRa signal can be formulated as

s(t) =
Nsc−1∑
k=0

c(t− kTsym) (2.5)

where Nsc is the number of chirps/symbols.
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Fig 2.3 (a) illustrates the real and imaginary part of LoRa signal in time domain and
Fig 2.3 (b) shows the spectrum of a standard LoRa packet. The payload transmission
starts after the eight-chirp-long preamble and two-chirp-long sync.

(a)

(b)

Figure 2.3: (a) Time domain representation of a LoRa packet (b) spectrogram
representation of a standard LoRa packet

2.3 Channel model

The LoRa signal s(t) is sent over a multipath wireless channel, which after demodulation
to baseband can be modeled by its impulses responses as

h(t) =
M−1∑
m=0

amδ(t− τm) (2.6)
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where M is the number of resolvable multipath components, am = gme
−j2πfcτm is com-

plex path attenuation (gm is the magnitude and e−j2πfcτm represents the phase), τm is
the propagation delay related to the m-th path and fc is the central frequency of the
carrier on which s(t) is transmitted.

The Continuous Time Fourier Transform (CTFT) of h(t) is

H(Ω) =

∫ +∞

−∞
h(t)e−jΩtdt (2.7)

where Ω = 2πf , is angular frequency.
The wireless channel consists of a limited number of paths. However, a finite length

signal cannot be band-limited. At the receiver, we estimate only a portion of the channel
corresponding to [fc−BW/2, fc +BW/2]. The discrete form of H(Ω) is needed in the
simulation. First, we derive Discrete Time Fourier Transform (DTFT) from CTFT in
(2.7):

H(Ω) =

∫ +∞

−∞

n=+∞∑
n=−∞

h(nTs)δ(t− nTs)e−jΩtdt

= Ts

Nd−1∑
n=0

h(nTs)e
−jΩ(nTs)

(2.8)

H(ω) =
1

Ts

Nd−1∑
n=0

h[n]e−jωn =
1

Ts

M−1∑
m=0

ame
−jω τm

Ts (2.9)

where ω = ΩTs, is the normalized angular frequency, and |ω| < 2πBW
fs

. fs ≥ 2BW is
the sample rate, Ts = 1/fs is the sampling period and Nd = Tsym/Ts, is the number of
total samples of one received symbol.

The Discrete Fourier Transform (DFT) should be applied to a finite-duration,
discrete-time signal. M in (2.6) is also finite, which means the frequency variables
H[0], H[1], ..., H[Nd − 1] in these cases are finite and discrete as well. The discrete
expression can be derived from the definition of DFT as

H[l] = H(ω)|ω= 2π
Nd

l =
1

Ts

M−1∑
m=0

ame
−jω0

τm
Ts
l l = 0, 1, . . . , Nd − 1 (2.10)

where ω0 = 2π
Nd

.
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2.4 Received signal model

2.4.1 Continuous time received signal model

The received baseband signal, after propagation through the multipath wireless channel
(2.6), is given by

x(t) =
M−1∑
m=0

ams(t− τm) + w(t)

=
Nsc−1∑
k=0

M−1∑
m=0

amck(t− kTsym − τm) + w(t)

(2.11)

where w(t) is AWGN with with double-sided power spectral density N0/2 and variance
σ2 = N0BW .

The convolution in time domain corresponds to a multiplication in frequency do-
main, and it leads to the spectrum of received signal:

X(ω) =
1

Ts

M−1∑
m=0

amS(ω)e−jω
τm
Ts +W (ω) (2.12)

where S(ω) is the spectrum of the transmitted signal and W (ω) is the AWGN noise in
frequency domain.

2.4.2 Discrete time received signal model

The received signal is sampled with a sampling rate fs. The discrete time model for
the transmitted and received signal is given by

s(nTs) =
Nsc−1∑
k=0

c(nTs − kTsym) + w(nTs) (2.13)

x(nTs) =
M−1∑
m=0

ams(nTs − τm) + w(nTs) (2.14)

where n = 0, 1, . . . , Nd − 1.
The spectrum of the received signal is R(ω), by following the same transformation

steps from H(ω) to H[l] in chapter 2.3 , the DFT of r(nTs) is derived as

X[l] =
1

Ts

M−1∑
m=0

amS[l]e−jω0
τm
Ts
l +W [l] l = 0, 1, . . . , Nd − 1 (2.15)

where S[l] andW [l] are the DFT of s(nTs) and w(nTs), respectively, n = 0, 1, . . . , Nd−1
and ω0 = 2π

Nd
.
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Algorithms 3
In this chapter, first a brief overview of the related work is given. Next, four factors
regarding TOA estimation techniques are discussed, and they are bandwidth, the noise,
complexity and prior knowledge. Finally, we present three TOA estimation algorithms:
the Matched Filter, FBCM-MUSIC and TLS-ESPRIT.

For simplicity, the number of symbols Nsc is assumed to be 1.

3.1 Background

The LoRa networks use TDOA to locate devices as we have mentioned in chapter 1. The
implementation of TDOA can be roughly split into two parts: the timestamp reception
at the gateways and the geometric calculation. To attain meter-level ranging accuracy,
the order of the timestamping magnitude must be in a nanosecond range. A number
of works have been published aiming at analysing LoRa range-based localization and
enhancing the estimation accuracy in different scenarios [10, 11, 12, 13, 14].

Based on the timestamps extracted from the received LoRa signals at the gateways,
some scientists devised and implemented different TDOA systems [6, 13, 15], which
were aimed at higher localization performance. However, these proposals ended with
little success. This was because the timestamp resolution only reached a microsecond
level.

With respect to the TOA estimation in time domains, two prevailing methods are the
maximum likelihood (ML) and the matched filter. The ML estimator [16] requires the
prior knowledge of the exact distribution of the multipath. The statistical parameters
of the channel vary from one environment to another, and this variance will introduce
unpredictable errors to the ML estimator. Another method filters the received signal
with a matched filter, and then searches for the maximum of the correlator [17, 18, 19].
Generally, these methods are not complicated and able to carry out good estimates
only when the energy of the first arriving component is much stronger than the others,
while they attain an inaccurate TOA estimation when this condition is unsatisfied.

Besides, various signal processing approaches have been proposed for the TOA es-
timation in outdoor environments. The algorithms are known as multiple signal classi-
fication (MUSIC) [20, 2], matrix pencil [21], estimation of signal parameters via rota-
tional invariance techniques (ESPRIT) [22, 9, 23] Most of these algorithms process the
received signal samples in the frequency domain, where these components are related
to the arrival times in time domian as in [24, 25]. High resolution techniques require
multiple-experiment data to estimate the correlation matrix with the expectation op-
eration. Nevertheless, sufficient statistically independent channel realizations are not
available in many situations.

In non-line-of-sight (NLOS) environments, where a direct path is not observable,
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various compensation methods are emerging to mitigate the effect of NLOS errors.
Those kinds of NLOS issues are expanded in detail in the literature [26, 27]. Most of
the researches aim at estimating TOA of wide-band signals, or multi-subband chirp
signals, which are not applicable to a LoRa signal.

The limited bandwidth resources is always a challenge for LoRa radio devices, and
many scientists have been working on it over years. Florian et al. [28] created a
coherent multi-channel ranging method for narrow-band LoRaWAN and improved the
precision bound further in multipath scenarios[29]. The reason behind is that the
coherence in multi-channel processing improves the temporal resolution and detection
accuracy. In coherent multi-channel ranging, the two-way time-of-flight and phase-of-
flight measurement are required to eliminate the phase difference of different channels.
The measurement principles work in conjunction with the above mentioned ranging
algorithms, and a 200-meter precision is eventually achieved with a 10 kHz signal. Then
the author took especially the frequency offsets and multipath influence into account
and refined on the Cramer Rao bounds. To utilise more channel resources in this case,
two basic premises should be satisfied: 1.a two-way package transmission between the
end device and the gateway must be guaranteed. 2.the multi-channel bandwidth should
always lie within the radio channel coherence bandwidth. The former is not applicable
to all LoRa devices and the latter is not suitable for moving objects.

3.2 Criteria

Before the main content, four factors that affect the performance of these algorithms
will be explained in detail: 1.sensitivity to the bandwidth; 2.sensitivity to the signal to
noise ratio (SNR) or the noise; 3 the complexity of algorithms; 4.the prior information.

Bandwidth To what extent will the two closely-spaced paths be separated? It is
roughly determined by the signal bandwidth. In wireless environments, the signal that
arrives at the receiver is a superposition of shifted versions of the transmitted signal
due to the channel multipath. This overlapping is a significant error source in the TOA
estimation, especially when the multipaths are not resolvable. Only when the delay
difference between each two paths is larger than the minimum pulse duration, which is
in inverse proportion to the bandwidth, multipaths can be regarded as resolvable. In
this case, either lower pulse duration or higher signal bandwidth can mitigate the effects
of the multipaths. It is obvious that correlation based techniques are more sensitive to
the bandwidth regarding both the resolution and the accuracy of the estimation.

Noise The additive noise is the second major error source apart from the multipath
in the TOA estimation. In the single path channel, the accuracy of various techniques
is mainly limited by the noise level. The sensitivity to noise can also be interpreted
as the robustness of the algorithms. Lower sensitivity to the noise means that the
techniques are more robust. Some techniques retain high robustness only when the
SNR is above a certain threshold, and the performance becomes more uncontrollable
beyond that threshold.

Complexity In most realistic and practical applications, the complexity of the algo-
rithms virtually precedes all the other considerations. From the perspective of industrial
design, the best trade-off between the complexity and other factors should be chosen.
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The complexity will be the least thing we take into consideration in our project.
Prior knowledge Some algorithms require prior knowledge like a coarse estimation

of the path delay, and others need the information of the source signal. Correlation
based techniques use the source signal to do correlation and sub-space based techniques
estimate the channel frequency response with the help of the source signal.

3.3 Correlation Based Techniques

3.3.1 Matched Filter

The matched filter is virtually a correlation based technique. It performs a temporal
match by correlating a template signal with all possible shifts of the received signal
x(t). In reality, the transmitted signal is regarded as the optimal template signal to
perform the correlation, it is called the matched filter sMF(t) = s∗(−t) . The delays
can be estimated by finding the local maxima of the correlation between the matched
filter sMF(t) and the received signal x(t):

y[n] = (x ∗ sMF)[n]

=
M−1∑
m=0

am

(
Nd−1∑
k=0

s[k − τm
Ts

]s∗[k − n]

)
+

Nd−1∑
l=0

w[l]s∗[l − n]
(3.1)

When n = τm
Ts
, y[n] reaches a maximum. Fig 3.1 illustrates how the matched filter

is implemented.

Figure 3.1: Implementation of the Matched Filter

A convolution in time domain is equivalent to a multiplication in frequency domain,
the correlation process can be implemented in frequency domain as well. Note that
the TOA estimation is more sensitive to the multipath effect than the effect of the
additive noise. In other words, the performance of this technique degenerates severely
in the multipath channel due to some extra unknown parameters. All the multipath
components can be regarded as self interference that will reduce the SNR of the received
signal. In addition, it is inaccurate to detect the first arrival path from the highest peak
of the result of the matched filter in the NLOS channel.

Compared to other methods, the matched filter is optimal for a single path in noise
in terms of the algorithm computational complexity. Moreover, a prior knowledge is not
necessary. Although the advantages of the matched filter are obvious, its disadvantages
are manifest as well. As we have discussed before, the inability to resolve the closely-
spaced multipath components makes it less competitive. Besides the effects of the
multipath, the signal bandwidth is another factor that plays an important role in the
performance of all correlation-based techniques. The signal bandwidth, or the width
of the minimum samples is a main determinant of the resolution of TOA estimation
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for the matched filter. In our project, a 125kHz bandwidth is used in the outdoor
environment and Nyquist sample rate is adopted in the system, the detectable ranging
error of LOS signal is around 1.2km, which is far from the localisation requirements.

3.4 Subspace Based Techniques

Subspace based algorithms decompose the space which is spanned by vectors of channel
frequency response (CFR) into several subspaces. Mostly these subspaces consist of a
signal subspace and a noise subspace which are orthogonal to each other. Subspace
based algorithms utilise this property to estimate various channel parameters. Due to
it, they have higher resolution in the parameter estimation. However, the eigenvector
decomposition (EVD) of big size matrices cannot be avoided and the complicity makes
these techniques less likely to be considered for practical applications.

3.4.1 CFR Estimation

Both MUSIC and ESPRIT require the channel frequency response as the input, and
simple approach of CFR estimation will be introduced in this section.

Based on (2.12), the relationship between the spectrum of the transmitted signal
and the CFR can be expressed as

X = SH + W (3.2)

where X = [X[0], . . . , X[Nd−1]]T , S = diag(S[0], . . . , S[Nd−1]), H = [H[0], . . . , H[Nd−
1]]T and W = [W [0], . . . ,W (Nd − 1)]]T . Now we define a new vector Y = S−1X, and
the frequency range is restricted between [−BW/2, BW/2]. Then by replacing the new
vector in (3.2), we have

Y = H + Wnew = Va + Wnew (3.3)

and its corresponding matrix form:


Y [0]
Y [1]
...

Y [Nd − 1]

 =


1 . . . 1

φ(τ0) . . . φ(τM−1)
... . . .

...
φ(τ0)Nd−1 . . . φ(τM−1)Nd−1




a0

a1
...

aM−1

+


W [0]
W [1]
...

W [Nd − 1]

 (3.4)

where Wnew = S−1W represents the additive noise in vector Y and φ(τ) = e
−j 2π

Nd

τ
Ts .

Note that the noise enhancement is inevitable when dividing X[l] by S[l], it should
be taken carefully at low signal levels. In the following, Wnew and W are used in-
terchangeably for simplicity. Nd is defined in (2.9) as Tsym/Ts, or its equivalent form
2SF/(TsBW).
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3.4.2 FBCM-MUISC

MUSIC, a super-resolution algorithm, is based on the eigenvalue-decomposition (EVD)
of the autocorrelation matrix of the signal model. It was first used for azimuth es-
timation and later applied to TOA estimation. MUSIC aims to exactly exploit the
underlying information of the signals that hides behind the noise. FBCM-MUSIC is an
improvement of conventional MUSIC providing better resolution.

The autocorrelation matrix is defined as

RY = E{YYH} = VAVH + σ2
wI (3.5)

where A = E{aaH}, I is the Nd×Nd identity matrix and superscript H stands for the
conjugate transpose of a matrix. The matrix V has full column rank M when τm in
(2.6) are all different values. As a consequence, the rank of the square matrix RY is also
M under the condition Nd > M . This means that Nd−M smallest eigenvalues equal to
the noise variance σ2

w. The noise subspace consists of the eigenvectors that correspond
to these noise eigenvalues. The restM largest eigenvalues are signal eigenvalues and the
corresponding eigenvectors comprise the signal subspace. The orthogonality between
the signal subspace and the noise subspace is the spirit of MUSIC. The projection
matrix of the noise subspace is then given by

Pw = Qw(QH
wQw)−1QH

w = QwQH
w (3.6)

where Qw = [qM qM+1 . . . qNd−1] and qk,M ≤ k ≤ Nd − 1, are noise eigenvectors.
For a vector that lies in the signal subspace, we have

Pwv(τm) = 0 (3.7)

where v(τ) = [1 φ(τ) φ(τ)2 . . . φ(τ)Nd−1]T . The multipath delays are at the
values at which the following MUSIC pseudo-spectrum achieves maximum,

PMU(τ) =
1

|Pwv(τ)|2
=

1

vH(τ)Pwv(τ)
(3.8)

Fig 3.3 presents a block diagram of the MUSIC TOA estimation algorithm.

Figure 3.2: Functional flowchart of TOA estimation using MUSIC

In the above analysis, the theoretical correlation matrix RY is considered. In practi-
cal implementations, the correlation matrix must be estimated from multiple measure-
ment data samples. Considering that only one set of measurement data is available,
the estimation of RY in (3.5) will be reduced to RY = YYH . Without the expectation
operation, the rank of RY is then equal to the rank of YYH , becomes 1. The lack
of full-rank matrix disables the separation between the signal subspace and the noise
subspace.
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In (3.3), there are M components in V, but only one single vector Y is used to
construct RY . In this case, it is not possible to estimate multiple parameters from RY .
To deal with it, we split Y into several sub vectors and make a new correlation matrix
out of these sub vectors[20]. The sub vector Yk is introduced:

Yk = [Y [k] . . . Y [k + L− 1]]T (3.9)

where M ≤ L ≤ Nd.
The new vector Yk can be expressed as

Yk = V′Φka + W′ (L× 1) (3.10)

where

V′ =


1 . . . 1

φ(τ0) . . . φ(τM−1)
... . . .

...
φ(τ0)L−1 . . . φ(τM−1)L−1


Φ = diag(φ(τ0) φ(τ1) . . . φ(τM−1))

a = [a0 a1 . . . aM−1]T

W′ = [W [0] W [1] . . . W [L− 1]]T

The new correlation matrix is

R̂Y =
1

P

P−1∑
k=0

YkY
H
k = V′A′V′

H
+ σ2

wI (3.11)

where P = Nd − L + 1, A′ =
∑M−1

k=0 (ΦkaaH(Φk)H) is full rank since the values in the
vector a are assumed to be all different.

A technique named forward-backward linear prediction in [30] is used to ensure that
the correlation matrix is conjugate symmetric:

R
(FB)
Y =

1

2
(R̂Y + JR̂∗Y J) (3.12)

where J is the L× L exchange matrix.
Compared to correlation based techniques, MUSIC is more powerful to separate a

finite number of closely-spaced paths. This is because MUSIC utilises the orthogonality
between the signal subspace and the noise subspace, and this property makes MUSIC
less sensitive to the bandwidth and the noise. However, the increase in both the resolu-
tion and the accuracy are at the cost of higher complexity. The complexity that comes
from the matrix EV decomposition makes it less competitive in practical applications.
In addition, aside from the source signal, MUSIC also requires the number of paths as
prior information. As the exact number of paths M is always hard to acquire, then the
inaccurate estimated M becomes another error source of MUSIC.
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3.4.3 TLS-ESPRIT

MUSIC and ESPRIT are both recognized as classic methods within the scope of spectral
estimation. In a way, ESPRIT can be considered as an extension of MUSIC. This
algorithm can be split into two steps: 1. reconstruct the matrix of CFR to form an
invariance relationship and 2. exploit the underlying rotational invariant structure
among the signal subspaces to solve an eigenvalue or singular-value equation. ESPRIT
has two variants: the original one and an updated total least squares (TLS) version.
The latter has lower bias in the frequency estimates and is used in our project.

The first step is to construct a matrix out of sets of Yk as

Z = [Y0,Y1, . . . ,Y(P−1)] (L× P ) (3.13)

where Yk and L are defined in (3.9), and P is defined in (3.11). This reconstruction
allows us to estimate a model with multiple components as long as Nd − P ≥ P .
It is a vital condition to be checked, because ESPRIT requires Z to be a low-rank
factorization.

Z has the model
Z = V′a′ (3.14)

where a′ = [a Φa . . . ΦP−1a], V′ and Φ are defined in (3.10).
It is evident that each column in V′ has a shift-invariant structure. This model

is equipped with a form that can be used by ESPRIT: split the matrix Z into two
sub-matrices Zu and Zd

Z =

[
Zu

∗ ∗ ∗

]
=

[
∗ ∗ ∗
Zd

]
(3.15)

where Zu contains all but the last rows of Z, and Zd contains all but the first columns
of Z. From the factorization of Z, it is easier to see that

Z†uZd = T−1ΦT (3.16)

where T is a P×P invertible matrix that maps one basis into the other. The eigenvalues
of Z†uZd correspond to the values of the elements lying on the diagonal of this matrix
. Once the values of the diagonal elements of matrix are known, it is possible to find
the unknown delays τi. So far, the solution has been achieved from the conventional
ESPRIT.

TLS ESPRIT is essentially a generalized eigenvalue decomposition based on least
squares. It constrains M observing spaces into a single subspace. However, the oper-
ator of least square often entails some mathematical problems. The TLS ESPRIT is
devised to transform the generalized ill-conditioned problems to small dimension and
well conditioned problems. Next, the TLS ESPRIT method will be implemented in the
following steps.

• Create Nd − P − 1× 2M matrix O = [Zu Zd]

• Compute its SVD: O = UoΣoVo
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• Partition 2M × 2M matrix Vo to M ×M block matrices as

Vo =

[
V11 V12

V21 V22

]
(3.17)

• TLS-solution is
Φ = −V12V

−1
22 (3.18)

After the steps above, the unknown delays are obtained from the eigenvalues of Φ
and estimated as τ = −imag(log(Φ))NdTs

2π
.

Figure 3.3: Functional flowchart of TOA estimation using TLS ESPRIT

Like MUSIC, the prime thing of ESPRIT aims to make use of more information
about the signal. In this case, the source signal and the number of paths present in the
measurements should be known as the prior information. If the estimate of the number
of path is inaccurate, ESPRIT may perform even worse. TLS ESPRIT manifests con-
siderably lower computational complexity compared to MUSIC. It produces less biased
estimates over conventional ESPRIT.

3.5 Comparison of TOA Estimation Tecnhiques

Two types of TOA estimation techniques have been presented in the previous sections.
At the beginning of this chapter, four factors related to the algorithms are introduced.
Here, we compare the pros and cons of these TOA estimation algorithms with regard
to the presented criteria in Tab 3.1.

Table 3.1: Comparison of Delay Estimation Algorithms

Resolution Complexity Note
Matched Filter Low Low No prior information

FBCM-MUSIC High High
More specific signal model
Fails to resolve closely spaced
signals at low SNRs

TLS-ESPRIT High High Less biased estimates
Accurate number of path is needed
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Improvements 4
There are different bands defined in EU for the LoRaWAN network. Table 4.1 lists out
LoRa frequency channels from 863 to 870 MHz [31].

Table 4.1: LoRa ISM frequency bands

Channel Number LoRa Central Frenquency
CH_10_868 865.20 MHz
CH_11_868 865.50 MHz
CH_12_868 865.80 MHz
CH_13_868 866.10 MHz
CH_14_868 866.40 MHz
CH_15_868 866.70 MHz
CH_16_868 867 MHz
CH_17_868 868 MHz

With the frequency spectrum growing to be a scarce resource, it is vital to utilise the
spectrum in a more effective way in the wireless communication system. One possible
solution[32] is to use the cognitive radio (CR) system. CR systems are capable of
detecting the environment and selecting the available frequency bands. By this means,
the spectrum resource is exploited to a higher extent and the interference effects are
decreased. Next, we introduce the multiband architecture that will be incorporated in
the LoRa TOA system.

4.1 Multiband Ranging Estimation

These channels enable the multiband TOA estimation with higher precision [33]. Re-
stricted by the duty cycle, it is not possible to transmit signals on different bands at
the same time. It is necessary to assume that all the transmissions on k bands happen
within the coherent time. In other words, the channel remains static during the whole
transmission. As specified by LoRa, the separation between the central frequency of
two noncontiguous bands is either 0.3MHz or integer multiples of 0.3MHz. In this case,
if K bands are used, then (3.2) can be substituted by

Xk = SkHk + Wk (4.1)

where Xk, Sk, Hk and Wk, k ∈ 0, . . . , K − 1, are spectrum with length Nd belonging
to the kth band. It is obvious that

fck = fc0 + 0.3M × k, k ∈ 0, . . . , K − 1 (4.2)
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where fck is the central frequency of the signal from each single band. As shown in Fig
4.1, different time slots are allocated for the transmission on each band, and a coarse
CFR estimation can be easily achieved from each single band. The coarse CFR from
each band is then concatenated to achieve a fine TOA estimate. Here we adopt the
architecture in [33].

Figure 4.1: Spectrum of transmitted signal with sequential bands

As shown in Fig 4.2, we first shift the whole spectrum by the central frequency
fck to obtain the equivalent complex band pass received signal. Next a band pass
filter is applied to remove the noise outside the spectrum [−BW

2
+ 0.3M × k, BW

2
+

0.3M × k]. After applying the DFT and the inverse filter, a coarse CFR estimate for
each band is achieved as Yk. The equivalent total CFR can be expressed as Y =
[Y0,C0, . . . ,CK−2,YK−1], where Ck corresponds to the frequency range over which
no signal is transmitted. Since the unavailable bands Ck do not transmit any signal
or carry any information, we fill them with zeros. Then Y can be rewritten as Y =
[Y0, . . . ,YK−1].

Figure 4.2: Flowchart of the multiband architecture

The multiband architecture, if we put it in another way, it’s a bandwidth of
K(BW ) + (K − 1)(0.3M − BW ) with some missing information. The effective band-
width is equal to K(BW ) and we concatenate these available bands in a direct way.
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The sample rate for the total band is assumed to be equal. The blank frequency band
between two sub bands has a bandwidth of 0.3M −BW = 175kHz and the number of
samples for the bandwidth BW is Nd. The vector Y contains KNd + (K − 1)(175k

125k
Nd)

samples in total.
In chapter 3, we already introduced three algorithms which are only applied in

single-band scenario. Next we discuss how to integrate the multiband structure with
range estimation techniques and the feasibility of the proposed architecture.

4.2 Matched Filter with Concatenated Spectrum

Here, we transform the matched filter into frequency, and the single-band correlation
result fin frequency domain is

Y = S∗X + W (4.3)

where Y = [([0], . . . , Y [Nd−1])T , S = diag(S[0], . . . , S[Nd−1]), X = (X[0], . . . , X[Nd−
1])T and W = (W [0], . . . ,W [Nd − 1])T .

Y is the CFR from a single band. In this multiband architecture, K sets of Y are
estimated corresponding to the K noncontiguous frequency bands. Then the CIR can
be estimated by applying IDFT on Y. According to the definition of CIR, there should
be peaks at the time delays in the recovered channel.

At first, the inverse Fourier transform matrix F is introduced as

FN =
1

N


1 1 . . . 1
1 w1

N . . . wN−1
N

... . . . . . .
...

1 wN−1
N . . . w

(N−1)2

N

 (4.4)

where w = ej2π/(NTs) and N is the number of IDFT.
Taking the number of bands K = 2, and we consider four cases:

Y = [Y [0] Y [1] . . . Y [Nd − 1]]T

Yc = [Y [0] Y [1] . . . Y [2Nd − 1]]T

Ycz = [Y [0] Y [1] . . . Y [2Nd − 1] 0 0 . . .]T

Ync = (Y [0] . . . Y [Nd − 1] 0 . . . 0 Y [Ncz −Nd] . . . Y [Ncz − 1])T

where Yc stands for the CFR of wireless channel with two contiguous sub bands, it
is a vector with length 2Nd corresponding to the two neighboring sub bands. Ycz
extends Yc to a length of Ncz by zero padding, which corresponds to a bandwidth of
2BW + (0.3M −BW ) = (BW + 0.3M)Hz. Ync represents the CFR of wireless channel
for two noncontiguous sub bands, it has the same length as Ycz but all zero elements
are shifted after the first Nd elements. These zeros represent the band that is between
two sub bands.
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The estimation of CIR is given by

ĥ = FNdY

ĥc = F2NdYc
ĥcz = F3.4NdYcz
ĥnc = F3.4NdYnc

where ĥ, ĥc, ĥcz and ĥnc are the estimated impulse response of the multipath channel
corresponding to Y, Yc, Ycz and Ync.

Theoretically, the first arrival delay estimated from ĥc should be more accurate than
that of ĥ, because more information is provided in Yc. ĥc and ĥcz have different lengths
but give exactly the same TOA estimates, since the nonzero samples in Yc and Ycz
are same. As for Ync, we could expect a better TOA estimate, since the correlation
between two noncontiguous bands is smaller than two contiguous bands. With the same
number of samples, a smaller correlation between two bands results in more effective
information about the spectrum. In terms of the TOA estimation accuracy that can be
provided by the four estimated CIR, the rank of them should be ĥ < ĥc = ĥcz ≤ ĥnc.

This proposed scheme can be integrated with the matched filter to improve the lo-
calisation performance in a multipath environment. As we have proved above, IDFT
is able to recover the wireless channel from an incomplete CFR and the missing infor-
mation has no impact on the TOA estimation. However, this distortion in spectrum
disables MUSIC and ESPRIT to perform properly.

4.3 Conclusion

In this chapter, we investigate a way of utilising multi bands to improve the precision
of TOA estimation.The signals are transmitted over different frequency spectrum se-
quentially. The information of both the available narrow bands and unavailable blank
spaces are concatenated to increase the accuracy of ranging techniques. Using these
non-contiguous bands, we can achieve the same or even better accuracy and resolution
as we use the equivalent bandwidth. Note that we incorporate the multiband architec-
ture into the matched filter and ESPRIT instead of MUSIC, because more samples in
CFR increase the computational complexity in MUSIC and render it more inefficient.

Two main challenges that prevent the multiband architecture coming into effect
are the duty cycle and the phase shift. There is a clash between the duty cycle and
the coherent time. Duty Cycle indicates the fraction of time a resource is busy. In
the European frequency plan, it has channels in different sub-bands, and the duty
cycle should also be considered in this case. The LoRaWAN specification dictates the
frequencies of all LoRaWAN-compliant networks for over-the-air activation. In most
regions this duty cycle is set to 1% [34]. However, a successful multiband concatenation
requires all the transmission to finish within the coherent time. A balance should
be drawn between these two factors. Another big issue is the phase shift or carrier
frequency offset. It is impossible to synchronize the gateway with the carrier signal
contained in the LoRa received signal. The phase difference of the received signals
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from two bands may lead to a disaster in the TOA estimation. In our project, we
assume the signals from multi bands are in phase. This issue can actually be solved by
two-way transmission. Two-way transmission somehow eliminates the phase difference
and this will be a promising future to incorporate it into the multiband spectrum
ranging estimation.
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Analysis 5
5.1 CRLB Derivation

The Cramer-Rao bound (CRB) defines the least amount of variance that unbiased esti-
mators can achieve [35] [36]. In this section, the CRLB is derived for range estimation
for LoRa signals based on time of arrival (TOA).

In the single path channel, the received signal model in (2.11) can be simplified to

x(t) = s(t− τ) + w(t) 0 ≤ t ≤ Tsym (5.1)

The samples in (2.14) are taken every Ts ≥ 1/(2BW ) to form the discrete data
model

x(nTs) = s(nTs − τ) + w(nTs) n = 0, 1, . . . , N − 1. (5.2)

x[n] and w[n] are the sample sequences. w[n] is defined as Gaussian white noise, and
it has the variance σ2 = N0(BW ).

The signal s is independent from τ . The probability density function (PDF) of x[n]
is

p(x; τ) =
1

(2πσ2)
N
2

exp

(
− 1

2σ2

N−1∑
n=0

(x[n]− s[n])2

)
. (5.3)

where x is a vector collecting the received data samples: x = [x[0], x[1], . . . , x[Nd − 1]].
Two differential operations result in

∂2lnp(x; τ)

∂τ 2
=

1

σ2

N−1∑
n=0

{(x[n]− s[n])
∂2s[n]

∂τ 2
− (

∂s[n]

∂τ
)2} (5.4)

In this model, the range information depends on the time delay of the received
signal. The expected value yields the CRB relative to the delay

var(τ̂) ≥ E[− ∂2

∂τ 2
ln(p(x; τ))]−1

=
σ2∑N−1

n=0 (∂s[n]
∂τ

)2

=
σ2∑N−1

n=0 (ds(t)
dt
|t=nTs)2

(5.5)
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where E is the expectation operation. Ts is assumed to be small enough so that the
sum can be approximated by an integral:

var(τ̂) ≥ σ2

1
Ts

∫ Tsym
0

(ds(t)
dt

)2dt
. (5.6)

Taking the sampling period Ts = 1
k(2BW )

where k is the oversampling ratio and σ2 =

(N0/2)(2BW ), then we have

var(τ̂) ≥ 1

k

N0

2∫ Tsym
0

(ds(t)
dt

)2dt
. (5.7)

Finally, the CRB can be expressed as [37]

var(τ̂) =
1

k

1
ε

N0/2
F̄ 2

(5.8)

where ε =
∫ Tsym

0
|s(t)|2dt is the transmitted signal energy. F̄ 2is the mean square band-

width of the signal defined as

F̄ 2 =

∫∞
−∞(2πF )2|S(F )|2dF∫∞

−∞ |S(F )|2dF
(5.9)

where S(F ) the Fourier transform of s(t).
It is known that ε =

∫ Tsym |s(t)|2dt = Tsym
∫∞
−∞ |S(F )|2dF . For the chirp signal, the

transmitted signal energy ε can be further written as ε = TsymBWS(F )2.
The spectrum S(F ) shown in Fig 2.1 is not flat. These ripples increase the complex-

ity of calculation in F̄ 2 in (5.8). However, it is reasonable to assume S(F ) uniformly
distributed over the bandwidth since the integral of S(F ) is roughly equivalent to the
integral of some constant as shown in Fig 5.1. Then F̄ 2 can be simplified to

F̄ 2 =
4π2(BW )2

3
. (5.10)

Figure 5.1: Spectrum of transmitted signal with sequential bands
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The ratio of signal power to noise is

SNR =
Ps
Pn

=
ε/Tsym

N0

2
× (2BW )

(5.11)

where Ps and Pn are the signal power and noise power respectively.
Then the CRB in (5.8) can be rewritten as

var(τ̂) =
3

8π2kTsym(BW )3SNR
(5.12)

and the CRB for range R can be written as var(R̂) = c2var(τ̂), where c is the speed of
light. Note that k = 1 when Nyquist sample rate is taken.

Due to the spread spectrum modulation scheme, LoRa devices are able to receive
signal powers below the receiver noise floor. The following table shows the mimumum
required SNR, and the SNR should be larger than these values to ensure successful
reception.

Table 5.1: Required SNR for various modulation configurations

Modulation SNR
LoRa SF=12 -20 dB
LoRa SF=11 -17.5 dB
LoRa SF=10 -15 dB
LoRa SF=9 -12.5 dB
LoRa SF=8 -10 dB
LoRa SF=7 -7.5 dB
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Simulation Results 6
In this section, we conduct the simulations to investigate the performance of the above
mentioned three TOA estimation algorithms in single and multipath conditions. The
simulation results are obtained through 1000 independent Monte Carlo trials. In the
TOA estimation, only the root means square error (RMSE) for the first arrival path is
considered. At the receiver, the received LoRa signal is firstly normalized to the unit
power, and then AWGN noise with the specified variance is added for Monte-Carlo
simulations. MUSIC and ESPRIT mentioned in this chapter refer to FBCM-MUSIC
and TLS-ESPRIT.

SNR in dB is defined as 10log10(Pr/Pn), where Pr and Pn are the power of one
symbol c(t) and the noise w(t), they are defined in the simulation as 1

N

∑n=N−1
n=0 r2[n]

and 1
N

∑n=N−1
n=0 w2[n], respectively. The used signal is a chirp symbol sequence with the

following parameters:

• Bandwidth = 125kHz,

• Symbol duration = 1ms,

• Number of integration symbols = 8,

• Sampling rate = 1MHz/s,

• Spreading factor = 7.

The wireless channel is modeled as discrete multipath channel. The power delay
profile in urban and rural areas is shown in Fig 6.1 and table 6.1 shows related pa-
rameters. The probability density of the complex amplitude of delays follows Rayleigh
distribution.

Parameters Outdoor Outdoor
Environment Rural NLOS Urban LOS
Excess Delay Spread 5 µ s 0.5 µ s
Mean Delay Spread 1.09 µ s 0.13 µ s
RMS Delay Spread 1.43 µ s 0.14 µ s

Table 6.1: Characteristics of wireless channel model

The simulation experiment aims to estimate the performance of three algorithms
and the efficiency of the multiband architecture. The algorithms will be tested in both
single and multipath channel in terms of different SNR values and the number of chirp
signals used. The efficiency of the multiband architecture will be investigated.
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(a) (b)

Figure 6.1: Outdoor power delay profile in a. Rural area (LOS) b. Urban area
(NLOS)

6.1 Single Path AWGN Channel

The simulation is conducted in the single path channel to compare the performance
of different algorithms with CRLB for LoRa signals. It also compares the impact of
8-symbol structure with the conventional structure which has only one symbol. This
experiment is designed to look into the advantage of the LoRa packet structure. Fig
6.2 shows the RMSE of the ranging error of three algorithms as a function of SNR. In
an ideal scenario without multipath effect, the RMSE at SNR=-5 decreases from 70m
to 25m by using eight symbols instead of one, and the corresponding CRLB is reduced
from 30 to 10m. There is an imperceptible difference among the performance of the
matched filter, MUISC and ESPRIT in single path channel. The RMSE of the matched
filter goes higher than that of the MUSIC and ESPRIT when SNR is larger than 15.
One possible reason is that the ranging resolution of the matched filter depends on the
sampling rate, so its ranging error could only be certain values.

In some cases, multiple experiment data is required to perform certain algorithms,
in other words, the experiment has to be repeated multiple times in exactly the same
environment. However, eight identical upchirps in the LoRa preamble dispense with this
problem. These eight upchirps can be regarded as eight observations. It is equivalent
to one upchirp signal being transmitted eight times within the coherent time. The idea
is to average these eight coarse CFR estimates with the same weight, in this way, the
AWGN noise is reduced.

The cumulative distribution function (CDF) is used to compare the performance of
these algorithms, when SNRs are 1, 7, 13 and 19. Comparing with correlation-based
techniques, subspace-based techniques improve the ranging resolution and accuracy at
the cost the complexity. However, as shown in Fig 6.3, this advantage only appear at
high SNRs, which means these algorithms have to work above certain noise level (e.g.
SNR=5) to have a good performance. As we have mentioned above, the ranging error
of the matched filter could only be certain values, and it explains the reason why the
CDF plot of the matched filter is not as smooth as MUSIC and ESPRIT.
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(a)

(b)

Figure 6.2: RMSE of absolute ranging errors of different methods in a 1-path
channel for (a) one symbol and (b) eight symbols

6.2 LOS and NLOS Multipath Channel

We first implemented the selected algorithms in absence of noise, so that we only
observe the impacts of different environment scenarios. Fig 6.4 displays the CDF of
TOA estimation errors of these algorithms in both LOS and NLOS 6-path channels
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Figure 6.3: CDF of absolute ranging errors in a 1-path channel when SNR = 1, 7, 13 and 19

without noise. In general, the subspace-based techniques outperform the correlation-
based techniques in both scenarios as we expected. At the same time, ESPRIT has
better performance than MUSIC in terms of the CDF of ranging errors. As we can
see in Fig 6.4 (a), 90% ranging errors is less than 26m for ESPRIT and less than 50m
for MUSIC in LOS channel. This error of the matched filter is around 5m larger than
MUSIC. Fig 6.4 (b) shows the location error in NLOS channel, the 90th percentile errors
for the these algorithms in this case increase to 105m, 170m and 740m respectively. The
performance of the matched filter deteriorated drastically in NLOS channel than in the
LOS channel, because the 90th percentile error increases by around 685m. At the same
time, this result also shows the robustness of the subspace-based techniques in different
scenarios.

It is evident that the performance of all three algorithms degenerate rapidly in NLOS
channel than in LOS channel. According to the simulation results in NLOS scenarios,
the performance of subspace-based techniques is better than that of correlation-based
TOA estimation methods to different extents. MUSIC and ESPRIT significantly im-
prove the accuracy of localisation when paths are more separated. These simulations
indicate that ESPRIT is more accurate compared to MUSIC.
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(a)

(b)

Figure 6.4: CDF of absolute ranging errors of different methods in (a) LOS and
(b) NLOS 6-path channel in absence of noise

6.2.1 LOS Channel

In LOS channel, the strength of the signal from the direct path is higher than that of
the other paths. The matched filter estimates the delays by finding the local maxima
of the correlation result. So the strength of the path has an influence on the accuracy
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for correlation-based techniques. The estimation of subspaced-based technologies like
MUSIC and ESPRIT is mainly implemented in the frequency domain. They do not
rely on the strength of the path like the matched filter, but will be still affected if the
strength difference of from two delays is huge.

Fig 6.5 shows the performance of all algorithms in a 3-path LOS channel. The
RMSEs of these three algorithms are still close to each other. At SNR=-5, the RMSE
result is around 30m, which is 5m higher than in the single path scenario.

Figure 6.5: RMSE of absolute ranging errors of TOA estimation algorithms in a LOS 3-path
channel

The localisation error distribution for 3-path and 6-path channel are shown In Fig
6.6 (a) and (b), respectively. At SNR=20, 90% of this error is less than 50m in 3-path
channel and less than around 65m in 6-path channel. In both cases, the 90th percentile
error rises by about 15m when SNR reduces from 20 to 0.

It is known that the subspace-based techniques have the ability to resolve closely-
spaced paths. Unfortunately, this advantage disappears in all cases shown in the Fig
6.6 since the CDF plots of the three algorithms almost coincide. It is unreasonable to
require MUSIC or ESPRIT to resolve two paths with a separation of 30m (0.1µs) with
125kHz bandwidth which already beyond the ability of these subspace-based techniques.
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(a)

(b)

Figure 6.6: CDF of absolute ranging errors of different methods in (a) 3-path
and (b) 6-path LOS channel
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6.2.2 NLOS Channel

Unlike the LOS channel, the distribution of time delays in NLOS channel is non-
uniform. The difference between two successive delays varies from ∆τ = 0.2µs to
∆τ = 2.7µs. The probability density of the complex amplitude of delays in NLOS
channel follows Rayleigh distribution.

In NLOS channel, the second or the third arrival path usually have the strongest
energy. As we have discussed above, the TOA estimation of these algorithms depends
on the strength of the paths. It is highly likely that the strongest path is taken as the
first delay, which would lead to a big estimation error.

Fig 6.7 shows the performance of the selected algorithms in a 3-path NLOS channel
and their RMSEs are close to each other. At SNR=-5, the RMSE is around 43m for
all algorithms and this error is about 1m when SNR is 25.

Figure 6.7: RMSE of absolute ranging errors of TOA estimation algorithms in a NLOS 3-path
channel

Fig 6.8 studies how the three algorithms behave in both 3-path and 6-path NLOS
channel. In Fig 6.8 (a), at SNR=20, 90% localisation error is approximately 150m for
these algorithms, and at SNR=0, this error rises to 160m. These three paths are not
as closely-spaced as in the LOS scenario, so the 90th percentile error of ESPRIT is
15m lower than that of the matched filter. In Fig 6.8 (b), it is easy to notice that
ESPRIT has the best performance at all SNRs. The 90th percentile error is about
285m for ESPRIT, 455m for MUSIC and 710m for the matched filter when SNR is 20.
In this case, the accuracy of estimation can be improved by at most 425m by using
ESPRIT. While 90th percentile error of the matched filter is around 150m higher than
the MUSIC and ESPRIT at SNR=0.
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(a)

(b)

Figure 6.8: CDF of absolute ranging errors of different methods in (a) 3-path
and (b) 6-path NLOS channel
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The bandwidth is a major constraint in devising localization approaches based on
the channel response. Even for the high-resolution approaches, the bandwidth should
be above certain threshold to make them effective. However, the insufficient bandwidth
of 125kHz primarily bounds the time resolution and hence those multipath components
become indistinguishable. In LOS channels, the separation between two paths is 30m,
which is not resolvable for almost all the advanced algorithms. While in NLOS channels,
the separation between two paths varies from 60m to 800m, and ESPRIT and MUSIC
outperform the matched filter to different extent for different noise levels. Based on
the simulation results, it is reasonable to draw the conclusion that subspace-based
technologies work better in rural areas than in urban areas. Note that the simulations
are done when SF is 7, and the conclusion may be different for higher SF values.

6.3 Noncontiguous Multiband Scenario

In this section, we implemented a multiband scenario with two bands. The performance
of the multiband architecture will be compared with the performance using a single
band. The parameters are shown below:

• Bandwidth = 125kHz,

• Number of integration symbols = 8,

• Sampling rate = 1MHz/s,

• Number of bands = 2,

• Separation between two bands = 0.3MHz.

In this experiment, the matched filter is implemented in collaboration with the
two bands architecture. Fig 6.9 compares the normalized CIR result of the proposed
method and from one realisation in the NLOS channel. There is an distinct increase in
the resolution of the matched filter in the multiband scenario than in the single-band
scenario. Although there is a disconnect between the CFR of two bands, however, we
still obtain more useful information of the channel. Fig 6.9 successfully demonstrates
the efficacy and efficiency of the proposed multiband architecture. Restricted by the
narrow bandwidth, the resolution of the matched filter is too low to detect the multi
paths. The matched filter in collaboration with the multiband architecture, not only is
a higher resolution achieved, but also an increased accuracy.

In Fig 6.10, the CDF of the proposed method is displayed in comparison with the
conventional method in LOS channels. In the graph, two bands are two 125kHz bands
with the separation of 300kHz; the single band is 125kHz; and the equivalent band is
a single band of 250kHz. It is obvious that the proposed method does not have better
performance. It is because the paths are close to each other, the matched filter cannot
resolve them even if the bandwidth is doubled or tripled. The time resolution of the
matched filter is determined by the bandwidth, which is c/125K=2.4Km.

In Fig 6.11, the CDF of the proposed method is illustrated in comparison with the
conventional method in NLOS channels. At both SNR values, the 90th percentile error
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Figure 6.9: Estimated CIR in a two-band scenario

Figure 6.10: CDF of absolute ranging errors of single and multi bands in 6-path LOS channel

is decreased by around 40% by using two bands instead of a single band. Although there
is some information missing between two bands, it does not affect the performance of
the matched filter. As for the equivalent band, the proposed method still shows better
performance and the 90th percentile error is reduced by around 15%. Since two neigh-
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boring frequency components have a strong potential for amplitude correlation, and
noncontiguous bands will provide more useful and effective information of the chan-
nel than the equivalent bandwidth. According to this simulation result, the proposed
method improve the accuracy of TOA estimation by about 40% in NLOS channels.

Figure 6.11: CDF of absolute ranging errors of single and multi bands in 6-path NLOS channel

In Fig 6.12, the CDF of the proposed method is illustrated in terms of different
separations between the two bands. The differences between two central frequencies fc
are 2.5MHz, 3.0MHz and 3.5MHz, respectively. The performance of these three cases
is similar but accuracy is slightly higher when ∆fc is larger.
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Figure 6.12: CDF of absolute ranging errors of two bands with different differences between
central frequencies

6.4 Conclusion

In this chapter, the performance of the matched filter, MUSIC and ESPRIT is pre-
sented in three scenarios, and the proposed multiband architecture is studied. First,
MUSIC and ESPRIT have similar performance as the matched filter in LOS chan-
nel. Because the insufficient bandwidth makes the subspace-based technologies fail to
resolve the highly closely-spaced paths. Second, ESPRIT outperforms the matched
filter in NLOS channel since it decreases the 90th percentile error by 150m at SNR=0.
The reason is that the paths are more far away from each other in this scenario, and
the high-resolution approaches are able to show their advantages. Third, the multi-
band architecture improves the resolution of the matched filter and decreases the 90th
percentile error by around 40%.
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Concluding Remarks 7
7.1 Conclusions

This thesis aims to improve the ranging accuracy in the outdoor environments using
narrow bandwidth LoRa signals. First, CRLB performance in a single path channel is
investigated under different sampling rates. Then, three algorithms are implemented for
TOA estimation in outdoor environments: the matched filter, FBCM-MUSIC and TLS-
ESPRIT. First, the simulations are designed for the no-noise multipath path channel
model, and the results show that subspace-based techniques significantly improve the
accuracy of TOA estimation as compared with the correlation-based techniques. In
the noisy LOS channels, the multi paths are unsolvable for all the three algorithms.
Because these paths are too closely-spaced in this scenario, and it is beyond the ability
of MUSIC and ESPRIT to distinguish the two paths with a separation of 30m using a
bandwidth of 125kHz. The results show that these super-resolution techniques cannot
provide better performance than the conventional techniques in rural areas. In the
noisy NLOS channels, since the paths are more separated from each other, MUSIC and
ESPRIT have better performance than in the LOS channel. Although the paths are
resolvable in this scenario, the noise becomes the major constraint on the performance
of the super-resolution techniques. Compared to the matched filter, the improvement
of MUSIC and ESPRIT in the performance of TOA estimation is less significant at low
SNR values. Simulations depict that the multiband architecture is able to decrease the
ranging errors by 50% if used properly. Also, it should be noted that the simulations
are only for the LoRa signals of SF=7 and BW=125kHz, and these conclusions may
not applicable to other SF values and bandwidth.

7.2 Future Works

In this section, some recommendations are presented to extend this research:

• Testing algorithms on experimental measurements

The systems are modelled and tested using MATLAB software. The conclusions
are drawn from the simulation results instead of the real experimental data. Since
super-resolution techniques show an advantage in NLOS channels, it is vital to
check further if this advantage still remain by using real outdoor measurements.

• Exploiting the frequency correlation properties to expand the bandwidth

Coherence bandwidth is the range of frequencies over which two frequency com-
ponents have a strong potential for amplitude. Then it is possible to estimate the
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CFR of the whole coherence bandwidth with the received band and a prior “sta-
tistical” knowledge of the channel [38]. It can also be used to estimate the missing
information between two sub-bands in the multiband architecture. In the LOS
channel model, the rms delay spread is 0.14µs, the coherence bandwidth above
90% correlation is around 140kHz and above 50% correlation is about 1400kHz.
While it will never achieve the same accuracy as using the bandwidth equal to
this coherence bandwidth.

• Exploiting the coherent multi-channel ranging for narrowband
Multi sub-bands can be applied in different ways where the information of central
frequencies of bands are used instead of directly concatenating the CFR of bands.
It solves the problem of the phase shift or carrier frequency offset between two
bands. However, a two-way transmission is required and it is not applicable to
mobile end-devices.
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Appendix A
The results in Fig 6.6 show that MUSIC and ESPRIT cannot provide better perfor-
mance than the matched filter with a 125kHz bandwidth in the given LOS channel.
Now we investigate the minimum bandwidth for MUSIC and ESPRIT to have good
performance.

In this appendix, Fig A.1, A.2, A.3 and A.4 show the localisation error distribution
of the three algorithms in 6-path LOS channel with higher bandwidth: 0.5MHz, 1MHz,
2MHz and 3MHz, respectively. These figures show that when the bandwidth is higher
than 2MHz, MUSIC and ESPRIT are able to provide higher accuracy than the matched
filter.

Figure A.1: CDF of absolute ranging errors of different methods in 6-path LOS channels with
the bandwidth of 0.5MHz
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Figure A.2: CDF of absolute ranging errors of different methods in 6-path LOS channels with
the bandwidth of 1MHz

Figure A.3: CDF of absolute ranging errors of different methods in 6-path LOS channels with
the bandwidth of 2MHz
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Figure A.4: CDF of absolute ranging errors of different methods in 6-path LOS channels with
the bandwidth of 3MHz
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