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Abstract

Acidizing is a widely used technique for intensification of geothermal wells. At certain con-
ditions, acid injection results in a formation of highly conductive channels, e.g. wormholes.
The associated rock matrix dissolution is highly nonlinear and may influence the fluid flow as
well as rock properties. Wormhole patterns and breakthrough time are mainly controlled by
acid strength and injection rate. Due to high complexity and, therefore, high computational
cost, existing conventional simulators usually do not include complex chemical reactions or
use weak (sequential) coupling of flow with reactive transport. Although the sequential ap-
proach is good for various applications, it is limited by the CFL condition and might suffer
from poor convergence. In this project, we investigate the wormhole phenomenon to pro-
vide a stable fully implicit method (FIM) to numerically solve the reactive flow and transport
problem coupled with equilibrium and kinetic reactions associated with the acid injection.
The developed framework is aimed to predict a pattern of dissolution as well as wormhole
breakthrough time. For an accurate description of species interactions, we directly connect
PHREEQC equilibrium computation with FIM framework for kinetic dissolution using the
Element Balance approach. This coupling was achieved with an application of a recently
introduced Operator-Based Linearization scheme utilized within a Delft Advanced Research
Terra Simulator (DARTS).
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1
Introduction and Literature

Reservoir simulation has become an integral part of the industrial applications in subsur-
face. This tool allows for a wise use of the available assets to achieve the best production
efficiency. The development of such modeling capacity is associated with the various fields
of study, including applied sciences, numerical and linear algebra, computer science and
others. Such diversity is required because of the nonlinear nature of the fluid flow in porous
media. Analytical computational methods are not capable of solving such systems of ordi-
nary or partial differential equations (ODE and PDE, respectively) that most of the related
physical phenomena are expressed in. Therefore, even a simple cases of fluid flow in porous
media are resolved numerically. Besides petroleum industry, reservoir simulation software
is used for geothermal and carbon capture and storage (CCS) applications.

Additional complexity is introduced by the subsurface fluid phase behavior, which can
co-exist in vapor and liquid phases with the presence of solid phase. Exact partitioning of
phase compositions depends on pressure, temperature and mass of each component in the
fluid. It is also possible that phase behavior is dependent on chemical reactions. Besides,
various components present in the subsurface initially, several recovery techniques involve
injection of multi-component mixtures that may interact with either rock or fluid, or both.

These techniques are usually applied in the course of enhanced oil recovery (EOR) ac-
tivities during secondary production stage or in COኼ sequestration projects. A variety EOR
methods exists nowadays, like injection of foam, surfactants, polymers, acids, COኼ and many
others. Increasing number of components and their interactions result in a system of mul-
tiple nonlinear PDE’s. In order to provide accurate results, one may increase spacial or
temporal resolution. In fact, better accuracy often counterbalanced by increase of compu-
tational costs, especially for complex systems. To solve transport problem in porous media
with chemical reactions involved, advanced numerical modeling approach is required.

In this work, we focus on modeling of acidizing technique relevant to various subsurface
application which involves many chemical reactions as well as multiphase flow. The main
goal is to develop a fully implicit reactive transport solver for COኼ and water co-injection
into carbonate reservoir, as of calcite, withing the Delft Advanced Research Terra Simulator
(DARTS). The existing lab experiments, investigating of calcite rock acidic treatment, are used
to validate the designed approach.
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1.1. Literature review
Acidic treatment is a widely used technique to increase rock permeability [9]. This technology
was also successfully applied in Berlin [3] and in Las Tres Virgenes [32] Geothermal Fields.
Acid injection into carbonate rock at a certain conditions leads to the formation of highly
conductive channels, so-called wormholes [29]. The width of these channels may vary from
pore size to a several millimeters and in length they can grow up to tens of meters. This effect
can be achieved by co-injection of COኼ and water due to the ability of carbon dioxide to form
a weak diprotic acid that dissolves carbonates.

Natural rock dissolution is a highly non-linear process and depends on flow regime and
mineral kinetic rates. Nevertheless, dissolution patterns can be described by two charac-
teristic numbers: Damköhler number, the relation of surface reaction rate to mean fluid
velocity, and Péclet number, the relation between advective and diffusive transport rates
[7, 20, 25, 31, 56, 61]. Five dissolution regimes are distinguished according to [20, 26, 56]:
compact dissolution, conical dissolution, one dominant wormhole, ramified wormholes and
uniform dissolution. Each one is described in [26] and [20].

• Compact dissolution: in the case of low flow rate the acid is fully consumed at the inlet
of the core, resulting in diffusion domination over transport. Therefore instabilities,
hence wormholes, cannot develop.

• Conical dissolution: conical shaped wormholes start to develop at slightly higher injec-
tion rate although diffusion is still dominant. It happens because some quantity of the
acid penetrates a little deeper in the formation.

• One dominant wormhole: at the intermediate flow rates the fluid with dissolved acid
starts to penetrate region with higher permeability leading to the formation of one dom-
inant wormhole. Spatial variation of reactant becomes significant.

• Ramified wormholes: when the flow rate is high wormholes start to branch and form
ramified structure. The dissolution front spreads over porous domain.

• Uniform dissolution: at the very high flow rates acid solution reaches all possible regions
of the domain. The dissolution front spreads over the whole sample. Despite small
amount of time for the reaction between acid and rock matrix this regime results in
uniform displacement.

Any regime can be achieved by the control over Péclet and Damköhler numbers. Péclet
number is controlled by injection flow rate. Damköhler number depends on a particular min-
eral and acid properties. Hence, control can be done with an acid type and its concentration.

The porous media dissolution has been studied at a different scales. Pore scale investiga-
tions [38, 43, 58] provide a better understanding of chemical interactions in porous environ-
ment. Still, such description becomes sufficiently complicated due to the size of the model,
which rapidly increases with the number of pores involved. There are continuous attempts
on pore scale modeling improvements [5, 30, 42] not only for reactive transport problem, but
also beyond. More elaborate overview on the pore scale modeling advances and challenges
are given in [33]. Darcy scale (REV or continuum) studies [20, 41, 44, 55] are instead fo-
cused on development of the solution with practical application potential. They aim not only
for accurate physics representation, but also tend to lower a run time.

There is also another branch of researches that are focused on implementation of Darcy-
Brinkman-Stokes (DBS) equation instead of Darcy law in order to capture physics of the
process with higher degree of accuracy. According to a recent study [62] DBS model allows
for more detailed description of the flow in cases when porosity of representative elementary
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volume (REV) or control volume becomes close to 100%. However, approach is adaptive,
since global DBS application introduces significant computational overhead, which is not an
option for real-life usage. Indeed, according to comparative study of Darcy and DBS models
performed before in [51] results may vary depending on the applied model. Although consid-
erable difference in the shape was observed, though Darcy model constantly demonstrated
lower injected pore volumes before the wormhole breakthrough than DBS model, indicating
a possibility of correction by upscaling or similar techniques.

There are continuous attempts to use the extended DBS formulation to apply it for the
multiphase flow, like [57]. Existent researches in this area are not limited to the given ex-
amples and there are a lot more. In this work we attempt to develop a Darcy scale predictive
wormhole model based on Darcy law for flow description. DBS implementation is left for later
investigations.

1.1.1. Chemical reactions

Carbonates dissolution was extensively studied compared to the other mineral classes. Al-
though first studies of calcite dissolution rate were limited to the influence of pH and degree
of undersaturation of aqueous solution, later works [48] put their emphasis on investigation
of other influencing factors: activity of Hዄ, temperature and COኼ partial pressure. As sug-
gested by Plummer et al. calcite dissolution can be described by three parallel reactions,
obeying different dependencies [12]:

𝐶𝑎𝐶𝑂ኽ + 𝐻ዄ → 𝐶𝑎ኼዄ + 𝐻𝐶𝑂ዅኽ , (1.1)

𝐶𝑎𝐶𝑂ኽ + 𝐻ኼ𝐶𝑂∗ኽ → 𝐶𝑎ኼዄ + 2𝐻𝐶𝑂ዅኽ , (1.2)

𝐶𝑎𝐶𝑂ኽ → 𝐶𝑎ኼዄ + 𝐶𝑂ኼዅኽ , (1.3)

where HኼCO∗ኽ represents the sum of molecular COኼ and HኼCOኽ dissolved in aqueous phase.

Beside different calcite dissolution mechanism, there are other important interactions
that should be considered. First of all, COኼ dissolution:

𝐶𝑂ኼ(፠) ⇌ 𝐶𝑂ኼ(ፚ፪). (1.4)

Whereas calcite is almost insoluble in pH – neutral water, presence of dissolved carbon diox-
ide sufficiently increases its solubility. In the aqueous phase COኼ and water form carbonic
acid, which is weak diprotic acid:

𝐶𝑂ኼ(ፚ፪) + 𝐻ኼ𝑂 ⇌ 𝐻ኼ𝐶𝑂ኽ. (1.5)

It further dissociates in two stages:

𝐻ኼ𝐶𝑂ኽ ⇌ 𝐻ዄ + 𝐻𝐶𝑂ዅኽ , (1.6)

𝐻𝐶𝑂ዅኽ ⇌ 𝐻ዄ + 𝐶𝑂ኼዅኽ . (1.7)

Usually the concentration of HCOዅኽ dominates over HኼCOኽ, so more common written form of
eq.(1.5) is:

𝐶𝑂ኼ(ፚ፪) + 𝐻ኼ𝑂 ⇌ 𝐻ዄ + 𝐻𝐶𝑂ዅኽ . (1.8)

In a small quantities water dissociates too:

𝐻ኼ𝑂 ⇌ 𝐻ዄ + 𝑂𝐻ዅ. (1.9)

For this system to achieve chemical equilibrium it should satisfy the charge balance condition
[48]:

2𝐶𝑎ኼዄ − 𝐻𝐶𝑂ዅኽ − 2𝐶𝑂ኼዅኽ + 𝐻ዄ − 𝑂𝐻ዅ = 0. (1.10)
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For all the dissolved components, there are many other chemical interactions that they un-
dergo:

2𝐻ኼ𝑂 ⇌ 𝑂ኼ + 4𝐻ዄ + 4𝑒ዅ, (1.11)
2𝐻ዄ + 2𝑒ዅ ⇌ 𝐻ኼ, (1.12)

𝐶𝑂ዅኼኽ + 2𝐻ዄ ⇌ 𝐶𝑂ኼ + 𝐻ኼ𝑂, (1.13)
𝐶𝑂ዅኼኽ + 10𝐻ዄ + 8𝑒ዅ ⇌ 𝐶𝐻ኾ + 3𝐻ኼ𝑂, (1.14)

𝐶𝑎ኼዄ + 𝐻ኼ𝑂 ⇌ 𝐶𝑎𝑂𝐻ዄ + 𝐻ዄ, (1.15)
𝐶𝑎ኼዄ + 𝐶𝑂ዅኼኽ + 𝐻ዄ ⇌ 𝐶𝑎𝐻𝐶𝑂ዄኽ . (1.16)

Most of these reactions do not happen intensively relatively to predominant reactions stated
earlier and even not all of them are always very likely to occur. Nevertheless, in modeling of
chemical reactions, all interactions are taken into account. This will be described in more
detail in chapter 3.

1.1.2. Numerical schemes

There are two different numerical schemes to solve coupled flow and transport with chem-
ical reactions: sequential approach (SA) also known as operator splitting (OS) and direct
substitution approach (DSA) or global implicit approach (GIA) [21, 23, 72].

OS might be of two types: iterative (SIA) and non-iterative (SNIA). Generally, in OS, trans-
port and reaction equations are treated separately for each time step. First, the new pressure
gradient is computed with the flow determining parameters assumed to be constant. Next,
the concentrations are updated in every block of discretized space with the obtained phase
velocities and compositions. SIA iterates between spitted equations until convergence [19].
SNIA does not [50]. As an example, shortened THOUGHREACT flow chart is given in figure
1.1. According to [71], OS methods are proven to be more efficient. However, later studies
report a splitting error due to decoupling transport and chemistry [4, 8], SIA minimizes this
effect. In addition, such approach is known to have convergence problems, especially for a
large time steps or complex systems [50].

GIA appeared to be more stable and, therefore, preferable for complex systems [21]. But
this approach is much harder to implement and it is also more demanding in terms of mem-
ory and computational power [72]. GIA makes no approximation in the formulation of the
Jacobian matrix and includes all derivatives and the transport and reaction terms are solved
simultaneously. This can become a serious limitation in the case of large systems due to
species coupling via reactions. The performance of this method is controlled by the efficiency
of the Newton-Raphson loop on solving the system of nonlinear equations [49]. However, GIA
is reported to be more stable than both SIA and SNIA [21, 59]. Although, this approach is
difficult to implement and it requires more resources for computations, GIA can perform a
large time steps without stability problems.

1.1.3. Nonlinear formulations

Nonlinearity of the governing equations in the area of reservoir simulations is usually resolved
by Newton-Raphson method:

J(𝜸k)(𝜸k+1 − 𝜸k) = −r(𝜸k), (1.17)
where J stands for the Jacobian matrix with respect to the primary unknowns, 𝜸 is the set
of primary unknowns, k is the nonlinear iteration and r is the residual. Once residual is
dropped below the predefined tolerance, the values of the primary unknowns are updated.

Depending on a set of primary equations different nonlinear formulations can be applied
for a reactive-composition flow and transport problem. There are mainly two approaches
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used in the reservoir engineering community: natural formulation [14] andmolar formulation
[1, 11].

For the natural formulation primary unknowns are chosen to be pressure, saturations
and phase compositions. Phase behavior is not required to be evaluated for each Newton
iteration, but only when it converges. Drawback here is that number of phases present in
a control volume. Molar formulation defines the primary unknowns as pressure and com-
ponent molar fractions. Here each Newton iteration solves flash for secondary unknowns
(phase saturations and compositions). Therefore each iteration becomes computationally
expensive. More evolved overview of these techniques can be found in [67].

For this study we use molar formulation. Such decision is reasoned by advanced algebraic
technique that helps to resolve the computational overhead of the chosen formulation. It is
described in detail in chapter 1.3.

1.1.4. Reactive transport simulations

In the last years, the reactive transport simulation software has been developed remarkably
[59]. Various solutions are present nowadays. All of them can be divided into two major
groups according to the development community: groundwater and reservoir engineering.
Brief description of some simulators is given in this section.

Some examples of reactive flow and transport simulators from the groundwater commu-
nity contributors are THOUGHREACT [70], PFLOTRAN [40] and Crunch-flow [60]. THOUGHRE-
ACT is a thermal multi-component reactive transport simulator, developed at Berkeley Na-
tional Laboratory. It utilizes sequential iterative approach and also capable of multiphase
flow. PFLOTRAN utilizes global implicit approach and treats multi-component multiphase
flow. Crunch-flow is quite similar to THOUGHREACT but it does not treat multiple phases.

In the reservoir engineering community, reactive flow and transport software includes
the following simulators: GPRS [22], UTCHEM [63] and GEM [15]. GPRS and GEM are
fully implicit simulators with kinetic and equilibrium reactions included. Both based on
generalized equation of state (EOS). UTCHEM is a sequential iterative simulator with pressure
treated implicitly. All of these simulators are three-dimensional.

1.2. Element based formulation
To reduce the level of model complexity, an element based formulation of the governing equa-
tion can be utilized as it is described in the previous works [34, 39]. The conservation of
species:

𝜕𝑛
𝜕𝑡 + 𝑙 + 𝑞 =

ፊ

∑
፤ኻ

𝑣፤𝑟፤ +
ፐ

∑
፪ኻ

𝑣፪𝑟፪ , (1.18)

where n – overall mass of component, l – total flux of a component c, v፤ – stoichiometric
coefficient of a component c in kinetic reaction k, v፪ – stoichiometric coefficient of a compo-
nent c in equilibrium reaction q, r፤ – rate of a kinetic reaction k and r፪ – rate of an equilibrium
reaction q. Written in a vector form, eq.(1.18) becomes:

𝜕n
𝜕𝑡 + l+ q = Vr, (1.19)

where n = (𝑛ኻ, . . ., 𝑛ፂ)ፓ, l = (𝑙ኻ, . . ., 𝑙ፂ)ፓ, V is the stoichiometric matrix in a reaction and
r = (𝑟ኻ, . . ., 𝑟፪ዄ፤)ፓ. Further reduction to elements requires introduction of stoichiometry and
equilibrium rate annihilation matrices as suggested in [22, 23]. Canonically, stoichiometry
matrix (S) is defined in terms of species and elements.
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Figure 1.1: Simplified THOUGHREACT flow chart from [22]

Species are non-unique components of reactions that can be uniquely composed with
elements. From now on species are called components in this work. The general form of S
matrix is given as:

Sፂ×ፑ = [
Qፐ×ፊ -Iኻ, ፐ×ፐ
-Iኼ, ፊ×ፊ Sኽ, ፊ×ፐ

Sኻ, (ፂዅፑ)×ፊ Sኼ, (ፂዅፑ)×ፐ ,
] (1.20)

where R is the total number of reactions, Q is the number of equilibrium reactions, K is
the number of kinetic reactions and C is the number of components (species). Left column
corresponds to kinetic reactions and right to equilibrium. Horizontal dashed line separates
species (top) and elements (bottom). Rate annihilation matrix is defined as follows:

E(ፄዄፊ)×ፂ = [
Eኻ, (ፄ×ፂ)
Eኼ, (ፊ×ፂ)

] , (1.21)

where

Eኻ(ፄ×ፂ) =
⎡
⎢
⎢
⎣

𝑒ኻኻ 𝑒ኻኼ … 𝑒ኻፂ
𝑒ኼኻ 𝑒ኼኼ … 𝑒ኼፂ
… … ⋱ …
𝑒ፄኻ 𝑒ፄኼ … 𝑒ፄፂ

⎤
⎥
⎥
⎦
, (1.22)

and
Eኼ(ፊ×ፂ) = [-Sኻ, ፊ×ፐ -Iኼ, ፊ×ፊ 0ፊ×(ፂዅፑ)] . (1.23)
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Here E stands for elements.

Columns of E matrix represent components, that are involved in a chemical model and
rows represent elements. There are an important conditions that S and E matrices should
satisfy. The elements should be chosen such that rows of E matrix are linearly independent,
and its set of vectors forms a vector space of the dimension n፞. This implies, that there are
no redundant (linearly dependent) elements. Mass balance for all reactions lead to:

E × S = 0፧ᑖ×፧ᑣ . (1.24)

From eq.(1.24), it follows that S matrix must belong to the null space of E. This is crucial
requirement, because S matrix must represent a set of linearly independent chemical reac-
tions.

Eq.(1.19) now can be transformed into:

𝜕 (En)
𝜕𝑡 + El = ESr = [EኻSrEኼSr

] = [ 0r፤] . (1.25)

From the definition, rate annihilation matrix E eliminates equilibrium reaction rates. It fol-
lows from the low of mass action:

𝑄፪ − 𝐾፪ =
ፂ

∏
ኻ

𝛼፯ᑔᑢ − 𝐾፪ = 0, (1.26)

where Q፪ – activity product of reaction q, K፪ – equilibrium constant for reaction q and 𝛼 –
activity of component c. This means that equilibrium reactions reach an equilibrium state
immediately and depend only on the amount of reactants and products in a particular reac-
tion.

To rewrite an eq.(1.19) in terms of elements, we define overall element composition, zፄ,
as:

zፄ = (𝜌ፓ𝜌ፄፓ
E)z =

ፂ
∑
ኻ

𝑒፞𝑧
ፂ
∑
ኻ

ፄ
∑
፞ኻ

𝑒፞𝑧
, (1.27)

where total component and elements densities are:

𝜌ፓ =
ፏ

∑
፩ኻ

𝜌፩𝑆፩ =
1

∑ፏ፩ኻ
፯ᑡ
ᑡ

, (1.28)

𝜌ፄፓ =
ፏ

∑
፩ኻ

(𝜌፩𝑆፩
ፂ

∑
ኻ

ፄ

∑
፞ኻ

𝑒፞𝑥፩) =
∑ፂኻ ∑

ፄ
፞ኻ 𝑒፞𝑧

∑ፏ፩ኻ
፯ᑡ
ᑡ

. (1.29)

Therefore, eq.(1.25) for equilibrium reactions becomes:

𝜕𝜙𝜌ፄፓzፄ
𝜕𝑡 + El = 0, (1.30)

and for kinetic reactions it is:

𝜕Eፊ×ፂnፂ×ኻ
𝜕𝑡 + Eፊ×ፂlፂ×ኻ = r፤ . (1.31)

In this work, we study isothermal system and implement molar based formulation, therefore
the set of unknowns is:

𝛾 = (𝑃, 𝑧፞ , 𝑣፩, 𝑥፩) . (1.32)
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Figure 1.2: Fully implicit method flow chart

1.3. Operator-Based Linearization
In this work, we supplement Newton-Raphson technique with a recently developed fully im-
plicit Operator-Based Linearization (OBL) approach proposed in [66] (OBL flow chart is given
in figure 1.2). In this approach, conservation equations are parameterized by division of en-
tities into two groups: space and state dependent. Thus state of the system can be evaluated
by a multi-linear interpolation of formulated operators. The following equation is utilized in
this study:

𝜕
𝜕𝑡 (𝜙

ፓ𝜌፭𝑧) + ∇ ⋅ (
፧ᑡ

∑
፣ኻ
(𝑥፣𝜌፣u፣ − 𝜙ፓ𝑆፣𝜌፣𝐷፣∇𝑥፣)) =

፧ᑜ
∑
፤ኻ

𝑣፤𝑟፤ , (1.33)
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where 𝜙ፓ – total porosity, 𝜌፭ – total density, 𝜌፣ – density of phase j, x፣ – mole fraction of
component c in phase j, u፣ – Darcy velocity of phase j, S፣ – saturation of phase j and D፣ –
diffusion coefficient of component c in phase j. We define the total porosity as:

𝜙ፓ = 1 − 𝑆፬፨፥።፝
𝜙፟ , (1.34)

where 𝜙፟ – fluid porosity, e.g. pore space. Hence total porosity is the volume fraction of the
reactive solid phase and fluid. Since it is assumed that the core is 100% calcite, the total
porosity is 1. Darcy velocity is given as:

u፣ = −K
𝑘፫፣
𝜇፣
(∇𝑝 − 𝜌፣𝑔∇𝑑) , (1.35)

where K – permeability tensor, k፫፣ – relative permeability of phase j, 𝜇፣ – dynamic viscosity of
phase j and d – depth. Gravity is neglected for simplicity. After finite volume discretization
eq.(1.33) becomes:

𝑉𝜙ፓ𝜌ፓ𝑧 − (𝑉𝜙ፓ𝜌ፓ𝑧)
፧ − Δ𝑡∑

፥∈ፋ
∑
፣∈፧ᑡ

(𝑥፣𝜌፣𝜆፣Γ፦ፚ፱𝑇ፌ)
፥ (𝑝 − 𝑝፥)

− Δ𝑡∑
፥∈ፋ

∑
፣∈፧ᑡ

(𝜙ፓ𝑆፣𝜌፣𝐷፣Γ፝።፟፟)
፥ (𝑥፣ − 𝑥፥፣) − Δ𝑡𝑉

፧ᑜ
∑
፤ኻ

𝑣፤𝑟፤ = 0. (1.36)

And rewritten in operator form, the conservation equations become:

𝑎(𝜉)(𝛼(𝜔) − 𝛼(𝜔፧)) +∑
፥
(𝑏(𝜉, 𝜔)𝛽(𝜔) + 𝑑(𝜉, 𝜔)𝛿(𝜔)) − 𝑐(𝜉)𝛾(𝜔) = 0, (1.37)

where 𝜔 indicates a state dependent and 𝑥። indicates space dependent operators (or multi-
pliers).

• State dependent variables (𝜔),

– 𝑘፫፣(𝜔) - relative permeability of phase j,
– 𝜌፣(𝜔) - density of phase j,
– 𝑆፣(𝜔) - saturation of phase j,
– 𝑥፣(𝜔) - mole fraction of component c in phase j,
– 𝜇፣(𝜔) - viscosity of phase j.

• Space dependent variables (𝜉)

– 𝜙(𝜉) - porosity.

The operators and their multipliers are defined as:

• 𝛼(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟))∑፣ 𝑥፣𝜌፣𝑆፣,

• 𝛽(𝜔) = ∑፣ 𝑇ፌ𝑥፥፣𝜌፥፣
፤ᑝᑣᑛ
᎙ᑝᑛ
(𝑝 − 𝑝፥),

• 𝛾(𝜔) = ∑፤ 𝑣፤𝑟፤,

• 𝛿(𝜔) = (1 + 𝑐፫(𝑝 − 𝑝፫፞፟))∑፣ 𝜌፣𝑠፣𝐷፣ (𝑥፣ − 𝑥፥፣),
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• 𝑎(𝜉) = 𝑉(𝜉)𝜙ኺ(𝜉),

• 𝑏(𝜉, 𝜔) = Δ𝑡Γ፥,፦ፚ፱(𝜉),

• 𝑐(𝜉) = Δ𝑡𝑉(𝜉),

• 𝑑(𝜉, 𝜔) = Δ𝑡Γ፝።፟፟(𝜉)𝜙ኺ(𝜉).

In such description operators 𝛼, 𝛽, 𝛾 and 𝛿 are state dependent. Their values can be
determined for the particular nodes in pressure-composition space, i.e. parameterized as
mentioned before. Calculated values of those operators are stored in a special tables and
the continuous values are obtained in the course of simulation by interpolation between the
nearest known points. It allows for less computations and, hence, improves performance of
a simulation. Accuracy is controlled by the amount of nodes where operators are initially
calculated.

Further improvement of OBL is proposed by [36] where operator values are calculated
adaptively in the course of simulation. Therefore, computationally expensive phase behavior
is only evaluated when needed, allowing for even lower simulation run time. This approach
is called adaptive OBL. It is applied in Delft Advanced Research Terra Simulator (DARTS)
along with advanced computational techniques used in traditional reservoir simulators.

1.4. Scope of this work
In this work we attempt to develop a fully implicit framework for single and two phase reactive
transport for COኼ-water mixture in carbonate rock. Linearization is done with OBL and
system of equations for secondary unknowns is solved with PHREEQC. After the framework
is established and tested, it is implicated in the DARTS framework.

1.5. Dissertation outline
In Chapter 1, a short literature review of the related researches is provided together with
description of the chemistry associated with the wormholing phenomenon. Main numerical
approaches for solving reactive flow and transport problem and their realizations in different
software are also discussed.

In Chapter 2, we describe the main aspect of experimental investigation of the wormholing
phenomenon followed by brief overview of the 𝜇CT technology capabilities in the scope of core
characterization. The key ideas applied for core properties evaluation and results conclude
the chapter.

In Chapter 3, detailed discussion of the applied approach is given. Chemical model and OBL
formulation for a particular problem are described along with the assumptions. There are
also some details mentioned regarding PHREEQC – DARTS coupling and particular utilization
of PHREEQC in this study.

In Chapter 4, we provide the results of numerical experiment. Validation is performed using
experimental results.

In Chapter 5, we provide a general concluding remarks of this study: the results are analyzed
and possible future improvements are discussed.



2
Experimental Data and Processing

2.1. Experiment overview
The coreflood experiment [53] is studied in this work. Three types of injection are performed:
single phase carbonated water injection, two phase water and COኼ injection and water alter-
nating gas (WAG) injection. All experiments are conducted at constant temperature. Worm-
hole breakthrough time is recorded for each investigation. In the course of the experiments,
computed tomography (CT) of the core is performed. In this chapter we describe the proce-
dure of core characterization and porosity map construction. We refer to the [54] for detailed
description of the experiment and numerical computation regarding that study.

2.2. Core characterization
For results validation purposes, the experimental porous material needs to be described and
further used as the porous domain in simulation. Characterization is performed with the
simple Python code developed to process a CT scans and interpret obtained information to
provide the porosity data.

Computed Tomography (also known as CT or 𝜇CT when applied for core imaging) is a non-
destructive imaging technique, with special emphasis on medical applications. Radiohraphic
images of the object at different angles can processed with filter back projection, which pro-
vides 2D slices of the core absorbing materials along the length. With the further processing
of consecutive slices, a full 3D reconstruction may be done. Although, image processing is
a complex study and not in the scope of this work, we make an attempt to perform a simple
analysis of the available information.

The importance of 𝜇CT for visualizing internal object structure is hard to overestimate.
Tomographic techniques were widely applied in various studies, in particular, for mobility
control in COኼ-enhanced oil recovery [68, 69], for three phase flow [64], for sandstone trans-
port properties computations [2] and fracture geometry quantification [17]. However, con-
ventional 𝜇CT technique has several drawbacks. One is related to the fact that 3D resolution
is directly proportional to the size of the X-ray detector and inversely proportional to the size
of the sample. Another problem is related to the compromise between power and noise: the
increase in power increases the size of minimum attainable X-ray spot size but reduces the
noise [18].

11
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Due to the relatively low image resolution, distinguishing between void and rock regions
is impossible, hence approach proposed in [37] is not applicable in this case. Therefore, it
was decided to determine core porosity using the following equation [52]:

𝜙 = 𝐶𝑇፫።፧፞ − 𝐶𝑇ፚ።፫
𝐶𝑇፰ − 𝐶𝑇ፚ

, (2.1)

where, 𝐶𝑇፫።፧፞ – CT attenuation of fully brine saturated core; 𝐶𝑇ፚ።፫ – CT attenuation of dry
core; 𝐶𝑇፰ and 𝐶𝑇ፚ – CT attenuation of water and air, respectively. Such correlation is applied
for every Region Of Interest (ROI) in the CT image. ROI’s are determined as a 2D areas on
each CT slice. In order to utilize this approach, Fiji [24] software is used for image processing
(filtering and values evaluation). We discuss Fiji’s functionality and exact usage later in this
chapter. Once 𝐶𝑇፫።፧፞ − 𝐶𝑇ፚ።፫ images are obtained, further processing is performed through
the following stages:

• image filtering,

• regions of Interest (ROIs) definition, and

• porosity per ROI value evaluation.

Given that CT images are subject to noise, filtering is necessary. Extensive noise types
description can be found in [28]. Here we are dealing mainly with random noise, which
appears as fluctuations of image density unpredictably varying from slice to slice, and artifact
noise, which is present as predictable and identifiable patterns, like streak artifacts. Two
types of filters are subsequently utilized: Kalman stack filtering and Gaussian blur. Kalman
filter is a set of linear equations that are applied within so-called self-learning algorithm that
takes into account past and current state of the system [73] (in case of CT, neighboring slices).
Since the quality of filtering increases as it proceeds, different running schemes were tested.
Gaussian blur, similarly to mean filter, blurs the image. It lead to noise elimination and lose
of details. This technique is used in order to eliminate residual noise and sharp edges that are
left after Kalman filtering. Detail lose is not critical because pore scale information is not of
great importance for the purpose of Darcy scale modeling. For further processing ROIs have
to be introduced. Gmsh software package [27] is applied for this task. CT post-processing is
accomplished with Fiji [24].

Post-processing with Fiji

Fiji (Fiji Is Just ImageJ) [24] is a Java image processing and analysis program. It can calcu-
late area and pixel value statistics of user-defined selections. It can measure distances and
angles and can create density histograms and line profile plots. It supports standard image
processing functions such as contrast manipulation, sharpening, smoothing, edge detection
and median filtering. ImageJ was designed with an open architecture that provides extensi-
bility via Java plugins. Custom acquisition, analysis and processing plugins can be developed
using ImageJ’s built in editor and Java compiler. User-written plugins make it possible to
solve almost any image processing or analysis problem. One of the custom plugins included
in Fiji distribution of ImageJ is Kalman stack filter, used in this study.

Gmsh

Gmsh [27] is a free 3D finite element mesh generator with a built-in CAD engine and post-
processor. Its design goal is to provide a fast, light and user-friendly meshing tool with
parametric input and advanced visualization capabilities. Gmsh is built around four mod-
ules: geometry, mesh, solver and post-processing. In the scope of this work, Gmsh software
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package is used to introduce unstructured grid representing ROI’s on each CT slice. With
further processing in Fiji and Python packages, obtained values are transformed into a 3D
continuous model of a core.

2.2.1. Pre-processing

Before filtering and introducing ROI’s to the CT images some preparation procedures are
required:

• erase background,

• locate core contour, and

• configure a geometry for further meshing.

These tasks fall in the computer vision area. OpenCV library for Python [6] is used to pre-
process the CT data. As a result of pre-processing, we obtain CT stack without a background
as well as core contour that is required for later meshing.

It was decided to construct a binary mask that would have zero values corresponding to
background and ones corresponding to the core. Mask construction consists of 2 main steps:
blur the image and convert grey scale image to binary. The first step is blurring. Gaussian
blur algorithm is utilized. Fitting parameters are width and height of Gaussian kernel, and
standard deviation along the x-axis (𝜎). That is to say, height and width of Gaussian kernel
defines the number of neighbors that are involved in smoothing for a particular pixel and
standard deviation defines the contributing weights of those neighbors. By varying these
parameters, it must be achieved that there are no other big bright areas (where the pixel
values are ones) other then core. It is also important tomake the core area as clean as possible
(without black spots, zeros). Otherwise, core contour might occur to be not identifiable among
other features detected by the algorithm. At the same time, blurring should not be too strong
because it would lead to incorrect contour evaluation and loss of valuable information.

Next step is to convert blurred grey scale image to binary. Fitting parameter here is a
threshold that determines whether a particular pixel is black or white. Resulting binary
images for different Gaussian kernel heights and widths are given in figure 2.1.

Using such framework, binary images are obtained for every slice in CT stack except for
some slices at the ends of the core, because core is not well pronounced there. Since the
core is not perfectly aliened in the jacket, its image may not be always at the same location
throughout stack. To correct for this shift, we multiply all binary images which provides an
intersection of core area among the whole stack. Although, this may lead to loss of small
near-edge regions, it helps to exclude non-core information more precisely, accounting for a
parts of the core where glue has penetrated it.

Obtained mask is applied to the CT stack simply by multiplication of each slice in a stack
by a mask (2.2). Contour is evaluated using mask as a sharp representation of a core posi-
tion in the CT. It is represented as a collection of dots, described by two numbers: x and y
coordinate in the image. Considering specifics of the Gmsh software, the length of an element
produced depends on the distance between adjacent dots of the contour. Therefore, we erase
some points in order to control the mesh resolution.
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(a) Height = Width = 3,  = 0 (b) Height = Width = 7,  = 0 (c) Height = Width = 13,  = 0

(d) Height = Width = 23,  = 0 (e) Height = Width = 51,  = 0 (f) Height = Width = 123,  = 0

Figure 2.1: Resulting binaries for different Gaussian kernel sizes

(a) Mask (b) Core contour (c) Core without background

Figure 2.2: Final results of CT pre-processing

2.3. Results
As it was stated earlier, Kalman stack filter together with Gaussian blur are applied to get
rid of the noise. The results are given in the figure 2.3.

With a simple Python program and Gmsh software, being compatible with scripting lan-
guages, 2D unstructured mesh is built and introduce to Fiji as shown in figure 2.4. We also
demonstrate mesh resolution control results in figure 2.5. Important to notice, due to the
Fiji inability to accept decimal coordinates of mesh nodes those coordinates were rounded
to integer values. As soon as mesh configuration is translated to Fiji, Gaussian blur ap-
plied to eliminate sharp edges and decrease noise influence on final readings. Finally, mean
grey scale value is evaluated. Then, using eq.(2.1) core porosity map is constructed (figure
2.6). The values of porosity for 3D porosity map are calculated as a simple average between
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(a) Raw CT slice (b) Kalman filter (c) Kalman filter + Gaussian blur

Figure 2.3: CT filtering results

corresponding ROI’s at the adjacent slices.

(a) Original mesh (Gmsh) (b) Corrected mesh (Fiji)

Figure 2.4: Mesh comparison

With the described approach we have managed to obtain a semi-unstructured grid over a
3D domain. The porosity data restored from CT scan is in good agreement with the reported
values for this rock (name and resources are not mentioned for confidentiality reasons). De-
veloped approach can be applied for any kind of core CT with the minor adjustments of the
algorithm parameters. Filtering procedure is also adjustable, however the intensity of fil-
tering can be only set correctly with the validation of the geologist that is familiar with a
particular rock type.

Fiji software can be substituted with the computational geometry packages, such as Pillow
or Scipy [65]. It would result in more robust and adjustable algorithm and possibly smaller
run time. As a future work, Gmsh is also replaceable, for example SfePy [13]. Once applied
the resulting project would have less high level dependencies and more potential for further
development and maintanece.

More accurate modeling of a core with a CT as input can be possibly done with more
resolved data, where unambiguous distinguishing between pore and rock regions is possible.
We refer to the approach described in [37]. Such framework allows for better capturing of a
spatial correlation of the porosity.
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(a) Average surface area = 1.329
mmᎴ

(b) Average surface area = 3.093
mmᎴ

(c) Average surface area = 5.248
mmᎴ

(d) Average surface area = 8.611 mmᎴ

Figure 2.5: Mesh resolution control

Figure 2.6: Core porosity map



3
Simulation Model

3.1. Aqueous model and reduction to elements
As it is discussed in chapter 1.1.1, there are numerous chemical reactions happening in
aqueous phase. In order to capture a calcite dissolution phenomenon with a higher degree
of accuracy, an extensive aqueous model is utilized which is described by the following set
of chemical reactions:

𝐻ኼ𝑂 ⇌ 𝑂𝐻ዅ + 𝐻ዄ, (3.1)

2𝐻ኼ𝑂 ⇌ 𝑂ኼ + 4𝐻ዄ + 4𝑒ዅ, (3.2)

2𝐻ዄ + 2𝑒ዅ ⇌ 𝐻ኼ, (3.3)

𝐶𝑂ኼዅኽ + 𝐻ዄ = 𝐻𝐶𝑂ዅኽ , (3.4)

𝐶𝑂ኼዅኽ + 2𝐻ዄ ⇌ 𝐶𝑂ኼ + 𝐻ኼ𝑂, (3.5)

2𝐶𝑂ኼ = (𝐶𝑂ኼ)ኼ, (3.6)

𝐶𝑂ዅኼኽ + 10𝐻ዄ + 8𝑒ዅ ⇌ 𝐶𝐻ኾ + 3𝐻ኼ𝑂, (3.7)

𝐶𝑎ኼዄ + 𝐻ኼ𝑂 ⇌ 𝐶𝑎𝑂𝐻ዄ + 𝐻ዄ, (3.8)

𝐶𝑎ኼዄ + 𝐶𝑂ኼዅኽ ⇌ 𝐶𝑎𝐶𝑂ኽ, (3.9)

𝐶𝑎ኼዄ + 𝐶𝑂ዅኼኽ + 𝐻ዄ ⇌ 𝐶𝑎𝐻𝐶𝑂ዄኽ , (3.10)

where reaction 3.6 is required to account for high COኼ solubility at high pressure and tem-
perature. Altogether with calcite dissolution reactions 1.1, 1.2 and 1.3 we come up with 11
components, which are: HኼO, Hዄ, OHዅ, COኼ, HCOዅኽ , COኼዅኽ , CaCOኽ, Caኼዄ, CaOHዄ, CaHCOዄኽ
and CaCOኽ,፬፨፥።፝. As reactions 3.2, 3.3 and 3.7 are very unlikely to occur at the given con-
ditions, components CHኾ and eዅ are not considered for simplicity, even though they can be
effortlessly included. With such definition there must be 11 equations to solve. To decrease
the complexity, we reduce components to elements using equation 1.27. For that purpose
we first construct stoichiometry and rate annihilation matrices [35].

For stoichiometry matrix we consider reactions 3.1, 3.4, 3.5, 3.8, 3.9 and 3.10 which are
treated as equilibrium reactions and kinetic calcite dissolution:

𝐶𝑎𝐶𝑂ኽ,፬፨፥።፝ ⇌ 𝐶𝑎ኼዄ + 𝐶𝑂ኼዅኽ . (3.11)

17
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Hence, stoichiometry matrix is:

S =

𝑞ኻ 𝑞ኼ 𝑞ኽ 𝑞ኾ 𝑞 𝑞ዀ 𝑘ኻ
⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

𝐻ኼ𝑂 −1 0 1 −1 0 0 0
𝐻ዄ 1 −1 −2 1 0 −1 0
𝑂𝐻ዅ 1 0 0 0 0 0 0
𝐶𝑂ኼ 0 0 1 0 0 0 0
𝐻𝐶𝑂ዅኽ 0 1 0 0 0 0 0
𝐶𝑂ኼዅኽ 0 −1 −1 0 −1 −1 1
𝐶𝑎𝐶𝑂ኽ 0 0 0 0 1 0 0
𝐶𝑎ኼዄ 0 0 0 −1 −1 −1 1
𝐶𝑎𝑂𝐻ዄ 0 0 0 1 0 0 0
𝐶𝑎𝐻𝐶𝑂ዄኽ 0 0 0 0 0 1 0
𝐶𝑎𝐶𝑂ኽ,፬፨፥።፝ 0 0 0 0 0 0 −1

(3.12)

In this study we define our elements as H, O, C, Ca and CaCOኽ,፬፨፥።፝. Therefore, rate annihi-
lation matrix becomes:

E =

𝐻ኼ𝑂 𝐻ዄ 𝑂𝐻ዅ 𝐶𝑂ኼ 𝐻𝐶𝑂ዅኽ 𝐶𝑂ኼዅኽ … 𝐶𝑎𝐶𝑂ኽ,፬፨፥።፝
⎡
⎢
⎢
⎢
⎢
⎢
⎣

⎤
⎥
⎥
⎥
⎥
⎥
⎦

𝐻 2 1 1 0 1 0 … 0
𝑂 1 0 1 2 3 3 … 3
𝐶 0 0 0 1 1 1 … 1
𝐶𝑎 0 0 0 0 0 0 … 1
𝐶𝑎𝐶𝑂ኽ,፬፨፥።፝ 0 0 0 0 0 0 … 1

(3.13)

Now that the system is defined in terms of components, we implement equation 1.27. This
way, we still satisfy following assumption:

ፄ

∑
፞ኻ

𝑧፞ = 1. (3.14)

3.2. PHREEQC modeling
PHREEQC [46] is is a computer program written in the C and C++ programming languages
that is designed to perform a wide variety of aqueous geochemical calculations. Here we
use this tool to perform flash calculations and to convert from elements (H, O, C and Ca)
back to components (HኼO, COኼ, CaCOኽ and etc.). Model implemented in PHREEQC takes
pressure and temperature along with solution composition as an input. In this approach the
conservation equations are solved for elements as for components and no rate annihilation
matrix is required due to the PHREEQC capability to uniquely map from elements back to
components. Kinetic reaction rate is calculated based on the results of PHREEQC simulation
output.

Phase split calculations are implemented by introduction of the element based input to
aqueous phase for the reaction. Liquid-vapor phase split is realized by introduction of possi-
ble gaseous components to the model and defining their partial pressures as zeros at the
initial stage. Using Peng-Robinson EoS with critical parameters for a used components
defined in the data base, PHREEQC determines the amount of gaseous components that
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should appear in gaseous phase at a given conditions of pressure, temperature and com-
position. Elements-to-components conversion is allowed due to instantaneous local equi-
librium assumption. All equilibrium chemical reactions are defined in the default database
(phreeqc.dat). Example of PHREEQC implementation of flash calculations is given in a code
snippet below.

SOLUTION 1
temp 50.00
pressure 99.68
pH 7 charge
-water 1 # kg

REACTION 1
Ca 4
C 8
O 20
1

GAS_PHASE 1
-fixed_pressure
-pressure 99.68
CO2(g) 0.0
H2O(g) 0.0

END

Example case represents the following system composition:

• 55.50622 moles of HኼO, which is one kilogram of water,

• 4 moles of CaCOኽ, and

• 4 moles of COኼ.

Such model would provide species distribution in aqueous and gaseous phases, saturation
indices, saturation ratios, hydrogen activity and other values that are not of the first impor-
tance for our study. With default settings, PHREEQC solves conservation equations with the
precision of 1e-8, so all lower values are considered to be zeros. Additional closing assump-
tion is electric neutrality condition which is applied for hydrogen ion.

3.2.1. Thermodynamic and chemical equilibrium

In order to resolve complex phase behavior, PHREEQC rewrites all aqueous species in terms
of master species according to PHREEQC definitions. Each master species, as it is defined,
associated with a particular element, like Caዄ for calcite, or its valence state, as Feዄኽ for ferric
iron. Set of unknowns that PHREEQC must solve for are: the natural log of the activities of
master species, the natural log of the activity of water, 𝛼ፇኼፎ , the ionic strength, 𝜇 , and the
mass of solvent water in an aqueous solution, Wፚ፪. The following relations are applied to all
master species, except for electrons and water itself:

𝛼። = 𝛾።𝑚። , (3.15)

𝑛። = 𝑚።𝑊ፚ፪ , (3.16)
where 𝛾። – activity coefficient of master species i, m። – molality of species i and n። – moles of
master species i in solution. From the law of mass action, eq.(3.16) is rewritten as:

𝑛። = 𝐾።𝑊ፚ፪
∏ፌᑒᑢ፦ 𝛼ᑞ,ᑚ፦

𝛾።
, (3.17)
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where m stands for master species and i stands for species. The derivatives of n። are resolved
by Newton-Raphson method. The total derivative is:

𝑑𝑛። = 𝑛። (𝑑 ln (𝑊ፚ፪) +
ፌᑒᑢ

∑
፦
𝑐፦,።𝑑 ln (𝛼፦) −

𝜕
𝜕𝜇 ln (𝛾።) 𝑑𝜇) . (3.18)

With activities defined by Davies equation:

log 𝛾። = 𝐴𝑧ኼ። (
√𝜇

1 + √𝜇
− 0.3𝜇) , (3.19)

and by extended or Debye-Hückel equation:

log 𝛾። = −
𝐴𝑧ኼ። √𝜇

1 + 𝐵𝛼ኺ። √𝜇
, (3.20)

their derivatives are

𝜕
𝜕𝜇 ln 𝛾። = − ln(10)(𝐴𝑧

ኼ
። (

1

2√𝜇 (√(𝜇 + 1)
ኼ − 0.3)) , (3.21)

and
𝜕
𝜕𝜇 ln 𝛾። = − ln(10)(

𝐴𝑧ኼ።
2√𝜇 (𝐵𝛼ኺ። √𝜇 + 1)

ኼ) . (3.22)

Here A and B – temperature dependent constants, z። – the ionic charge of aqueous species i
and 𝛼ኺ። – the ion-size parameter. In general, Davies equation is used for charged species and
Debye-Hückel equation is used for uncharged species.

Regarding phase split, PHREEQC manual from 1999 [47] states that ideal gases are as-
sumed and gas fugacity is simply equal to its partial pressures. However, newer sources usu-
ally state that gas-pressures and fugacity coefficients are calculated with Peng-Robinson’s
EoS [16]. However, every time in the presence of gaseous phase, there is one additional un-
knowns for PHREEQC to solve, which is total moles of gas components in gaseous phase.
Nevertheless, we refer to [47] for a full description of all assumptions, formulas and numerical
approaches applied.

3.2.2. PHREEQC – DARTS coupling

PHREEQC is compatible with scripting languages like R and Python [10]. Since DARTS is
implemented as C++ engine wrapped by Python interface, PHREEQC – DARTS coupling is
easy to achieve. Using Python package to interact with Windows COM framework, PHREEQC
is initialized as an callable object before simulation and used later when necessary.

3.3. Kinetic reaction rate
Kinetic reaction rate from [45] is implemented in DARTS framework:

𝑟፤ = 𝑆𝐴 ⋅ 𝑛ኺ ⋅ 𝑡 ⋅ (𝐾𝑇ፚ + 𝐾𝑇፧) ⋅ (1 − 𝑆𝑅), (3.23)

where SA – reactive surface area, nኺ – initial amount of calcite in moles and SR – calcite
saturation ratio. Multipliers t, KTፚ and KT፧ are defined as follows:

𝑡 = (𝑛𝑛ኺ
)
፧
, (3.24)
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𝐾𝑇ፚ = 𝑘ኼ,ፚ ⋅ 𝑒𝑥𝑝 (
−𝐸ፚ
𝑅 ⋅ (1𝑇 −

1
298.15)) ⋅ 𝛼

፧ᑒ
ፇᎼ , (3.25)

𝐾𝑇፧ = 𝑘ኼ,፧ ⋅ 𝑒𝑥𝑝 (
−𝐸፧
𝑅 ⋅ (1𝑇 −

1
298.15)) , (3.26)

where n – current amount of calcite in moles, n – reaction factor (2/3 for sphere dissolution),
kኼ,ፚ and kኼ,፧ – rate constant at 25 ∘C and pH = 0 for acidic and neutral dissolution mecha-
nisms respectively, Eፚ and E፧ – Arrhenius activation energy for acidic and neutral dissolution
mechanisms respectively, R – gas constant, T – temperature in Kelvin and 𝛼ፇᎼ – activity of
hydrogen ion. According to eq.(1.37), 𝛾 operator is multiplied by control volume, therefore
rate expression is divided by volume. We also neglect 𝑡 term (reactive surface correction).
Eq.(3.23) adapted for implementation in DARTS becomes:

𝑟፤ = 𝑆𝐴 ⋅ 𝑆፬፨፥።፝ ⋅ (1 + 𝑐፫ ⋅ (𝑝 − 𝑝፫፞፟) ⋅ 𝜌) ⋅ (𝐾𝑇ፚ + 𝐾𝑇፧) ⋅ (1 − 𝑆𝑅) ⋅
1

𝑀ፂፚፂፎᎵ
(3.27)

where S፬፨፥።፝ – saturation of solid phase, c፫ – calcite compressibility, 𝜌 – calcite density and
MፂፚፂፎᎵ – calcite molar mass.

The matrix multiplication of E and S matrices defines a stoichiometry vectors v for all
reactions in terms of elements as a columns of resulting matrix:

E ⋅ S =

𝑞ኻ 𝑞ኼ 𝑞ኽ 𝑞ኾ 𝑞 𝑞ዀ 𝑘ኻ
⎡
⎢
⎢
⎢
⎢
⎢
⎣

⎤
⎥
⎥
⎥
⎥
⎥
⎦

𝐻 0 0 0 0 0 0 0
𝑂 0 0 0 0 0 0 3
𝐶 0 0 0 0 0 0 1
𝐶𝑎 0 0 0 0 0 0 1
𝐶𝑎𝐶𝑂ኽ,፬፨፥።፝ 0 0 0 0 0 0 −1

(3.28)

3.4. Permeability treatment
To adequately model wormhole phenomenon we also account for transmissibility change with
dissolution. Since molar compositional formulation is implemented, solid phase is included
in overall composition as immovable phase and total porosity is 1, the maximum permeability
is evaluated by the following power law:

𝐾 = 1.25ኾ𝜙ኾ. (3.29)

Here 𝜙 is assumed to be the total porosity (in this case just 1). This permeability is used for
maximum interface transmissibility, 𝑇፦ፚ፱, initialization and later corrected with respect to
the actual value of a fluid porosity (𝜙፟).

𝑇(𝜙፧ዄኻ) = 𝑇፦ፚ፱ ⋅ 𝑇፦(𝜙፧ዄኻ), (3.30)

where

𝜙፧ዄኻ =
𝜙፧ዄኻ። + 𝜙፧ዄኻ፣

2 , (3.31)

and m is so-called transmissibility multiplier that is used as a fitting parameter.

3.5. Model initialization
Model composition must be defined in terms of molar fraction. However, solid composition is
defined as saturation, meaning the conversion from saturation to mole fraction is required.
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For this purpose, it is necessary to perform flash calculations for each control volume in
order to estimate the densities of the phases at the given conditions. In reality, this type of
calculations is very expensive and dramatically increase the initialization time. Therefore, it
was decided to develop a simple framework using DARTS capabilities.

The idea of quick model initialization is quite straightforward and can be described with
the flowchart in figure 3.1. The same scheme is implemented to convert from composition to
saturation at the end of the simulation to avoid very slow results interpretation.

Figure 3.1: Initialization flowchart

Supporting point is an OBL concept and can be interpreted as a point in parameter space
that is located at a certain distance from the actual system state. There are as many points
as 2፱ዅኻ, where x is the number of elements in zፄ.



4
Reactive Transport Simulation Results

In this chapter we demonstrate the results of the numerical experiment and compare it to
the experimental study. Table 4.1 describes the computer configuration that the model is
run on. Developed model doesn’t implement any multi-thread routines.

Table 4.1: Computer configuration

Model

CPU i7-4850HQ
RAM 16 GB
OS Windows 10 Pro V1903

4.1. Reactive transport in 1D
Table 4.2 shows the common set of parameters used for a 1D simulation runs. Results

Table 4.2: 1D model configuration

Parameter Value Units

Number of blocks 100 [-]
Spatial resolution 1 mm
OBL resolution 201 [-]
Porosity 0.3 [-]
Temperature 50 C∘
Initial pressure 100 bar
Production BHP 100 bar
Water : COኼ ratio 11:1 [-]

given in figure 4.1 are obtained for a various injection rates. Injection rate variation changes
Damköhler and Péclet numbers, which are the main characteristics of dissolution regime.
Indeed, lower injection rate results in more stable dissolution front. Higher injection rates
result in more amounts of acid penetrating deeper into the domain making a dissolution front
less sharp.

23
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(a) Interstitial velocity = 0.0027
cm per min

(b) Interstitial velocity = 0.027 cm
per min

(c) Interstitial velocity = 0.087 cm
per min

(d) Interstitial velocity = 0.87 cm
per min

(e) Interstitial velocity = 1.5 cm
per min

(f) Interstitial velocity = 5 cm per
min

Figure 4.1: Resulting solid saturation in 1D after 10 pore volumes injected

4.2. Reactive transport in 2D
For two dimensional single flow simulation we define a domain with the following parameters
listed in table 4.3. Heterogeneous porosity is defined randomly as:

𝜙(𝑟𝑎𝑛𝑑) =

⎧
⎪

⎨
⎪
⎩

0.263 100 ≤ 𝑟𝑎𝑛𝑑 ≤ 80,
0.270 80 ≤ 𝑟𝑎𝑛𝑑 ≤ 60,
0.278 60 ≤ 𝑟𝑎𝑛𝑑 ≤ 40,
0.286 40 ≤ 𝑟𝑎𝑛𝑑 ≤ 20,
0.293 20 ≤ 𝑟𝑎𝑛𝑑 ≤ 0,

(4.1)

where rand is a random number within a range [0, 100]. Such definition doesn’t assume
any spatial correlation. Initial porosity is given in figure 4.2. Spatial resolution is chosen to

Table 4.3: 2D model configuration

Parameter Value Units

Number of blocks 75-by-75-by-1 [-]
Spatial resolution 1 × 1 × 60 mm
OBL resolution 201 [-]
Temperature 50 C∘
Initial pressure 100 bar
Production BHP 100 bar
Injection rate 1.1 ml per min
Diffusion coefficient 4.5e-5 mኼ per day
Water : COኼ ratio 11:1 [-]
Simulation time 27 hours

satisfy experimental interstitial velocity, which is calculated as:

𝑢። =
𝑢፬
𝜙 , (4.2)

𝑢፬ =
𝑄
𝐴 , (4.3)

where u፬ – superficial velocity, Q – volumetric injection rate and A – cross-section area, which
is calculated according to the core diameter used in the experiment. Therefore, with the core
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Figure 4.2: Initial porosity distribution in 2D

diameter of 7.5 cm, volumetric injection rate of 1.1 ml per minute and mean porosity of 0.278
the interstitial velocity constitutes 0.0896 cm per minute. Corresponding cross-section area
per block in 2D model is evaluated to be 58.9 mm, hence, 60 mm is assumed.

Resulting porosity distribution after a 27 hours of injection at a constant temperature,
production pressure and injection rate are given in the figure 4.3 along with solid phase molar
fraction and numerical results present in [54]. Simulation run performance parameters are

(a) Porosity distribution (b) Solid phase distribution

(c) Porosity distribution [54]

Figure 4.3: 2D simulation results

depicted in table 4.4.
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Table 4.4: 2D simulation performance

Parameter Value Units

Run time 135.027 s
Time steps 195 [-]
Total iterations (Newton) 623 [-]

Qualitative comparison shows reasonable match in terms of break-through time and com-
peting wormholes spatial distribution. One noticeable mismatch is observed at the injection
region where numerical results show stable dissolution front, which is not present in the
original experimental results (figure 4.5). Nevertheless, obtained results are in good agree-
ment with the numerical solution from [54] with minor deviation, like main and competing
wormholes propagation distance. It can be caused by model sensitivity to OBL resolution
setting. Additionally, pressure drop in the beginning and the end of simulation (figure 4.4)
aligns well with the the reported values.

(a) At t = 0 h (b) At t = 27 h

Figure 4.4: 2D model pressure drop (bar)

Utilizing one of the OBL features, we also measured the model performance with pre-
computed OBL points, i.e. repeated simulation run with the same definition of physics and
chemistry (table 4.5). Difference in run time and similarity in the other performance param-
eters indirectly indicate time spend for physics computations.

Table 4.5: 2D simulation performance

Parameter Value Units

Run time 51.567 s
Time steps 195 [-]
Total iterations (Newton) 623 [-]

4.3. Reactive transport in 3D
In this section we introduce the simulation results in 3D domain that is reconstructed from
the CT data. Model configuration is given in table 4.6. The resulting solid phase molar
fraction is depicted in figure 4.5 together with the interpreted experimental CT. There is a
significant mismatch between the actual and numerical experiment in terms of wormhole
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Table 4.6: 3D model configuration

Parameter Value Units

Total number of blocks 185008 [-]
OBL resolution 201 [-]
Temperature 50 C∘
Initial pressure 100 bar
Production BHP 100 bar
Injection rate 1.1 ml per min
Diffusion coefficient 4.5e-5 mኼ per day
Water : COኼ ratio 11:1 [-]
Simulation time 27 hours

(a) Solid phase distribution

(b) Experimental results (CT attenuation) [54]

Figure 4.5: Solid phase molar fraction

trajectory. Observed discrepancy is expected due to the mesh structure described in chapter
2.3. Insufficiently high spatial resolution may also contribute to the observed deviation be-
tween the actual experiment and numerical simulation. Nevertheless, breakthrough time is
the same as reported from experimental study, therefore constructed model predicts the main
feature of interest for at least this particular setting. Simulation run performance parameters
are depicted in table 4.7.

Table 4.7: 3D simulation performance

Parameter Value Units

Run time 53317.765 s
Time steps 393 [-]
Total iterations (Newton) 941 [-]





5
Conclusion and Recommendations for

Future Work

Due to high degree of nonlinearity we were unable to run the simulation for a timestep higher
then 0.02 day. Appleyard chop technique may be a good solution when applied to kinetic
reaction rate and prevent PHREEQC from crashing due to large composition values update.
Once implemented, developed solver can be tested at bigger systems with higher time step
and run time. Another enhancement that can possibly be done to the developed solution is
the implementation of upscaling techniques to correlate core scale solution with the reservoir
scale models in order to preserve DARTS performance and capture wormholing phenomenon
in large systems. In this study, we were focused on a single phase experiment, however the
model was developed with the possible extension to multiphase physics in mind. Besides
multiphase flow, DBS equation for flow instead of Darcy equation is a reasonable improve-
ment, at least for the research purposes, as DBS usually shows different propagation speed
of a dissolution front.

Regarding homogeneous dissolution at the near-to-injection area, this phenomenon is not
yet well understood. There are various parameters that could possibly cause such result, like
experimental setting, fine detailes of which were not considered for the numerical solution,
or little adjustments to CT data for better visual representation of wormholes. More accurate
modeling of the injection may result in lower times for instabilities to cause wormholes to
appear. In fact, inlet and outlet effects may deserve a dedicated study.

We consider current simulation output as a preliminary result, therfore, sensitivity study
is a logical continuation or, at least, extension for this project. In particular, better under-
standing of spatial and OBL resolutions on the final results would provide a deeper under-
standing of the solver capabilities allowing for more robust and fast models in future appli-
cations. Alongside sensitivity to the resolution setting the permeability change estimation
check may provide valuable insights on the wormholing process in general. More accurate
treatment of changing block transmissibilities can potentially enhance solver ability to cap-
ture wormholes’ shape, propagation speed and spatial distribution with higher degree of
accuracy. This improvement, however, is rather related to pore scale area of studies.

There is a room for improvements in an image processing area as well. One of the draw-
backs in this section is the 3D mesh structure. Even though mesh is unstructured as shown
in chapter 2.3, it is structured in the direction of the flow. Such decision is made because of
flow direction and also due to the complications related to property calculations for the fully
unstructured grid. One of our suggestions would be to populate CT information by imple-

29



30 5. Conclusion and Recommendations for Future Work

mentation of machine learning (ML) algorithms in order to predict a numerical value of the
CT attenuation between the adjacent slices. One of the applicable solutions is Generative
Adversarial Network (GAN). The idea here is to train a model to predict pixel values using for
slice 𝑛 using slices 𝑛 − 1 and 𝑛 + 1 and then predict new images between slices 𝑛 − 1 and 𝑛.
Of course, resulting images must be validated since such model may not capture the nature
of a rock sample properly because of the varying distance between slices.

Another idea would be to use k-nearest neighbours (KNN) and some regression algorithm
to predict pixel values. If all pixel values could be classified into several well pronounced
groups, the pixel values of missing slices could be predicted by the class of the pixels on
bounding slices and their values.

Such data can be used to optimize the population approach and obtain an important
an insight regarding CT processing with ML. Although this technique doesn’t replace a real
images, it potentially might provide additional data for more detailedmodeling of a core. As an
alternative it is also possible to use less sophisticated techniques. One of our considerations
was to evaluate the control volume porosity based on weighted average of the nearest 2D
ROI’s to the control volume center, where weights are the distances. In essence, it is very
close to KNN algorithm.
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