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## SUMMARY

The concept of a network, defined as a collection of interconnected nodes or entities, has become a foundation for a new field of inquiry, namely network science. Despite the apparent simplicity of the concept, the pairwise representation of interconnecting nodes has enabled a plethora of insights into the structure of networks and the effects of interactions on dynamic processes. This generality of the network concept has paved the way for novel approaches with the aim of understanding complex systems, from social networks to biological pathways. It has opened up new avenues for research into the fundamental mechanisms underlying these systems. As such, network science has become a highly active and dynamic field, driving the development of new theoretical frameworks, computational tools, and empirical methods that continuously push the boundaries of knowledge and understanding in numerous science and engineering domains.

The first part of this thesis centres on the structural properties of complex networks and their practical applications. We demonstrate that the orthogonal eigenvectors of the adjacency matrix of a simple, unweighted, and undirected graph are sufficient to recover that graph, albeit potentially not in a unique manner (Chapter 2). This observation led us to uncover co-eigenvector graphs, which are graphs that share the same eigenvectors while having distinct eigenvalues. Co-eigenvector graphs are the dual counterparts of cospectral graphs, which share identical eigenvalues but possess distinct eigenvectors. In an unweighted graph, the number of walks between node pairs of a particular length can be expressed in terms of the corresponding power of the adjacency matrix. However, deriving a similar solution for the number of paths is significantly more intricate (Chapter 3). We present three distinct analytical solutions in matrix form for computing the number of paths of any length between node pairs, utilising different types of walks and leveraging principles from the mathematical field of combinatorics. The computational complexity of these solutions varies depending on the sparsity of the graph. The effective resistance metric, which characterises the entire network as perceived from the vantage point of two given nodes, represents a powerful tool for addressing a wide range of challenges in network theory. In Chapter 4, we leverage the information contained in effective resistance to solve the inverse all shortest path problem, wherein a weighted graph satisfying given upper bounds on the shortest path weights between node pairs is sought, with sparsity being a critical consideration. Additionally, we propose a novel graph sparsification algorithm that selectively removes links from an unweighted graph in a stepwise manner, with the goal of either minimising or maximising the effective resistance of the resultant graph.

The second part of this thesis pertains to linear processes on complex networks, exploring their properties and applications. Our research reveals that a simple process of attraction and repulsion between adjacent nodes on a one-dimensional line, based on the similarity of their neighbourhoods, can effectively group together nodes from the
same community (Chapter 5). Our linear clustering process generally produces more accurate partitions than the most prevalent modularity-based clustering methods in the literature, requiring a comparable amount of computational complexity. An empirical part of our research on processes in complex networks became possible thanks to our network construction based on a unique data set containing each municipality's area, population and its geographically adjacent neighbouring municipalities. Thanks to this network construction, research became possible on a dynamic network of connected municipal nodes at a national level over the period from 1830 to 2019 (Chapter 6). By connecting the population data, area data and municipal merger data of all Dutch municipalities, we discovered that the logarithm of the municipal area and population size yields an almost linear difference equation over time. Research into the municipal merger process over the period 1830-2019 has shown that 873 of the 1228 Dutch municipalities have merged into adjacent larger municipalities with a larger population. Our simulation of municipality mergers based on network effects caused by population growth by municipality resulted in a county-level predictive accuracy of $91.7 \%$ over a 200-year period. Suppose every node within a network exhibits linear internal dynamics of a specific order, and the dynamic interactions between these nodes are also linear. In that case, the entire network conforms to a collection of linear differential equations (Chapter 7). Our study offers an analytical solution for the comprehensive network dynamics in state space form, achieved by merging the fundamental topology and internal linear dynamics of every individual node.

## SAMENVATTING

Het concept van een netwerk, gedefinieerd als verzameling van verbonden nodes, is het fundament geworden voor het domein der netwerkwetenschap. Ondanks de klaarblijkelijke eenvoud van dit concept levert de paarsgewijze representatie van verbonden nodes waardevolle inzichten op over netwerkstructuren en de interactie effecten hiervan op dynamische processen. Deze generalisatie van het netwerk concept heeft de weg geopend naar nieuwe onderzoeksmethoden met het doel om complexe systemen te begrijpen. Bijvoorbeeld voor sociale, economische en biologische netwerken is onderzoek mogelijk geworden naar de fundamentele mechanismen onder deze systemen. De netwerkwetenschap is een dynamisch onderzoeksdomein geworden dat de ontwikkeling van nieuwe theoretische kaders, rekenhulpmiddelen en empirische methoden oplevert die continu de grenzen verleggen van kennis en begrip in vele toegepaste onderzoeksen engineering domeinen.

Het eerste deel van deze thesis gaat over structuureigenschappen van complexe netwerken en hun praktische toepassingen. We demonstreren dat het mogelijk is om met de orthogonale eigenvectoren van de adjacency matrix van een simpele, ongewogen en ongerichte graaf, deze graaf te reconstrueren, al is het niet altijd op een unieke manier (hoofdstuk 2). Deze observatie heeft geleid tot onderzoek aan co-eigenvector grafen. Co-eigenvector grafen hebben gelijke eigenvectoren maar hebben verschillende eigenwaarden. Co-eigenvector grafen kunnen beschouwd worden als tegenhangers van cospectrale grafen, die gelijke eigenwaarden hebben maar verschillende eigen-vectoren bezitten. In een ongewogen graaf kan het aantal wandelingen van een bepaalde lengte tussen node paren uitgedrukt worden in termen van de corresponderende kracht van de adjacency matrix. Echter, het afleiden van een vergelijkbare oplossing voor het bepalen van het aantal paden is aanzienlijk complexer (hoofdstuk 3). We presenteren drie verschillende analytische oplossingen in matrix vorm voor het berekenen van het aantal paden van alle denkbare lengtes tussen node paren, gebruikmakend van verschillende typen wandelingen waarbij principes uit het wiskundige gebied van de combinatoriek worden toegepast. De computationele complexiteit van deze oplossingen varieert afhankelijk van de dichtheid van een graaf. De metriek van de effectieve weerstand die een geheel netwerk karakteriseert zoals waargenomen vanuit het gezichtspunt van twee gegeven nodes, vertegenwoordigt een krachtig hulpmiddel voor de aanpak van een breed scala aan uitdagingen in de netwerktheorie. In hoofdstuk 4 benutten we informatie, zoals besloten in de effectieve weerstand, om het inverse kortste pad probleem op te lossen, waarin een gewogen graaf wordt gezocht die voldoet aan gegeven bovengrenzen van de gewichten van de kortste paden tussen node paren met netwerk dichtheid als kritische overweging. In aanvulling stellen we een nieuw graaf dichtheidsalgoritme voor dat op een stapsgewijze manier selectief linken verwijdert uit een ongewogen graaf met het doel om de effectieve weerstand van de resulterende graaf te minimaliseren of te maximaliseren.

Het tweede deel van deze thesis gaat over lineaire processen in complexe netwerken en het verkennen van hun eigenschappen en toepassingen. Onze research laat zien dat een proces van aantrekken en afstoten tussen twee aangrenzende nodes op een een-dimensionele lijn, gebaseerd op gelijkenis van hun community, de nodes behorend tot dezelfde community effectief kan groeperen (hoofdstuk 5). Ons lineaire clusterproces produceert meer accurate partities dan de meeste prevalente op modulariteit gebaseerde clustermethoden (bekend uit de literatuur) bij vergelijkbare rekencomplexiteit. Een empirisch deel van onze research op het gebied van processen in complexe netwerken werd mogelijk dankzij onze netwerkconstructie op basis van een unieke data set die van elke afzonderlijke gemeente de oppervlakte, de bevolking en de geografisch aangrenzende buurgemeenten bevat. Dankzij deze netwerkconstructie werd onderzoek mogelijk aan een dynamisch netwerk van verbonden gemeentelijke nodes op nationaal niveau over de periode van 1830 tot en met 2019 (hoofdstuk 6). Door van alle Nederlandse gemeenten de bevolkings data, oppervlakte data en gemeentefusie data te verbinden, hebben we ontdekt dat de logaritme van de gemeentelijke oppervlakte en de bevolkingsomvang een vrijwel lineaire verschil vergelijking over de tijd oplevert. Uit onderzoek aan het gemeente fusieproces over de periode 1830-2019 is gebleken dat 873 van de 1228 Nederlandse gemeenten zijn opgegaan in aangrenzende grotere gemeenten met een grotere bevolksomvang. Onze simulatie van gemeentefusies op basis van netwerkeffecten die zijn veroorzaakt door bevolkingsgroei per gemeente, resulteerde in een voorspellende nauwkeurigheid van $91.7 \%$ op provinciaal niveau over een periode van 200 jaar. Stel dat elke node in een netwerk specifieke lineaire interne dynamiek laat zien en dat de dynamische interactie tussen deze nodes ook lineair is; in dat geval conformeert het gehele netwerk zich aan een verzameling lineaire differentiaalvergelijkingen (hoofdstuk 7). Onze research biedt een analytische oplossing voor de netwerk dynamiek in state space vorm voor het gehele netwerk, bereikt door samenvoegen van de fundamentele topologie en interne lineaire dynamiek van elke individuele node.

## 1

## INTRODUCTION

Of all the frictional resistances, the one that most retards human movement is ignorance.

Nikola Tesla

NETWORKS [1, 2] abound and increasingly shape our world, ranging from infrastructural networks (transportation, telecommunication, power grids, water, etc.) over social networks to brain and biological networks. In network science, a network generally consists of the underlying topology, defined by a graph and the dynamic process on the network.

### 1.1. TOPOLOGY AND SPECTRUM OF A GRAPH

The inception of modern graph theory can be traced back to Euler's work on the Konigsberg seven-bridge problem [3]. Since then, the concept of a graph has garnered the attention of researchers from a diverse range of disciplines due to its versatility. In this thesis, we specifically consider simple graphs, which are graphs that do not contain selfloops or multiple links. The adjacency matrix is the most straightforward way to represent the topology of a graph. This matrix captures node-pair connections and is known as the topology domain. When raised to a particular power, the adjacency matrix of an undirected graph contains information about the number of walks between node pairs of the corresponding length [4]. Eigenvalue decomposition of the adjacency matrix provides an equivalent graph representation, referred to as the spectral domain. In the case of a linear process on a network, the eigenvalues of the governing graph-based matrix determine how the process evolves along orthogonal directions, defined by the corresponding eigenvectors. Additionally, graph spectra play an essential role in analysing different nonlinear processes taking place on networks, such as synchronisation [5], epidemic spreading [6], and more. In addition to the topology and spectral domains, a third
equivalent representation exists, called the geometric domain. In this domain, each possibly weighted undirected graph in this domain is a simplex in Euclidean space [7].

The community structure is one of the most crucial topological features of networks. Identifying communities and their corresponding hierarchical structure in real-world networks has been a topic of active research for several decades [8] and is essential in many applications. However, there is no single, precise definition of a community [ 9 , 10]. In network science, a community is defined as a set of nodes that share links primarily with one another, with only a minority of links shared with other nodes in the network. Modularity, proposed by Newman and Girvan [11], is a commonly used quality function for a given graph partition. It compares the number of links between nodes from the same community with the expected number of intra-community links in a network with randomly connected nodes. The clustering problem is very challenging and remains an active topic of research. Numerous approaches have been proposed based on modularity optimisation [12-14], spectral decomposition of a graph-related matrix [15-19], and different processes taking place on networks, such as Potts models [20], superparamagnetic clustering [21], and finding attractors of dynamics [22].

Effective resistance is another key topological feature of networks that has gained increasing attention from researchers over time [23]. Originating from electrical systems theory, the concept of effective resistance between a pair of nodes specifies how power dissipates over the entire network as electrical energy is transmitted between the nodes. The concept is highly relevant to general network theory because effective resistance, as a metric, provides a description of the entire network from the perspective of two nodes. Therefore, effective resistance has found application in numerous graph problems, such as graph sparsification [24], random walks [25], and clustering [26].

The study of the topological and spectral properties of networks has provided a wealth of insights into how network topology affects its operation. These findings have also led to the development of the inverse approach, which involves recovering a network from its topological features. Inverse graph problems can be addressed when certain information about a graph's topology or spectrum is provided. The inverse shortest path problem (ISPP) is one such problem, which assumes that the upper bounds of the shortest path weights between node pairs are known, and aims to reconstruct a weighted graph (with as few edges as possible) with the same shortest path weight distribution. ISPP is a generally NP-hard problem. However, if the shortest path weights are computed for a tree graph, an analytical solution can be obtained using an analogy with the electric network of resistors [27]. A common approach for solving inverse graph problems is the iterative addition or removal of links. Therefore, graph sparsification approaches are crucial for inverse graph problems. Graph sparsification involves removing links from a graph and redistributing link weights in a way that minimises the change in a specific network metric, such as eigenvalues of the adjacency matrix or effective graph resistance. Various stochastic approaches have been proposed that utilise either effective resistance [24, 28, 29] or the graph spectrum [30].

### 1.2. DYNAMIC PROCESSES ON A NETWORK

Newman [31] observed that the progress in analysing the structural properties of the network has been faster than the one related to the dynamics taking place on the network.

Barzel, Harush et al. [32-34] showed that, while many real networks tend to have similar (universal) structural properties, there exist classes of dynamical processes that exhibit fundamentally different flow patterns. During the last two decades, dynamical processes on complex networks such as phase transitions [35], percolation [36], synchronization [37], diffusion [38], epidemic spreading [39-42], collective behaviour [43] and traffic [44] have been intensively researched [45].

The network dynamics depend on the network topology and the type of dynamic interaction between the nodes. The interplay between the network topology and dynamics has been an active field of scientific research in the past two decades [45]. The dynamics of the real-world networks are non-linear, and their underlying topology is time-varying [46]. However, complex networks with linear dynamics have been intensively researched recently [47, 48]. Linear processes on networks allow for the analytic solution of the dynamics evolution over time, using the eigenvalue decomposition. In addition, networked systems with linear dynamics allow for hierarchical structuring, i.e. providing the analytic solution for the network's system dynamics on different aggregation levels, without losing any information about individual systems dynamics [49].

### 1.3. Notation

The following notation is used throughout this thesis. The $N \times 1$ all-one vector is denoted as $u$, the $N \times N$ identity matrix is denoted as $I$, while the $m \times m$ all-one matrix is denoted as $J$. The $N \times N$ diagonal matrix $\operatorname{diag}(x)$ contains the $N \times 1$ vector $x$ on its main diagonal. The $N \times 1$ basic vector $e_{i}$ contains only one non-zero element $\left(e_{i}\right)_{i}=1$. The Hadamard product of two matrices with the same dimensions is denoted as $\circ$ and defines the element-wise product of the two matrices.

A graph $G(\mathscr{N}, \mathscr{L})$ consists of a set $\mathscr{N}$ of $N=|\mathscr{N}|$ nodes and a set $\mathscr{L}$ of $L=|\mathscr{L}|$ links and is defined by the $N \times N$ adjacency matrix $A$, where $a_{i j}=1$ if node $i$ and node $j$ are connected by a link, otherwise $a_{i j}=0$. The $N \times 1$ degree vector $d$ obeys $A \cdot u$, while the corresponding $N \times N$ degree diagonal matrix is denoted by $\Delta=\operatorname{diag}(d)$.

### 1.4. Document Structure

This thesis consists of three parts, further divided into several chapters.
I. Topology and Spectrum of Graphs The first part consists of three chapters and deals with networks' topological and spectral properties. In Chapter 2, we demonstrate that a simple non-empty graph can be recovered, not necessarily uniquely, given the orthogonal eigenvectors of its adjacency matrix. As a consequence of this theorem, we introduce co-eigenvector graphs, which share the same eigenvectors but possess different eigenvalues. Co-eigenvector graphs form a duality with co-spectral graphs that share the same eigenvalues but possess different eigenvectors. We also provide an analysis of the properties of co-eigenvector graphs. Chapter 3 provides three different analytical solutions for the number of paths of a certain length between node pairs in a matrix form based on different types of walks. In addition, we propose an iterative algorithm that enumerates all possible paths between node pairs. A range of insights into how network topology impacts processes on the network motivates the inverse problem formulation; given the
desired performance or topological properties, how can we infer a network that satisfies given constraints? In Chapter 4, we utilise information captured by effective resistance while solving inverse graph problems. First, we consider graph sparsification, an iterative procedure or removing links from a graph, such that the spectrum of the reduced graph is as close as possible to the spectrum of the original graph. We propose a deterministic graph sparsification algorithm based on effective graph resistance, which removes links from a graph by either minimising or maximising the effective graph resistance of the graph. Another application of removing links from the graph is while solving the inverse shortest path problem, where the aim is to reconstruct a graph that satisfies given upper bounds on the shortest path weights between node pairs. Chapter 4 proposes an iterative algorithm for the inverse shortest path problem, utilising the information captured by the effective resistance between node pairs. The algorithm begins with the complete weighted graph, iteratively removes links, and redistributes link weights as long as given bounds are met. When the upper bounds for the shortest path weights are generated from a sparse graph, the proposed algorithm achieves phenomenal results by recovering the same weighted graph most of the time.
II. Linear Processes on Networks The second part of this thesis consists of three chapters, which explore dynamic processes on networks at different aggregation scales. Chapter 5 presents a linear clustering process on a network that governs nodal positions on a one-dimensional line. This is achieved through attraction and repulsion forces between adjacent nodes, with intensity proportional to the number of common and different neighbours, respectively. We estimate the number of clusters and each node's cluster membership based on their position. Chapter 6 analyses collected macroscopic measurements of population and area per Dutch municipality in the period 1830-2019. We apply Network Science and reconstruct the Dutch Municipality Network in each year of the researched period, where two municipalities are connected if they share a common border. From the evolution of the population and area distribution over time, we infer the impact of the underlying governing processes (such as the municipality merging process, population increase and people migration process) on the Dutch Municipality Network. In addition, we propose a model of the Dutch Municipality Network, composed of linear processes on the network, that achieves phenomenal prediction accuracy on a province level. In Chapter 7, we present a general solution for aggregating the dynamics of networked linear systems without losing any information about the dynamics of individual systems. Therefore, when individual systems perform linear dynamics and their interactions are linear, we propose an analytical solution for the dynamics of the networked system at different aggregation scales. Our solution allows for hierarchical structuring of networked linear systems.


## Topological and Spectral Properties of Graphs

## 2

# Co-EIGENVECTOR GRAPHS 


#### Abstract

If we knew what it was we were doing, it would not be called research, would it?


Albert Einstein

Except for the empty graph, we show that the orthogonal matrix $X$ of the adjacency matrix A determines that adjacency matrix completely, but not always uniquely. The proof relies on interesting properties of the Hadamard product $\Xi=X \circ X$. As a consequence of the theory, we show that irregular co-eigenvector graphs exist only if the number of nodes $N \geq 6$. Co-eigenvector graphs possess the same orthogonal eigenvector matrix $X$, but different eigenvalues of the adjacency matrix. Co-eigenvector graphs are the dual of co-spectral graphs, that share all eigenvalues of the adjacency matrix, but possess a different orthogonal eigenvector matrix. We deduce general properties of co-eigenvector graph and start to enumerate all co-eigenvector graphs on $N=6$ and $N=7$ nodes. Finally, we list many open problems.

[^0]
### 2.1. Introduction

A graph $G(\mathscr{N}, \mathscr{L})$ is composed of a set $\mathscr{N}$ of $N=|\mathscr{N}|$ nodes and a set $\mathscr{L}$ of $L=|\mathscr{L}|$ links. An undirected and unweighted graph with $N$ nodes can be represented by a $N \times N$ symmetric adjacency matrix $A$. The element $a_{i j}$ of the adjacency matrix $A$ equals $a_{i j}=1$ if there exists a link between node $i$ and $j$, else $a_{i j}=0$. We exclude self-loops, implying that $A$ has zero diagonal elements, i.e. $a_{j j}=0$ for $1 \leq j \leq N$. We call a graph simple if it is undirected without self-loops. Just as any symmetric matrix, the symmetric, zero-one adjacency matrix $A$ possesses the eigenvalue decomposition

$$
\begin{equation*}
A=X \Lambda X^{T} \tag{2.1}
\end{equation*}
$$

as reviewed in the introduction of [51] and in Section 2.2. The equality in (2.1) implies that all information at the left-hand side, that we call the topology domain, is also contained in the right-hand side, that we call the spectral domain. Most insight so far in graphs is gained in the topology domain that allows a straightforward drawing of a graph: nodes are interconnected by links and the picture of a graph is attractive and understandable to humans. The spectral domain, consisting of the set of orthogonal and normalized eigenvectors $x_{1}, x_{2}, \ldots, x_{N}$ stored as columns in the orthogonal eigenvector matrix $X$ in (2.1) and the corresponding set of eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ stored in the eigenvalue vector $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ in $\Lambda=\operatorname{diag}(\lambda)$, is less intuitive for humans; the meaning of an eigenvector and eigenvalue of a graph is not obvious. However, as mentioned in the preface of [51], the relation $A=X \Lambda X^{T}$ represents a transformation of a similar nature as a Fourier transform, which suggests that some information is better or more adequately accessible in one domain and other information in the other domain. Besides the topology domain and the spectral domain, there exists a third equivalent representation, called the geometric domain, where each, possibly weighted, undirected graph is a simplex in the $N-1$ dimensional Euclidean space [7].

Most of the spectral results are obtained for eigenvalues, in particular, for the largest eigenvalue or spectral radius [52]. While the number of mathematical results on other eigenvalues is already considerably less than for the spectral radius, results on eigenvectors are scarce [53, 54].

Earlier, Haemers and Van Dam [55] have conjectured that, when the number of nodes $N \rightarrow \infty$, the eigenvalue vector $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ characterizes the graph almost surely, i.e. the probability that eigenvalue vector $\lambda$ determines the graph tends to 1 . The Haemers and Van Dam conjecture practically means that the eigenvalue vector $\lambda$ is a fingerprint of a real-world, large graph, that is comparable to a photoluminescence spectrum of a material (see e.g. [56]). Here, we present a kind of dual of the Haemers and Van Dam conjecture and concentrate on the orthogonal eigenvector matrix $X$ in (2.1) rather than on the eigenvalue vector $\lambda$. In particular, in Appendix B.2, we will prove

Theorem 1 The orthogonal eigenvector matrix $X$ of the adjacency matrix $A$ of an undirected, simple graph completely specifies that graph, except for the empty graph.

Theorem 1 should be understood as "Given the orthogonal eigenvector matrix $X$ of the adjacency matrix $A$ of an undirected, simple (i.e. without self-loops) graph, then that adjacency matrix $A$ can be retrieved". Since the empty graph trivially possesses any
orthogonal $X$ matrix with eigenvalue vector $\lambda=0$, we exclude this extreme case. "Completely" means that the precise adjacency matrix is recovered, in contrast to a partial or approximated one as in network inference methods that estimate the most likely underlying graph. Section 2.4 discusses consequences of Theorem 1: we will show that coeigenvector graphs exist and that the orthogonal eigenvector matrix $X$ does not always "uniquely" specifies a graph, because different graphs can possess the same orthogonal eigenvector matrix $X$.

Before turning to the proof of Theorem 1 in Appendix B. 2 and its consequences in Section 2.4, we briefly review the orthogonal eigenvector matrix $X$ of a symmetric matrix in Section 2.2, introduce the Hadamard product $\Xi=X \circ X$ and derive some properties of the matrix $\Xi$ in Appendix B.1, which we apply to the adjacency matrix of an undirected graph in Section 2.3. Section 2.5 deduces general properties of co-eigenvector graphs, for both regular and irregular graphs. Section 2.6 enumerates nearly all co-eigenvector graphs on $N=6$ and $N=7$ nodes. For $N<6$, our enumeration algorithm did not find irregular co-eigenvector graphs. Proceeding with a higher number $N$ of nodes rapidly becomes computationally challenging due to the huge increase in the number of unlabeled graph on $N$ nodes. Section 2.7 concludes and poses many open problems.

### 2.2. EIGENVECTORS AND EIGENVALUES: BRIEF REVIEW

Following the notation of [51], we denote by $x_{k}$ the $N \times 1$ eigenvector of the symmetric matrix $A$ belonging to the eigenvalue $\lambda_{k}$, normalized so that $x_{k}^{T} x_{k}=1$. In this Section 2.2, $A$ is any symmetric matrix and not necessarily equal to the adjacency matrix. The eigenvalues of an $N \times N$ symmetric matrix $A=A^{T}$ are real and can be ordered as $\lambda_{1} \geq$ $\lambda_{2} \geq \ldots \geq \lambda_{N}$. Let $X$ be the orthogonal matrix with eigenvectors of $A$ in the columns,

$$
X=\left[\begin{array}{lllll}
x_{1} & x_{2} & x_{3} & \cdots & x_{N}
\end{array}\right]
$$

or explicitly in terms of the $m$-th component $\left(x_{j}\right)_{m}$ of eigenvector $x_{j}$,

$$
X=\left[\begin{array}{ccccc}
\left(x_{1}\right)_{1} & \left(x_{2}\right)_{1} & \left(x_{3}\right)_{1} & \cdots & \left(x_{N}\right)_{1}  \tag{2.2}\\
\left(x_{1}\right)_{2} & \left(x_{2}\right)_{2} & \left(x_{3}\right)_{2} & \cdots & \left(x_{N}\right)_{2} \\
\left(x_{1}\right)_{3} & \left(x_{2}\right)_{3} & \left(x_{3}\right)_{3} & \cdots & \left(x_{N}\right)_{3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left(x_{1}\right)_{N} & \left(x_{2}\right)_{N} & \left(x_{3}\right)_{N} & \cdots & \left(x_{N}\right)_{N}
\end{array}\right]
$$

where the element $X_{i j}=\left(x_{j}\right)_{i}$.
The relation $X^{T} X=I=X X^{T}$ (see e.g. [51, p. 223]) expresses, in fact, double orthogonality. The first equality $X^{T} X=I$ translates, with the Kronecker delta $\delta_{k m}=0$ if $k \neq m$, otherwise $\delta_{k m}=\delta_{m m}=1$, to the well-known orthogonality relation

$$
\begin{equation*}
x_{k}^{T} x_{m}=\sum_{j=1}^{N}\left(x_{k}\right)_{j}\left(x_{m}\right)_{j}=\delta_{k m} \tag{2.3}
\end{equation*}
$$

stating that the eigenvector $x_{k}$ belonging to eigenvalue $\lambda_{k}$ is orthogonal to any other eigenvector belonging to a different eigenvalue. The second equality $X X^{T}=I$, which
arises from the commutativity of the inverse matrix $X^{-1}=X^{T}$ with the matrix $X$ itself, can be written as $\sum_{j=1}^{N}\left(x_{j}\right)_{m}\left(x_{j}\right)_{k}=\delta_{m k}$ and suggests us to define the row vector in $X$ as $y_{m}=\left(\left(x_{1}\right)_{m},\left(x_{2}\right)_{m}, \ldots,\left(x_{N}\right)_{m}\right)$. Then, the second orthogonality condition $X X^{T}=I$ implies orthogonality of the vectors

$$
\begin{equation*}
y_{l}^{T} y_{j}=\sum_{k=1}^{N}\left(x_{k}\right)_{l}\left(x_{k}\right)_{j}=\delta_{l j} \tag{2.4}
\end{equation*}
$$

The eigenvalue equation $A x_{k}=\lambda_{k} x_{k}$ is written in matrix form for all eigenvectors as $A X=X \Lambda$. After right-multiplying both sides in $A X=X \Lambda$ by $X^{T}$ and invoking the orthogonality relation $X X^{T}=I$, we obtain the matrix equation $A=X \Lambda X^{T}$ in (2.1), where $\Lambda=\operatorname{diag}(\lambda)$ is an $N \times N$ diagonal matrix with $\Lambda_{k k}=\lambda_{k}$.

The $N \times N$ matrix $\Xi=X \circ X$, where $\circ$ denotes the Hadamard product ${ }^{1}$,

$$
\Xi=\left[\begin{array}{ccccc}
\left(x_{1}\right)_{1}^{2} & \left(x_{2}\right)_{1}^{2} & \left(x_{3}\right)_{1}^{2} & \cdots & \left(x_{N}\right)_{1}^{2}  \tag{2.5}\\
\left(x_{1}\right)_{2}^{2} & \left(x_{2}\right)_{2}^{2} & \left(x_{3}\right)_{2}^{2} & \cdots & \left(x_{N}\right)_{2}^{2} \\
\left(x_{1}\right)_{3}^{2} & \left(x_{2}\right)_{3}^{2} & \left(x_{3}\right)_{3}^{2} & \cdots & \left(x_{N}\right)_{3}^{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left(x_{1}\right)_{N}^{2} & \left(x_{2}\right)_{N}^{2} & \left(x_{3}\right)_{N}^{2} & \cdots & \left(x_{N}\right)_{N}^{2}
\end{array}\right]
$$

will play an important role in this chapter.

### 2.3. The matrix $\Xi=X \circ X$ of the adjacency matrix

When applying the general theory in Appendix B. 1 to the adjacency matrix $A$, formula (B.4) for integer powers $f(z)=z^{k}$ leads to nice formulae. Indeed, for $k=0$, we find from (B.1) the second orthogonality relation (2.4); for $k=1$ (since $a_{j j}=0$, from which $\left.\operatorname{trace}(A)=\sum_{j=1}^{N} \lambda_{j}=0\right)$

$$
\begin{equation*}
0=\sum_{k=1}^{N} \lambda_{k}\left(x_{k}\right)_{j}^{2} \text { and } 0=\Xi \lambda \tag{2.6}
\end{equation*}
$$

that appeared earlier in [51, p. 229], while for $k=2$ (since the degree of node $j$ is $d_{j}=$ $\left.\left(A^{2}\right)_{j j}\right)$

$$
\begin{equation*}
d_{j}=\sum_{k=1}^{N} \lambda_{k}^{2}\left(x_{k}\right)_{j}^{2} \text { and } d=\Xi \lambda^{2} \tag{2.7}
\end{equation*}
$$

For any adjacency matrix $A$ without self-loops (i.e. $a_{j j}=0$ for each $1 \leq j \leq N$ ), the instance (2.6)

$$
\begin{equation*}
\Xi \lambda=0 \tag{2.8}
\end{equation*}
$$

is the special case of the eigenvalue equation (B.10), where the eigenvalue vector $\lambda=$ ( $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}$ ) of the adjacency matrix $A$ is the eigenvector of $\Xi$ corresponding to eigenvalue zero. Lemma 22 states that $\lambda^{T} u=0$ or $\sum_{j=1}^{N} \lambda_{j}=0$. In addition, (B.10) implies that $\operatorname{det}(\Xi)=0$, which is equivalent to the fact that $\operatorname{rank}(\Xi) \leq N-1$. Thus, the rank of the matrix $\Xi$ for an adjacency matrix is at most $N-1$.

[^1]The general relation (B.7) simplifies for the adjacency matrix $A$ to

$$
\left[\begin{array}{ccccccc}
1 & 0 & d_{1} & \cdots & \left(A^{k}\right)_{11} & \cdots & \left(A^{N-1}\right)_{11}  \tag{2.9}\\
1 & 0 & d_{2} & \cdots & \left(A^{k} k\right) & \cdots & \left(A^{N-1}\right)_{22} \\
1 & 0 & d_{3} & \cdots & \left(A^{k}\right)_{33} & \cdots & \left(A^{N-1}\right)_{33} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & 0 & d_{N} & \cdots & \left(A^{k}\right)_{N N} & \cdots & \left(A^{N-1}\right)_{N N}
\end{array}\right]=\Xi \cdot\left[\begin{array}{ccccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{k} & \cdots & \lambda_{1}^{N-1} \\
1 & \lambda_{2} & \lambda_{2}^{2} & \cdots & \lambda_{2}^{k} & \cdots & \lambda_{N}^{N-1} \\
1 & \lambda_{3} & \lambda_{3}^{2} & \cdots & \lambda_{3}^{k} & \cdots & \lambda_{3}^{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
1 & \lambda_{N} & \lambda_{N}^{2} & \cdots & \lambda_{N}^{k} & \cdots & \lambda_{N}^{N-1}
\end{array}\right]
$$

where $\left(A^{k}\right)_{j j}$ equals the number of closed walks of length $k$ from node $j$ and back to node $j$.

### 2.3.1. EXAMPLES OF PARTICULAR GRAPHS

(a) In a line topology or path on $N$ nodes, only even closed walks are possible and $\left(A^{k}\right)_{j j}=$ 0 for odd $k$. For finite $N$ and even $k$, symmetry is broken and $\left(A^{k}\right)_{j j} \neq\left(A^{k}\right)_{l l}$ for any pair $(l, j)$ of nodes, due to the end nodes. Since all eigenvalues of the adjacency matrix of a path graph are distinct [51, p. 124], we deduce from (2.9) and (B.9) that $\operatorname{rank}\left(\Xi_{\text {path }}\right)=$ $\left[\frac{N}{2}\right]$, where $[x]$ is the integer part of the real number $x$. The same result, $\operatorname{rank}\left(\Xi_{\text {path }}\right)=$ $\left[\frac{N}{2}\right]$, can also be obtained from the explicit analytic expression (e.g. [51, p. 124]) for the orthogonal eigenvector matrix $X_{\text {path }}$.
(b) For a regular graph with degree $r$, the degree vector is $d=r . u$ and the first and third column in the non-negative matrix $Y$ in (B.8) are dependent. Hence, $\operatorname{rank}(Y)$ is at most $N-2$ for regular graphs, but $\operatorname{rank}(\Xi)$ can still be $N-1$ as shown in (c) below.
(c) The adjacency matrix of the complete graph $A_{K_{N}}=J-I$, where $J=u . u^{T}$ is the allone matrix. For the complete graph $K_{N}$, the matrix $Y$ - the left-hand side matrix in (2.9) can be computed analytically, because $\left(A_{K_{N}}^{k}\right)_{j j}=(J-I)_{j j}^{k}=\frac{1}{N}\left((N-1)^{k}-(-1)^{k}\right)+(-1)^{k}$, which is the same for any node $j$, as

$$
Y_{K_{N}}=\left[\begin{array}{lllllll}
u & 0 & (N-1) u & \cdots & \left(\frac{(N-1)^{k}-(-1)^{k}}{N}+(-1)^{k}\right) u & \cdots & \left((J-I)_{j j}^{N-1}\right) u
\end{array}\right]
$$

Since all columns are multiples of the all-one vector $u$, we find that $\operatorname{rank}\left(Y_{K_{N}}\right)=1$. The adjacency matrix $A_{K_{N}}=J-I$ of the complete graph $K_{N}$ has two eigenvalues: $N-1$ belonging to eigenvector $x_{1}=u$ and -1 with multiplicity $N-1$. Hence, the rank of the Vandermonde matrix $V$ in (B.7) is $\operatorname{rank}(V)=2$ and (B.7) is not effective to determine $\operatorname{rank}(\Xi)$. Fortunately, the orthogonal eigenvector matrix of adjacency matrix $A_{K_{N}}=J-I$ can be computed analytically, in at least two ways.

The eigenvalue equation for $\lambda=-1$ is $(J-I) x=-x$, which is equivalent to $0=J x=$ $u . u^{T} x$. Hence, any set of $N-1$ independent vectors $\left\{x_{2}, x_{3}, \ldots, x_{N}\right\}$ with a component sum equal to zero is possible. In other words, there are infinitely many orthogonal $X$ matrices for the complete graph $K_{N}$. Perhaps, the simplest not normalized eigenvector for the complete graph $K_{N}$ is

$$
\widetilde{x}_{j}=e_{j}-\frac{1}{j-1} \sum_{m=1}^{j-1} e_{m} \quad \text { for } j>1
$$

where $e_{j}$ is the basic vector with component $\left(e_{j}\right)_{k}=\delta_{j k}$. The eigenvector $\tilde{x}_{j}$ satisfies the eigenvalue equation $(J-I) \widetilde{x}_{j}=-\widetilde{x}_{j}$ or $J \widetilde{x}_{j}=0$, because $J e_{j}=u$. In addition, using
$e_{m}^{T} e_{k}=\delta_{m k}$, the scalar product $\widetilde{x}_{j}^{T} \widetilde{x}_{k}=\delta_{j k}$ is

$$
\begin{aligned}
\widetilde{x}_{j}^{T} \widetilde{x}_{k} & =\left(e_{j}^{T}-\frac{1}{j-1} \sum_{m=1}^{j-1} e_{m}^{T}\right)\left(e_{k}-\frac{1}{k-1} \sum_{l=1}^{k-1} e_{l}\right) \\
& =e_{j}^{T} e_{k}-\frac{1}{k-1} \sum_{l=1}^{k-1} e_{j}^{T} e_{l}-\frac{1}{j-1} \sum_{m=1}^{j-1} e_{m}^{T} e_{k}+\frac{1}{j-1} \frac{1}{k-1} \sum_{m=1}^{j-1} \sum_{l=1}^{k-1} e_{m}^{T} e_{l} \\
& =\delta_{j k}-\frac{1}{k-1} \sum_{l=1}^{k-1} \delta_{j l}-\frac{1}{j-1} \sum_{m=1}^{j-1} \delta_{m k}+\frac{1}{j-1} \frac{1}{k-1} \sum_{m=1}^{j-1} \sum_{l=1}^{k-1} \delta_{m l} \\
& =\delta_{j k}-\frac{1}{k-1} 1_{\{j \in[1, k-1]\}}-\frac{1}{j-1} 1_{\{k \in[1, j-1]\}}+\frac{1}{j-1} \frac{1}{k-1} \sum_{m=1}^{j-1} 1_{\{m \in[1, k-1]\}}
\end{aligned}
$$

If $j=k$, then

$$
\tilde{x}_{k}^{T} \widetilde{x}_{k}=1+\frac{1}{(k-1)^{2}} \sum_{m=1}^{k-1} 1_{\{m \in[1, k-1]\}}=1+\frac{1}{k-1}=\frac{k}{k-1}
$$

Without loss of generality, we may assume that $j<k$ (else interchange $j$ and $k$ ) and then, with $\sum_{m=1}^{j-1} 1_{\{m \in[1, k-1]\}}=j-1$, we find

$$
\tilde{x}_{j}^{T} \widetilde{x}_{k}=-\frac{1}{k-1}+\frac{1}{j-1} \frac{1}{k-1} \sum_{m=1}^{j-1} 1_{\{m \in[1, k-1]\}}=0
$$

Hence, the normalized eigenvector $x_{j}=\frac{\tilde{x}_{j}}{\sqrt{\widetilde{x}_{j}^{T} \widetilde{x}_{j}}}=\sqrt{\frac{j-1}{j}} e_{j}-\frac{1}{\sqrt{j(j-1)}} \sum_{m=1}^{j-1} e_{m}$ and the corresponding orthogonal eigenvector matrix for the complete graph $K_{N}$ is

$$
X_{K_{N}}=\left[\begin{array}{ccccccc}
\frac{1}{\sqrt{N}} & -\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & -\frac{1}{2 \sqrt{3}} & -\frac{1}{2 \sqrt{5}} & \cdots & -\frac{1}{\sqrt{N(N-1)}}  \tag{2.10}\\
\frac{1}{\sqrt{N}} & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{6}} & -\frac{1}{2 \sqrt{3}} & -\frac{1}{2 \sqrt{5}} & \cdots & -\frac{1}{\sqrt{N(N-1)}} \\
\frac{1}{\sqrt{N}} & 0 & \sqrt{\frac{2}{3}} & -\frac{1}{2 \sqrt{3}} & -\frac{1}{2 \sqrt{5}} & \cdots & -\frac{1}{\sqrt{N(N-1)}} \\
\frac{1}{\sqrt{N}} & 0 & 0 & \frac{\sqrt{3}}{2} & -\frac{1}{2 \sqrt{5}} & \cdots & -\frac{1}{\sqrt{N(N-1)}} \\
\frac{1}{\sqrt{N}} & 0 & 0 & 0 & \sqrt{\frac{5}{6}} & \cdots & -\frac{1}{\sqrt{N(N-1)}} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{1}{\sqrt{N}} & 0 & 0 & 0 & 0 & \cdots & \frac{N-1}{\sqrt{N}}
\end{array}\right]
$$

and the rank of the corresponding matrix $\Xi_{K_{N}}=X_{K_{N}} \circ X_{K_{N}}$ is $\operatorname{rank}\left(\Xi_{K_{N}}\right)=N-1$. Barik et al. [58] have shown that only regular graphs, such as the complete graph $K_{N}$, for $N=4 k$ and $k \in \mathbb{N}_{0}$, and the regular bipartite graph $K_{2 k, 2 k}$, are diagonalizable by a Hadamard matrix. An $n \times n$ Hadamard matrix $H_{n}$ has as elements either -1 and 1 and obeys $H_{n} H_{n}^{T}=$ $n I_{n}$, where the order $n$ can only be $n=1,2$ or $n=4 k$, subject to the fact that Hadamard's conjecture, namely that there exist a Hadamard matrix $H_{4 k}$ for each integer $k$, holds. Hadamard's conjecture is still an open, unsolved problem. The normalized matrix $X_{n}=$ $\frac{1}{\sqrt{n}} H_{n}$ is an orthogonal matrix, from which it follows that $\operatorname{det} H_{n}=n^{\frac{n}{2}}$, which is maximal among all $n \times n$ matrices with elements in absolute value less than or equal to 1 and the
latter class includes all orthogonal matrices. Any relabeling (permutation of rows and columns) of a Hadamard matrix is again a Hadamard matrix; multiplying any row or column by -1 preserves the Hadamard properties. Following Barik et al. [58], let $H_{n}=[u \mid \widetilde{H}]$ so that $H_{n} e_{1}=u$. Consider the diagonal matrix $D=I-e_{1} e_{1}^{T}$, then

$$
H_{n} D H_{n}^{T}=H_{n} H_{n}^{T}-H_{n} e_{1}\left(H_{n} e_{1}\right)^{T}=n I_{n}-u \cdot u^{T}=n I-J
$$

Hence, the Laplacian matrix of the complete graph $K_{n}$ is $Q_{K_{n}}=n I-J=H_{n} D H_{n}^{T}$. Since $K_{n}$ is a regular graph, the eigenvectors of the Laplacian $Q$ and the adjacency matrix $A$ are the same ${ }^{2}$. In conclusion, any Hadamard matrix with $H_{n} e_{1}=u$ provides the orthogonal matrix for the complete graph $K_{n}$. Since $H_{n} \circ H_{n}=J=u . u^{T}$, we find that the corresponding $\operatorname{rank}\left(\Xi_{K_{n}}\right)=1$, which is the minimum possible rank for any $\Xi$ matrix.

In summary, depending on the choice of the orthogonal eigenvector matrix for the complete graph $K_{N}$ for $N=4 k$, we believe that the rank of the corresponding $\Xi$ matrix may vary over all possible values: $1 \leq \operatorname{rank}\left(\Xi_{K_{N}}\right) \leq N-1$. However, we do not have a proof that $\operatorname{rank}\left(\Xi_{K_{N}}\right)$ can attain any integer in the interval $[1, N]$.

### 2.4. Consequences of Theorem 1

Our main Theorem 1 is proved in Appendix B.2. Here, we discuss the consequences.
If $\operatorname{rank}(\Xi)<N-1$, then the proof of Theorem 1 shows that the orthogonal eigenvector matrix $X$ may specify more than one undirected graph. Such graphs are called "co-eigenvector graphs" and possess a same orthogonal eigenvector matrix $X$, but a different eigenvalue vector $\lambda$, as opposed to co-spectral graphs that have a same eigenvalue vector $\lambda$, but a different orthogonal eigenvector matrix $X$. Only if $\operatorname{rank}(\Xi)=N-1$, the eigenvalue equation $\Xi \lambda=0$ in (2.8) possesses one eigenvalue vector $\lambda$ and we find immediately from Theorem 1

Corollary 1 The orthogonal eigenvector matrix $X$ of the adjacency matrix $A$ of an undirected graph only specifies the graph uniquely if $\operatorname{rank}(\Xi)=N-1$.

The proof of Theorem 1 fundamentally relies on the zero-one matrix structure when $\operatorname{rank}(\Xi)<N-1$ to recover the adjacency matrix $A$ from the orthogonal eigenvector ma$\operatorname{trix} X$ and thus excludes an extension towards weighted graphs. However, if $\operatorname{rank}(\Xi)=$ $N-1$, then also a weighted adjacency matrix, apart from a scaling factor $\beta$, can be recovered.

Fig. 2.1 shows the metacode of a graph recovery algorithm, based on the proof of Theorem 1 in Appendix B.2.

If $\operatorname{rank}(\Xi)=N-n$ with $n>1$ and if $n=O\left(N^{\gamma}\right)$ for large $N$ and $0<\gamma \leq 1$, meaning that the dimension $n \simeq \alpha N^{\gamma}$ of the kernel space increases with the number $N$ of nodes, then the proof of Theorem 1 and the corresponding metacode in Fig. 2.1 looses computational efficiency, because $2^{n} \sim 2^{\alpha N^{\gamma}}$ (in the loop in line 6 in Fig. 2.1) increases non-polynomially fast with size $N$ of the graph, pointing towards (but not proving) the NP-hard nature of the graph recovery problem in the worst case. In the worst case of

[^2]```
Graph Recovery
input: orthogonal matrix \(X\) with \(N\) orthonormal eigenvectors of \(A\)
output: adjacency matrix \(A\)
1. \(\Xi \leftarrow X \circ X\) Hadamard product
2. \(n \leftarrow\) size of the kernel space of \(\Xi\)
3. \(v_{i}\) with \(i \in\{1,2, \cdots, n\} \leftarrow\) eigenvectors of \(\Xi\) obeying \(\Xi \cdot v_{i}=0\)
4. \(C_{\left(\left\{1,2, \ldots, N^{2}\right\}, i\right)} \leftarrow \operatorname{vec}\left(X \cdot \operatorname{diag}\left(v_{i}\right) \cdot X^{T}\right)\) for \(i \in\{1,2, \cdots, n\}\)
5. \(M_{n \times n} \leftarrow n\) non-zero rows \(j\) of \(C\), where \(j \neq k(N+1)+1, k \in\{0,1, \ldots, N-1\}\)
    such that \(\operatorname{rank}(M)=n\)
6. For \(\left(j \leftarrow 1\right.\) to \(\left.2^{n}-1\right)\) do
7. \(\quad \hat{a}_{n \times 1} \leftarrow\) binary representation in \(n\) digits of \(j\)
8. \(\quad \hat{\beta}_{n \times 1} \leftarrow M^{-1} \cdot \hat{a}\)
9. \(\hat{\lambda}_{N \times 1} \leftarrow \sum_{i=1}^{n} \hat{\beta}_{i} \cdot v_{i}\)
10. \(\hat{A}_{N \times N} \leftarrow X \cdot \operatorname{diag}(\hat{\lambda}) \cdot X^{T}\)
11. If ( \(\hat{A}\) contains only ones and zeros)
12. return \(\hat{\lambda}, \hat{A}\)
13. End If
14. End For
```

Figure 2.1: Metacode of the algorithm for graph recovery, given the orthogonal eigenvector matrix $X$
low $\operatorname{rank}(\Xi)$ or high $n$, one might argue that the proof of Theorem 1 is hardly better than the trivial method of finding the eigenvector $\lambda$ by inversion of (2.1), i.e. finding the ad-
 cency matrices. Since $X$ is the orthogonal eigenvector matrix of "a particular" adjacency matrix, we certainly known that at least one of all possible $N \times N$ adjacency matrices converts $X^{T} A X$ to a diagonal matrix $\Lambda$. However, extensive simulations so far indicate that $\operatorname{rank}(\Xi)<N-1$ occurs for relatively small graphs and is extremely rare for large $N$. In other words, for large graphs, nearly always $\operatorname{rank}(\Xi)=N-1$ holds, so that Corollary 1 applies.

Fig. 2.2 and 2.3 exemplify the existence of co-eigenvector graphs.
When $X=\frac{1}{\sqrt{n}} H_{n}$ is given for $n=8$, then $\operatorname{rank}(\Xi)=1$ as shown in Section 2.3.1 and the algorithm in Fig. 2.1 finds $2^{n-1}=128$ labeled co-eigenvector graphs, that are all regular graphs with integer eigenvalues. Indeed, any regular graph has all eigenvectors, except for the principal eigenvector $x_{1}=u$, orthogonal to the all-one vector $u$ and thus shares a common basis of eigenvectors with the complete graph. Regular graphs are further examined in Section 2.5.1.

Fig. 2.4 presents some co-eigenvector graphs of the line topology.


Figure 2.2: Example of two co-eigenvector graphs

### 2.5. PROPERTIES OF CO-EIGENVECTOR GRAPHS

Appendix B. 2 has demonstrated that co-eigenvector graphs can exist, provided that $\operatorname{rank}(\Xi)<N-1$. In this Section 2.5, we deduce some properties of two co-eigenvector graphs $G_{1}\left(\mathscr{N}, \mathscr{L}_{1}\right)$ and $G_{2}\left(\mathscr{N}, \mathscr{L}_{2}\right)$ on $N$ nodes, that possess the same eigenvectors, but a different set of eigenvalues:

$$
\left\{\begin{array}{l}
A_{1}=X \Lambda_{1} X^{T}=\sum_{i=1}^{N} \lambda_{i}\left(A_{1}\right) x_{i} x_{i}^{T}  \tag{2.11}\\
A_{2}=X \Lambda_{2} X^{T}=\sum_{i=1}^{N} \lambda_{i}\left(A_{2}\right) x_{i} x_{i}^{T}
\end{array}\right.
$$

where the $N \times N$ diagonal matrices $\Lambda_{1}$ and $\Lambda_{2}$ contain on the main diagonal the eigenvalues of the adjacency matrices $A_{1}$ and $A_{2}$, respectively.

First, the sum of the adjacency matrices $A_{1}$ and $A_{2}$

$$
\begin{equation*}
A_{1}+A_{2}=\sum_{i=1}^{N}\left(\lambda_{i}\left(A_{1}\right)+\lambda_{i}\left(A_{2}\right)\right) x_{i} x_{i}^{T} \tag{2.12}
\end{equation*}
$$

again represents an adjacency matrix, provided that the graphs $G_{1}$ and $G_{2}$ do not share common links (i.e. $\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=0$ ). In Theorem 3 below, we derive the number of common links between two co-eigenvector graphs explicitly. Second, the product of the adjacency


Figure 2.3: Example of two other co-eigenvector graphs
matrices $A_{1}$ and $A_{2}$

$$
\begin{equation*}
A_{1} \cdot A_{2}=\sum_{i=1}^{N} \lambda_{i}\left(A_{1}\right) \lambda_{i}\left(A_{2}\right) x_{i} x_{i}^{T} \tag{2.13}
\end{equation*}
$$

contains the same set of eigenvectors as $A_{1}$ and $A_{2}$ due to orthogonality of the eigenvectors. Lemma [51, p. 253] indeed tells us that if any two matrices $B$ and $C$ have a common complete set of eigenvectors, then $B$ and $C$ commute. Relation (2.13) may be regarded as another demonstration of that Lemma. The diagonal element $\left(A_{1} \cdot A_{2}\right)_{i i}=$ $\sum_{k=1}^{N}\left(A_{1}\right)_{i k}\left(A_{2}\right)_{i k}$ equals the number of common neighbors of node $i$ in $G_{1}$ and $G_{2}$, i.e. each node $k$ for which $\left(A_{1}\right)_{i k}=\left(A_{2}\right)_{i k}=1$.

The $N \times N$ Hadamard product $A_{c}=A_{1} \circ A_{2}$ represents the adjacency matrix of the graph $G_{c}\left(\mathscr{N}_{c}, \mathscr{L}_{c}\right)$, composed of common links $\mathscr{L}_{c}=\mathscr{L}_{1} \cap \mathscr{L}_{2}$ between $G_{1}$ and $G_{2}$,

$$
\begin{equation*}
A_{c}=\left(\sum_{i=1}^{N} \lambda_{i}\left(A_{1}\right) x_{i} x_{i}^{T}\right) \circ\left(\sum_{j=1}^{N} \lambda_{j}\left(A_{2}\right) x_{j} x_{j}^{T}\right) . \tag{2.14}
\end{equation*}
$$

Using the distributive property of a Hadamard product [57, p. 32], we transform (2.14) as

$$
A_{c}=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}\left(A_{1}\right) \lambda_{j}\left(A_{2}\right)\left(x_{i} x_{i}^{T}\right) \circ\left(x_{j} x_{j}^{T}\right)
$$

$$
\begin{aligned}
& X=\left[\begin{array}{cccccccc}
-0.16123 & 0.30301 & 0.40825 & 0.46424 & 0.46424 & 0.40825 & -0.30301 & 0.16123 \\
0.30301 & -0.46424 & -0.40825 & -0.16123 & 0.16123 & 0.40825 & -0.46424 & 0.30301 \\
-0.40825 & 0.40825 & 0 & -0.40825 & -0.40825 & 0 & -0.40825 & 0.40825 \\
0.46424 & -0.16123 & 0.40825 & 0.30301 & -0.30301 & -0.40825 & -0.16123 & 0.46424 \\
-0.46424 & -0.16123 & -0.40825 & 0.30301 & 0.30301 & -0.40825 & 0.16123 & 0.46424 \\
0.40825 & 0.40825 & 0 & -0.40825 & 0.40825 & 0 & 0.40825 & 0.40825 \\
-0.30301 & -0.46424 & 0.40825 & -0.16123 & -0.16123 & 0.40825 & 0.46424 & 0.30301 \\
0.16123 & 0.30301 & -0.40825 & 0.46424 & -0.46424 & 0.40825 & 0.30301 & 0.16123
\end{array}\right] \\
& \text { Path graph } G_{p} \quad \text { Coeigenvector graph } G_{1} \quad \text { Coeigenvector graph } G_{2} \text { Coeigenvector graph } G_{3} \\
& \lambda\left(G_{p}\right)=\left[\begin{array}{lllllllllllll}
-1.8794 & -1.5321 & -1 & -0.3473 & 0.3473 & 1 & 1.5321 & 1.8794
\end{array}\right] \quad \lambda\left(G_{2}\right)=\left[\begin{array}{lllllll}
-2.5321 & -1.3473 & -0.87939 & 0 & 0 & 0.87939 & 1.3473 \\
2.5321
\end{array}\right]
\end{aligned}
$$

Figure 2.4: Example of co-eigenvector graphs of a line topology on $N=8$ nodes.

The Hadamard product of outer products $x_{i} x_{i}^{T}$ and $x_{j} x_{j}^{T}$ is written [57] as

$$
\left(x_{i} x_{i}^{T}\right) \circ\left(x_{j} x_{j}^{T}\right)=\operatorname{diag}\left(x_{i}\right) x_{j} x_{j}^{T} \operatorname{diag}\left(x_{i}\right)=\left(x_{i} \circ x_{j}\right)\left(x_{i} \circ x_{j}\right)^{T}
$$

simplifying (2.14) further as

$$
\begin{equation*}
A_{c}=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}\left(A_{1}\right) \lambda_{j}\left(A_{2}\right)\left(x_{i} \circ x_{j}\right)\left(x_{i} \circ x_{j}\right)^{T} . \tag{2.15}
\end{equation*}
$$

Definition 2 Two co-eigenvector graphs $G_{1}$ and $G_{2}$ are called non-overlapping if they do not share common links.

Another way to determine the number of common links between $G_{1}$ and $G_{2}$ is by summing the elements of the product $A_{1} \cdot A_{2}$ on the main diagonal

$$
\begin{equation*}
2\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=\operatorname{trace}\left(A_{1} \cdot A_{2}\right) . \tag{2.16}
\end{equation*}
$$

Theorem 3 Consider two co-eigenvector graphs $G_{1}\left(\mathscr{N}, \mathscr{L}_{1}\right)$ and $G_{2}\left(\mathscr{N}, \mathscr{L}_{2}\right)$ on $N$ nodes, defined by the $N \times N$ adjacency matrices $A_{1}$ and $A_{2}$, respectively. Graphs $G_{1}$ and $G_{2}$ are non-overlapping if their eigenvalue vectors are orthogonal.

Proof: Since the graph $G_{c}$, with the $N \times N$ adjacency matrix $A_{c}$ defined in (2.15), is composed of common links between $G_{1}$ and $G_{2}$, twice the number of common links between the co-eigenvector graphs $G_{1}$ and $G_{2}$ equals the sum of elements of $A_{c}$

$$
\begin{equation*}
2\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=u^{T}\left(A_{1} \circ A_{2}\right) u=u^{T} A_{c} u \tag{2.17}
\end{equation*}
$$

where $u$ denotes the all-one vector. By substituting (2.15) into (2.17) we obtain

$$
2\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}\left(A_{1}\right) \lambda_{j}\left(A_{2}\right) u^{T}\left(x_{i} \circ x_{j}\right)\left(x_{i} \circ x_{j}\right)^{T} u .
$$

The inner product $\left(x_{i} \circ x_{j}\right)^{T} u=x_{i}^{T} x_{j}$ equals 1 if $i=j$, otherwise 0 , because the eigenvectors of a symmetric adjacency matrix are orthogonal. Thus, the relation (2.17) simplifies to

$$
\begin{equation*}
2\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=\left(\lambda\left(A_{1}\right)\right)^{T} \cdot \lambda\left(A_{2}\right) . \tag{2.18}
\end{equation*}
$$

Since "non-overlapping" in Definition 1 means that $\left|\mathscr{L}_{1} \cap \mathscr{L}_{2}\right|=0$, relation (2.18) completes the proof.

Theorem 3 states that if two co-eigenvector graphs $G_{1}$ and $G_{2}$ do not share common links, their eigenvalue vectors $\lambda\left(A_{1}\right)$ and $\lambda\left(A_{2}\right)$ are orthogonal. The vectors $\lambda\left(A_{1}\right)$ and $\lambda\left(A_{2}\right)$ span the kernel space of the $N \times N$ matrix $\Xi=X \circ X$, as shown in the proof of Theorem 1 in Appendix B. 2 provided that $\operatorname{rank}(\Xi)=N-2$. The sum of two non-overlapping co-eigenvector graphs $A_{1}$ and $A_{2}$ is another co-eigenvector graph $A_{s}=A_{1}+A_{2}$, with the eigenvalue vector $\lambda\left(A_{s}\right)=\lambda\left(A_{1}\right)+\lambda\left(A_{2}\right)$, as derived in (2.12). Thus, the eigenvalue vector $\lambda\left(A_{s}\right)$ also lies in the kernel space of the matrix $\Xi$, and, hence, $\operatorname{rank}(\Xi) \leq N-2$.

The Hadamard product in (2.15) allows us to determine the number of non-common links in $G_{1}$ and $G_{2}$.

Corollary 2 Consider a pair of co-eigenvector graph $G_{1}\left(\mathscr{N}, \mathscr{L}_{1}\right)$ and $G_{2}\left(\mathscr{N}, \mathscr{L}_{2}\right)$ on $N$ nodes with corresponding adjacency matrices $A_{1}$ and $A_{2}$, respectively. The number of non-common links in $G_{1}$ and $G_{2}$ is given by

$$
\begin{equation*}
\left|\mathscr{L}_{1} \backslash \mathscr{L}_{2}\right|+\left|\mathscr{L}_{2} \backslash \mathscr{L}_{1}\right|=\sum_{i=1}^{N}\left(\lambda_{i}\left(A_{1}\right)-\lambda_{i}\left(A_{2}\right)\right)^{2} \tag{2.19}
\end{equation*}
$$

Proof: A graph $G_{u}\left(\mathscr{N},\left(\mathscr{L}_{1} \backslash \mathscr{L}_{2}\right) \cup\left(\mathscr{L}_{2} \backslash \mathscr{L}_{1}\right)\right)$ contains only non-common links of $G_{1}$ and $G_{2}$ and has the corresponding $N \times N$ adjacency matrix $A_{u}=A_{1}+A_{2}-2\left(A_{1} \circ A_{2}\right)$. By using the identity $A \circ A=A$, that holds for any zero-one matrix, and importing (2.15), we obtain

$$
\begin{align*}
A_{u} & =A_{1} \circ A_{1}+A_{2} \circ A_{2}-2\left(A_{1} \circ A_{2}\right)  \tag{2.20}\\
& =\sum_{i=1}^{N} \sum_{j=1}^{N}\left(\lambda_{i}\left(A_{1}\right) \lambda_{j}\left(A_{1}\right)+\lambda_{i}\left(A_{2}\right) \lambda_{j}\left(A_{2}\right)-2 \lambda_{i}\left(A_{1}\right) \lambda_{j}\left(A_{2}\right)\right)\left(x_{i} \circ x_{j}\right)\left(x_{i} \circ x_{j}\right)^{T}
\end{align*}
$$

from which the number of not-common links in $G_{1}$ and $G_{2}$ is computed as the sum of elements of $A_{u}$

$$
u^{T} \cdot A_{u} \cdot u=\sum_{i=1}^{N}\left(\lambda_{i}^{2}\left(A_{1}\right)+\lambda_{i}^{2}\left(A_{2}\right)-2 \lambda_{i}\left(A_{1}\right) \lambda_{i}\left(A_{2}\right)\right),
$$

which completes the proof.

An equivalent way to compute the number of not-common links in $G_{1}$ and $G_{2}$ is to distract twice the number of common links in $G_{1}$ and $G_{2}$ from the sum of elements of $A_{1}+A_{2}$

$$
\begin{equation*}
\left|\mathscr{L}_{1} \backslash \mathscr{L}_{2}\right|+\left|\mathscr{L}_{2} \backslash \mathscr{L}_{1}\right|=u^{T} \cdot\left(A_{1}+A_{2}\right) \cdot u-2 \cdot \operatorname{trace}\left(A_{1} \cdot A_{2}\right) \tag{2.21}
\end{equation*}
$$

which, after substituting (2.12) and (2.13) again leads to (2.19). The adjacency matrix $A_{u}$ with only non-common links in $G_{1}$ and $G_{2}$ in (2.20), using the distributive property of the Hadamard product, can be transformed into

$$
\begin{equation*}
A_{u}=\left(A_{1}-A_{2}\right) \circ\left(A_{1}-A_{2}\right), \tag{2.22}
\end{equation*}
$$

where relation (2.22) holds for adjacency matrices $A_{1}$ and $A_{2}$ of any two unweighted graphs $G_{1}$ and $G_{2}$.

### 2.5.1. REGULAR GRAPHS

In a regular graph $G_{r}$ on $N$ nodes, defined by the $N \times N$ adjacency matrix $A_{r}$, each node has the same degree $r$. The complement graph $G_{r}^{c}$ of $G_{r}$ is also a regular graph with degree $q=N-1-r$ and the $N \times N$ adjacency matrix [51, p. 13] is

$$
\begin{equation*}
A_{r}^{c}=J-I-A_{r} \tag{2.23}
\end{equation*}
$$

where the $N \times N$ all-one matrix is denoted by $J=u . u^{T}$. Since each node in $G_{r}$ has degree $r$, it holds that $A_{r} \cdot u=d_{r}=r \cdot u$. Thus, the principal eigenvalue $\lambda_{1}\left(A_{r}\right)=r$ corresponds to the principal eigenvector $x_{1}=\frac{1}{\sqrt{N}} u$. The remaining $N-1$ eigenvectors of $A_{r}$ are orthogonal to $u$, implying that $u^{T} x_{j}=0$ or

$$
\begin{equation*}
\sum_{i=1}^{N}\left(x_{j}\right)_{i}=0 \tag{2.24}
\end{equation*}
$$

where $1<j \leq N$. The following theorem is also provided in [59, p.15].
Theorem 4 A regular graph $G_{r}$ on $N$ nodes with degree $r$ and its complement graph $G_{r}^{c}$ compose a pair of co-eigenvector graphs.

Proof: By multiplying the $N \times N$ adjacency matrix $A_{r}^{c}$ of the complement graph $G_{r}^{c}$, defined in (2.23), with the eigenvector $x_{j}$ of $A_{r}$, where $j>1$, we obtain

$$
A_{r}^{c} \cdot x_{j}=\left(J-I-A_{r}\right) \cdot x_{j}
$$

From (2.24) we conclude that $J \cdot x_{j}=u \cdot u^{T} \cdot x_{j}=0$ and the above equation becomes

$$
\begin{equation*}
A_{r}^{c} \cdot x_{j}=\left(-1-\lambda_{j}\left(A_{r}\right)\right) \cdot x_{j} \tag{2.25}
\end{equation*}
$$

Additionally, multiplying the adjacency matrix $A_{c}$ with the principal eigenvector $\frac{1}{\sqrt{N}} u$ yields

$$
A_{r}^{c} \cdot \frac{1}{\sqrt{N}} \cdot u=\left(J-I-A_{r}\right) \cdot \frac{1}{\sqrt{N}} \cdot u=\left(N-1-r_{1}\right) \cdot \frac{1}{\sqrt{N}} \cdot u
$$

showing that the adjacency matrix $A_{r}^{c}$ shares the same eigenvectors with $A_{r}$, which completes the proof.

Relation (2.25) shows that the adjacency matrix $A_{r}^{c}$ of the complement graph $G_{r}^{c}$ of a regular graph possesses the spectral decomposition

$$
\begin{equation*}
A_{r}^{c}=\frac{N-1-r}{N} \cdot u \cdot u^{T}+\sum_{j=2}^{N}\left(-1-\lambda_{j}\left(A_{r}\right)\right) x_{j} x_{j}^{T} . \tag{2.26}
\end{equation*}
$$

Theorem 3 states that the eigenvalue vectors $\lambda\left(A_{r}\right)$ and $\lambda\left(A_{r}^{c}\right)$ are orthogonal. Indeed, the inner product $\left(\lambda\left(A_{r}\right)\right)^{T} \cdot \lambda\left(A_{r}^{c}\right)$ transforms, after using (2.26), into

$$
\begin{align*}
\left(\lambda\left(A_{r}\right)\right)^{T} \cdot \lambda\left(A_{r}^{c}\right) & =r \cdot(N-1-r)+\sum_{j=2}^{N} \lambda_{j}\left(A_{r}\right) \cdot\left(-1-\lambda_{j}\left(A_{r}\right)\right) \\
& =r \cdot N-\left(r+\sum_{j=2}^{N} \lambda_{j}\left(A_{r}\right)\right)-\left(r^{2}+\sum_{j=2}^{N}\left(\lambda_{j}\left(A_{r}\right)\right)^{2}\right) . \tag{2.27}
\end{align*}
$$

The adjacency matrix $A_{r}$ represents a simple graph without self-loops and thus $\operatorname{trace}\left(A_{r}\right)=\sum_{i=1}^{N} \lambda_{i}\left(A_{r}\right)=0$. Further, the sum of squared eigenvalues is $\sum_{i=1}^{N}\left(\lambda_{i}\left(A_{r}\right)\right)^{2}=$ $r \cdot N$, simplifying (2.27) to $\left(\lambda\left(A_{r}\right)\right)^{T} \cdot \lambda\left(A_{r}^{c}\right)=0$. The following Corollary is proved in [59, p.15], while we provide another proof.

Corollary 3 The eigenvectors of a regular graph $G_{r}$ on $N$ nodes and degree $r$ are also eigenvectors of the complete graph $K_{N}$ on $N$ nodes, implying that a regular graph $G_{r}$ and the complete graph $K_{N}$ compose a pair of co-eigenvector graphs.

Proof: The sum of adjacency matrices $A_{r}$ of a regular graph $G_{r}$ and $A_{r}^{c}$ of its complement graph $G_{r}^{c}$ establishes the adjacency matrix $J-I=A_{r}+A_{r}^{c}$ of the complete graph $K_{N}$, as directly follows from (2.23). By substituting (2.12) and (2.26), the previous relation transforms into

$$
J-I=\left(\frac{r}{N}+\frac{N-1-r}{N}\right) \cdot u \cdot u^{T}+\sum_{j=2}^{N}\left(\lambda_{j}\left(A_{r}\right)+\left(-1-\lambda_{j}\left(A_{r}\right)\right)\right) \cdot x_{j} \cdot x_{j}^{T}
$$

while after grouping terms, the adjacency matrix of the complete graph $K_{N}$ becomes

$$
\begin{equation*}
J-I=\frac{N-1}{N} \cdot u \cdot u^{T}-\sum_{j=2}^{N} x_{j} \cdot x_{j}^{T} \tag{2.28}
\end{equation*}
$$

from which we observe that the complete graph $K_{N}$, together with a regular graph $G_{r}$ (or with its complement graph $G_{r}^{c}$ ) compose a pair of co-eigenvector graphs, which completes the proof.

Corollary 4 Not each set of eigenvectors of the complete graph $K_{N}$ can represent the eigenvectors of a regular graph $G_{r}$.


Figure 2.5: Example of pairs of regular co-eigenvector graphs on $N=6$ nodes. Each regular graph is enclosed in a circle, where circles are connected if the two corresponding regular graphs compose a pair of co-eigenvector graphs.

Proof: In Section 2.3.1, we have shown two orthogonal eigenvector matrices of the complete graph with extremal different $\operatorname{rank}(\Xi)=1$ and $\operatorname{rank}(\Xi)=N-1$. Corollary 1 tells us that the $N \times N$ eigenvector matrix $X_{K_{N}}$ in (2.10) with $\operatorname{rank}(\Xi)=N-1$ determines the complete graph $K_{N}$ uniquely. In other words, the eigenvectors in (2.10) cannot be the eigenvectors of a non-complete regular graph $G_{r}$, although the eigenvectors of any regular graph $G_{r}$ can also be the eigenvectors of the complete graph $K_{N}$. As illustrated by $X_{K_{N}}$ in (2.10), the reverse does not always hold, which completes the proof.

Corollary 3 shows that a regular graph $G_{r}$ together with the complete graph $K_{N}$ compose a pair of co-eigenvector graphs. However, Corollary 4 informs us that two regular graphs $G_{r_{1}}$ and $G_{r_{2}}$ do not form a pair of co-eigenvector graphs, in general. Figure 2.5 presents the pairs of co-eigenvector graphs of size $N=6$ that are regular graphs.

### 2.5.2. IRREGULAR CO-EIGENVECTOR GRAPHS

The definition of co-eigenvector graphs imposes a strong constraint on the $N \times N$ adjacency matrix $A$ of an undirected graph $G$. The $N \times 1$ all-one vector $u$ is [51, Sec. 3.3] the only eigenvector, corresponding to the principal eigenvalue $\lambda_{1}=r$ of a regular graph $G_{r}$ with degree $r$. Thus, a regular graph $G_{r}$ and an irregular graph $G_{1}$ cannot form a pair of co-eigenvector graphs. Therefore, it is relevant to determine how often co-eigenvector graphs emerge among irregular graphs.

We consider the $N \times N$ adjacency matrix $A_{1}$ of a graph $G_{1}$ and the $N \times N$ adjacency matrix $A_{2}$ of a relabeled graph $G_{2}$, such that

$$
\begin{equation*}
A_{2}=P^{T} \cdot A_{1} \cdot P \tag{2.29}
\end{equation*}
$$

where the $N \times N$ permutation matrix $P$ [51, p. 21] is an orthogonal matrix, satisfying $P^{T} P=I$. In other words, the adjacency matrices $A_{1}$ and $A_{2}$ define two isomorphic graphs. While $G_{1}$ and $G_{2}$ are co-spectral graphs and share the same set of eigenvalues, because a permutation does not influence eigenvalues [51], they are not a pair of different co-eigenvector graphs.

Graph relabelling does not affect the eigenvalues of an adjacency matrix. On the other side, two isomorphic graphs in general do not constitute a pair of co-eigenvector graphs.

Corollary 5 Consider a pair of co-eigenvector graphs $G_{1}$ and $G_{2}$, with the corresponding $N \times N$ adjacency matrices $A_{1}$ and $A_{2}$. When using the same $N \times N$ permutation matrix $P$, the relabeled graphs $G_{1}$ and $G_{2}$ still compose a pair of co-eigenvector graphs.

Proof: The $i$-th eigenvector $x_{i}$ corresponds to the $i$-th eigenvalue $\lambda_{i}\left(A_{1}\right)$, but also to the $i$-th eigenvalue $\lambda_{i}\left(A_{2}\right)$. After permutation with $P$, the relabeled eigenvector $P^{T} \cdot x_{i}$ satisfies the eigenvector equation for both relabeled graphs

$$
\begin{aligned}
& P^{T} \cdot A_{1} \cdot P \cdot\left(P^{T} \cdot x_{i}\right)=P^{T} \cdot A_{1} \cdot x_{i}=\lambda_{i}\left(A_{1}\right) \cdot\left(P^{T} \cdot x_{i}\right) \\
& P^{T} \cdot A_{2} \cdot P \cdot\left(P^{T} \cdot x_{i}\right)=P^{T} \cdot A_{2} \cdot x_{i}=\lambda_{i}\left(A_{2}\right) \cdot\left(P^{T} \cdot x_{i}\right),
\end{aligned}
$$

where $i \in \mathscr{N}$. Thus, relabeled graphs $G_{1}$ and $G_{2}$ share eigenvectors, which completes the proof.

Corollary 5 is understood geometrically. The $N$ eigenvectors of an adjacency matrix $A$ define a polytope on $N$ points in the $N$-dimensional space. If two adjacency matrices $A_{1}$ and $A_{2}$ form a pair of co-eigenvector graphs, the $N \times N$ eigenvector matrix $X$ of both adjacency matrices contains the same polytope in the $N$-dimensional space. The permutation matrix $P$ changes the coordinate system, but not the nature of the polytope on $N$ points.

### 2.6. IDENTIFYING CO-EIGENVECTOR GRAPHS

We identify pairs of co-eigenvector graphs of different size $N$. Firstly, for a fixed $N$, we create all possible unlabeled graphs. The first co-eigenvector graphs, that are not regular graphs, occur for $N=6$. We present an algorithm, with metacode in Figure 2.6, for identifying pairs of co-eigenvector graphs, among all possible connected, irregular graphs
with $N$ nodes based on permutation or relabeling (Section 2.5.2). The $N \times N$ adjacency matrix $A$ of each possible unlabeled graph with $N$ nodes is provided as input to the algorithm. Using the double for loop (line 2-3), we examine each pair of graphs. Graph relabeling in (2.29) affects eigenvectors. Therefore, we need to account for each possible permutation whether a pair of non-isomorphic graphs share the same eigenvectors. In line 9, we define each possible $N \times N$ permutation matrix $P$ and observe that the matrix $\left(P \cdot X_{j}\right)^{T} \cdot A_{i} \cdot\left(P \cdot X_{j}\right)$ is a diagonal matrix only if $\left(P \cdot X_{j}\right)=X_{i}$. The proposed algorithm returns the $N_{u} \times N_{u}$ matrix $C$, whose entry $C_{i j}=1$ if graphs $G_{i}$ and $G_{j}$ share the same eigenvectors, otherwise $C_{i j}=0$.

```
CoEigenvectorGraphs \(\left(A_{1}, A_{2}, \ldots A_{N_{u}}\right)\)
Input: \(A_{1}, A_{2}, \ldots A_{N_{u}}\)
Output: \(C\)
1. \(C \leftarrow O_{N_{u} \times N_{u}}\)
2. for \(i \leftarrow 1\) to \(N_{u}-1\)
3. \(\quad\) for \(j \leftarrow i+1\) to \(N_{u}\)
4. \(\quad X_{i} \leftarrow N \times N\) eigenvector matrix of \(A_{i}\)
5. \(\quad X_{j} \leftarrow N \times N\) eigenvector matrix of \(A_{j}\)
6. \(\quad m \leftarrow 1\)
7. \(\quad\) while \(\left(C_{i j}=0\right)\) and \((m<N!)\)
8. \(\quad P_{m} \leftarrow N \times N m\)-th permutation matrix
9. \(\quad T_{i} \leftarrow\left(P_{m} \cdot X_{i}\right)^{T} \cdot A_{j} \cdot\left(P_{m} \cdot X_{i}\right)\)
10. \(\quad T_{j} \leftarrow\left(P_{m} \cdot X_{j}\right)^{T} \cdot A_{i} \cdot\left(P_{m} \cdot X_{j}\right)\)
11. \(\quad\) if \(\left(I \circ T_{i}=T_{i}\right)\) or \(\left(I \circ T_{j}=T_{j}\right)\)
12. \(\quad C_{i j} \leftarrow 1, C_{j i} \leftarrow 1\)
13. end if
14. \(\quad m \leftarrow m+1\)
15. end while
16. end for
17. end for
18. return \(C\)
```

Figure 2.6: Pseudocode for identifying co-eigenvector graphs among all possible unlabeled graphs with $N$ nodes (in total $N_{u}$ of them), provided as input.

Computing all $N_{u}$ unlabeled graphs on $N$ nodes is intractable for large $N$, because their number increases as $O\left(\frac{2\binom{N}{2}}{N!}\right)$. Further, the proposed algorithm cannot guarantee that each pair of co-eigenvector graphs, for a given network size $N$, is identified. The limitation is due to the fact that some graphs may contain multiple sets of eigenvectors (i.e. multiple different orthogonal $X$-matrices), while the algorithm in Figure 2.6 computes, for each adjacency matrix $A_{i}$, only one $N \times N$ eigenvector matrix $X_{i}$ (line 4-5).

Some examples of irregular co-eigenvector graphs with $N=6$ nodes are drawn in Fig-
ure 2.7. The algorithm identified two triples of co-eigenvector graphs with $N=6$ nodes. Figure 2.8 overviews of the identified irregular, connected and unlabeled, co-eigenvector graphs with $N=7$ nodes.


Figure 2.7: Pairs of non-regular, unlabeled, co-eigenvector graphs with $N=6$ nodes.

### 2.7. CONCLUSION AND OPEN QUESTIONS

The proof of Theorem 1 relies on the zero-one structure of the adjacency matrix and reveals that only unweighted graphs can be recovered when $\operatorname{rank}(\Xi)<N-1$. The idea to reconstruct the unweighted, undirected graph from the orthogonal eigenvector matrix $X$ of the adjacency matrix $A$ can be extended similarly to the orthogonal eigenvector matrix $Z$ of the Laplacian $Q=\Delta-A$, as outlined in Appendix B.1.3. The remainder of the chapter has deduced properties of co-eigenvector graphs. In particular, irregular coeigenvector graphs, that are less trivial to find than their regular companions, are found by a rather exhaustive algorithm, based on Theorem 1 and the rank of the matrix $\Xi$.

A deeper knowledge of the matrix $\Xi$ is desirable. The meaning of the rank $(\Xi)$ turns out to be difficult. For example, if the graph is connected, then $\operatorname{rank}(\Xi)$ can be smaller than $N-1$. The reverse also is observed: if $\operatorname{rank}(\Xi)=N-1$, then the graph can be disconnected. The relation between $\operatorname{rank}(\Xi)$ and the number of distinct eigenvalues of the adjacency matrix $A$ is also unclear. The relation to the diameter of the graph needs to be investigated. It is also unclear whether the matrix $\Xi$ is diagonalizable. Since $\Xi$ is doubly-
stochastic, the underlying associated Markov graph is van2014performance However, an irreducible matrix may still possess a Jordan block. Another question concerns the number of co-eigenvector graphs of size $N$ and its relation to $\operatorname{rank}(\Xi)$. Simulations suggest that the less structure or symmetry a graph possesses, the higher the probability that $\operatorname{rank}(\Xi)=N-1$.

Earlier [60], the reconstructability coefficient $\theta$ was defined as the smallest value of $m$ in $\widetilde{A}=\sum_{k=1}^{m} \lambda_{k} x_{k} x_{k}^{T}$ that allows us to exactly reconstruct the zero-one adjacency matrix A. Figure 2.9 seems to suggest for small Erdős-Rényi graphs that there is hardly any correlation between the reconstructability coefficient $\theta$ and $\operatorname{rank}(\Xi)$. Perhaps, other graph classes or/and larger graphs may reveal a relation?

Furthermore, one may ask whether the confinement to undirected graphs, that possess a symmetric adjacency matrix, can be relaxed to directed graphs, whose general eigenvector matrix $X$ may be complex. If that extension is favorable, one may consider Hermitian matrices, which may open possible applications to quantum mechanics and quantum computing. Data measured over time on complex networks is often related to a dynamic process that runs on the underlying graph. If that dynamic process is linear or proportional to the graph (as e.g. the flow of currents in a resistor or impedance network [23]), then the eigendecomposition of the graph is reflected by that data and Theorem 1 may provide insight into the underlying topology on which data is collected.

At last, from an information theoretical point of view discussed in [61], Theorem 1 is not surprising, because the presentation of the orthogonal $X$ matrix needs more digits (i.e. more information) than the zero-one adjacency matrix.

Acknowledgements We are grateful to Karel Devriendt, Xiangrong Wang and Willem Haemers for useful comments and to Geert Leus for informing us about the article of Segarra et al. [62], whose Proposition 1 is related to Theorem 1.


Figure 2.8: Pairs of non-regular, unlabeled, co-eigenvector graphs with $N=7$ nodes.


Figure 2.9: Correlation between reconstructability coefficient $\theta$ and the $\operatorname{rank}(\Xi)$ for ER graphs with $N=8$ (lefthand side figures), $N=15$ (figures in the middle) and $N=30$ nodes (right-hand side figures). The link density $p$ is varied between $p=\frac{3 \log N}{4 N}$ and $p=\frac{3 \log N}{2 N}$, while $10^{5}$ connected graphs are generated for each network size $N$.

## 3

# NUMBER OF PATHS IN A GRAPH 

> Make everything as simple as possible,
but not simpler.
Albert Einstein

The $k$-th power of the adjacency matrix of a simple undirected graph represents the number of walks with length $k$ between pairs of nodes. As a walk where no node repeats, a path is a walk where each node is only visited once. The set of paths constitutes a relatively small subset of all possible walks. We introduce three types of walks, representing subsets of all possible walks. Considered types of walks allow for deriving an analytic solution for the number of paths of a certain length between node pairs in a matrix form. Depending on the path length, different approaches possess the lowest computational complexity. We also propose a recursive algorithm for determining all paths in a graph, which can be generalised to directed (un)weighted networks.

[^3]
### 3.1. Introduction

Networks emerge naturally in many real-world systems [1, 2]. From a Network Science perspective, a network consists of an underlying topology, called the graph, and a dynamic process taking place on the graph. Examples of real-world networks include infrastructural networks (such as road traffic networks, the Internet and the power grid networks), biological networks (such as the protein interaction network) and social networks.

A walk in a graph represents a sequence of nodes, where adjacent nodes in the sequence share a common link, as defined below in Definition 5. A path, defined in Definition 7, is a walk where no node repeats in the sequence. Paths reflect the cost of connections between node pairs in a network, where the cost is quantified by weights of the links in the paths. If all link weights are constant or unity, then the weight of a path equals the hopcount [64, Chapter 16], the number of hops or links in the path. A significant part of the literature on paths in graphs considers the problem of determining the number of paths, both in random graphs [65] or in special types of graphs [66]. However, to the best of our knowledge, an explicit solution for the number of paths of a certain length in a matrix form is not yet known. Our idea is to derive an analytic solution for the number of length $k$ paths between node pairs by removing those walks traversing a node multiple times from all possible walks with hopcount $k$, contained in the $k$-th power of the adjacency matrix.

The problem of determining whether there is a path in a graph with at least $k$ links is NP-complete [67]. Williams proposed in [68] an algorithm for finding paths with hopcount $k$, while Schmid et al. proposed an logarithm in [69] for computing Tutte Paths. A graph is Hamiltonian if there is a path traversing each node in a graph. Bjorklund proposed in [70] a Monte Carlo algorithm that solves the Hamiltonian problem. Bax introduced an algorithm for the Hamiltonian path problem in [71], based on the inclusionexclusion formula. We generalise the approach of Bax in [71] and derive the solution for the number of paths with any hopcount $k$.

Section 3.2 introduces the notion of walks and paths. We firstly introduce walks traversing a node multiple times in Section 3.3 and derive an analytic solution for the number of paths between node pairs with hopcount $k \leq 4$. Section 3.4 analyses walks traversing a node exactly once, while those walks not traversing a node we examine in Section 3.5. In Section 3.6, we provide a recursive algorithm that identifies all possible paths in a graph. Finally, we conclude in Section 3.7.

### 3.2. WALKS IN A GRAPH <br> Definition 5 A walk of length $k$ from node $i$ to node $j$ is a sequence of $k$ links of the form $\left(n_{0} \rightarrow n_{1}\right)\left(n_{1} \rightarrow n_{2}\right) \ldots\left(n_{k-1} \rightarrow n_{k}\right)$, where $n_{0}=i$ and $n_{k}=j$.

The length of a walk is the number of links in the walk and is often referred to as the walk hopcount [51]. The first node in the sequence $n_{0}$ is the source node, while a walk ends with the destination node $n_{k}$. The Definition 5 naturally leads to the question of how many ways are there to reach node $i$ from node $j$, in $k$ hops.
Theorem 6 The number of walks of length $k$ from node $i$ to node $j$ is equal to the element $\left(A^{k}\right)_{i j}$.

Proof Provided in [51, p. 26]
The $k$-th power of the adjacency matrix $A^{k}$ contains the number of walks of length $k$ between each pairs of nodes in the graph. Any matrix derived solely from the adjacency matrix $A$, either via matrix product or the Hadamard product, carries information about walks. We denote the set of all possible walks of length $k$ as the $k$-dimensional walk space $\mathscr{W}[k]$, while the corresponding $N \times N$ walk matrix is $A^{k}$. Since a matrix commutes with itself, it holds that

$$
\begin{equation*}
A^{k}=A^{k-p} \cdot A^{p}=A^{p} \cdot A^{k-p} \tag{3.1}
\end{equation*}
$$

where $p$ is here an integer between $1 \leq p \leq k$, although (3.1) holds for any complex $p$ for which the matrix $A^{p}$ exists. The relation (3.1) teaches us that a walk can be split into sub-walks, while the walk matrix can be obtained as the multiplication of walk matrices of the corresponding sub-walks.

### 3.2.1. PATHS IN A GRAPH

Definition 7 A path is a walk in which all nodes are different. A path of length $k$ is defined by a sequence of $k+1$ node pairs: $\left(n_{0} \rightarrow n_{1}\right)\left(n_{1} \rightarrow n_{2}\right) \ldots\left(n_{k-1} \rightarrow n_{k}\right)$, where $n_{l} \neq n_{m}$ for all $0 \leq l \neq m \leq k$.

Paths account for a relatively small subset of all possible walks $\mathscr{W}[k]$ of length $k$. We denote the set of all possible paths of length $k$ as $\mathscr{P}[k]$, where $\mathscr{P}[k] \subseteq \mathscr{W}[k]$, while equality holds only for $k=1$, as shown later in (3.11). The $N \times N$ path matrix $P_{k}$ contains the number of paths of length $k$ between any pair of nodes, with $\left(P_{k}\right)_{i j}$ denoting the number of paths between node $i$ and node $j$, of hopcount $k$.

In the following sections, we introduce three different types of walk sets: walks with a node reappearing in the node sequence, walks where a node is not traversed and those walks traversing a node exactly once. Based on each mentioned type of walks, we derive an analytic solution for the $N \times N$ path matrix $P_{k}$ with hopcount $k$.

### 3.3. Node reappearance in a walk

A walk, introduced in Definition 5, can traverse the same node multiple times, defining the first walk type we consider in this section.

Definition 8 The set of all possible walks of length $k$, where the same node appears at least twice in the node sequence, on positions $i$ and $j$ (i.e. $n_{i}=n_{j}$ ), where $j>i+1$, is denoted as $\mathscr{W}_{(i, j)}[k]$. The $N \times N$ walk matrix with the number of such walks between any pair of nodes is denoted by $M\left(\mathscr{W}_{(i, j)}[k]\right)$.

From Definition 8, we observe the following identity $\mathscr{W}_{(i, j)}[k]=\mathscr{W}_{(j, i)}[k]$, because $n_{i}=n_{j}$. The introduced constraint $j>i+1$ excludes two trivial cases. When $i=j$, the corresponding set of walks is actually the set of all possible walks of length $k$, i.e. $\mathscr{W}_{(i, i)}[k]=\mathscr{W}[k]$. On the other side, when $j=i+1$, the corresponding set of walks $\mathscr{W}_{(i, i+1)}[k]=\varnothing$, because a node cannot be adjacent to itself in a walk sequence, because there are no self-loops in a simple network. Figure 3.1 illustrates a few examples of walks where a node is traversed multiple times.

It is of particular interest to consider walks, where the source node is also the destination node, i.e. the set $\mathscr{W}_{(0, k)}[k]$.


Figure 3.1: Examples of walks with node reappearance. Traversed links are colored in red, while arrows follow labeling in the node sequence.

Definition 9 A closed walk of length $k$ is a walk that starts in node $i$ and returns, after $k$ hops, to that same node $i$ (i.e. where $n_{0}=n_{k}$ ). The set of all possible closed walks of length $k$ is $\mathscr{W}_{(0, k)}[k]$. The corresponding $N \times N$ walk matrix is $M\left(\mathscr{W}_{(0, k)}[k]\right)=I \circ A^{k}$, where $I$ is the $N \times N$ identity matrix, while $\circ$ denotes the Hadamard product. The total number of closed walks of length $k$ in a graph is trace $\left(A^{k}\right)$ and equals trace $\left(A^{k}\right)=\sum_{i=1}^{N} \lambda_{i}^{k}$, where $\lambda_{j}$ is the $j$-th largest eigenvalue of the adjacency matrix [51].


Figure 3.2: Examples of closed walks. Traversed links are colored in red, while arrows follow labeling in the node sequence.

A few examples of closed walks are depicted in Figure 3.2. A walk set $\mathscr{W}_{(i, j)}[k]$ can be split into three sub-walks: the set of all possible walks $\mathscr{W}[i]$ of length $i$, the set of closed walks $\mathscr{W}_{(0, j-i)}[j-i]$ of length $j-i$ and the set of all possible walks $\mathscr{W}[k-j]$ of length $k-j$. The corresponding $N \times N$ walk matrix $M\left(\mathscr{W}_{(i, j)}[k]\right)$, after applying Theorem 6, Definition

9 and relation (3.1) becomes

$$
\begin{equation*}
M\left(\mathscr{W}_{(i, j)}[k]\right)=A^{i} \cdot\left(I \circ A^{j-i}\right) \cdot A^{k-j} \tag{3.2}
\end{equation*}
$$

The $N \times N$ walk matrix $M\left(\mathscr{W}_{(i, j)}[k]\right)$ in (3.2) is asymmetric, since the order of nodes in a walk sequence is labelled. In other words, if we label nodes of the walk sequence in $\mathscr{W}_{(i, j)}[k]$ from the destination node to the source node, we obtain the walk matrix $M\left(\mathscr{W}_{(k-j, k-i)}[k]\right)=A^{k-j} \cdot\left(I \circ A^{j-i}\right) \cdot A^{i}$, which together with (3.2) leads to the following identity

$$
\begin{equation*}
M\left(\mathscr{W}_{(k-j, k-i)}[k]\right)=M^{T}\left(\mathscr{W}_{(i, j)}[k]\right) . \tag{3.3}
\end{equation*}
$$

Identity (3.3) holds only for undirected networks, informing us that a walk can be performed from the source towards the destination node, but also in the reverse order, because all links are undirected.

### 3.3.1. ANALYTIC SOLUTION FOR THE $N \times N$ PATH MATRIX $P_{k}$

Theorem 10 The set of all possible walks $\mathscr{W}[k]$ of length $k$ consists of the following subsets

$$
\begin{equation*}
\mathscr{W}[k]=\left(\bigcup_{i=0}^{k-2} \bigcup_{j=i+2}^{k} \mathscr{W}_{(i, j)}[k]\right) \cup \mathscr{P}[k] . \tag{3.4}
\end{equation*}
$$

Proof A walk of length $k$ has either a repeating node in its sequence or represents a path of length $k$. Thus, by computing the set union of walk sets, defining walks with all possible repetitions of a node, and the set of paths, we obtain the set $\mathscr{W}[k]$ of all possible walks of length $k$ in (3.4), which completes the proof.

A walk of length $k$ is either a path or a node is traversed multiple times. From Definition 8 and Definition 7, we observe

$$
\begin{equation*}
\mathscr{W}_{(i, j)}[k] \cap \mathscr{P}[k]=\varnothing, \tag{3.5}
\end{equation*}
$$

where $0 \leq i \leq k-2$ and $j \geq i+2$. Based on Theorem 6 , equations (3.4) and (3.5), we obtain a general solution for the $N \times N$ path matrix $P_{k}$

$$
\begin{equation*}
P_{k}=A^{k}-M\left(\bigcup_{i=0}^{k-2} \bigcup_{j=i+2}^{k} \mathscr{W}_{(i, j)}[k]\right) \tag{3.6}
\end{equation*}
$$

The double set union in (3.6) defines the union of $\frac{k \cdot(k-1)}{2}$ walk sets. Thus, the number of walk sets of the form $\mathscr{W}_{(i, j)}[k]$ increases as a square function of the hopcount $k$. In general, the sets of walks $\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k]$ and $\mathscr{W}_{\left(i_{2}, j_{2}\right)}[k]$ overlap, which complicates the computation of equation (3.6). Therefore, we apply the inclusion-exclusion formula.

### 3.3.2. INCLUSION-EXCLUSION FORMULA

The inclusion-exclusion formula [64, p. 10] defines the cardinality of the union of sets and thus transforms the second term on the right-hand side of the equation in (3.6) as follows

$$
\begin{align*}
M\left(\bigcup_{i=0}^{k-2} \bigcup_{j=i+2}^{k} W_{(i, j)}[k]\right)= & \sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k]\right) \\
& -\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathscr{W}_{\left(i_{2}, j_{2}\right)}[k]\right)  \tag{3.7}\\
& +\cdots+ \\
& +(-1)^{k-1} \sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \cdots \sum_{i_{k}=i_{k-1}}^{k-2} \sum_{j_{k}=q_{k}}^{k} M\left(\bigcap_{z=1}^{k} \mathscr{W}_{\left(i_{z}, j_{z}\right)}[k]\right),
\end{align*}
$$

where $q_{m}=j_{m-1}+2$ if $i_{m}=i_{m-1}$, otherwise $q_{m}=i_{m}+2$ with $1<m \leq k$. Since there are $\frac{k \cdot(k-1)}{2}$ different walk sets with a repeating node, the total number of terms in the inclusion-exclusion formula in (3.7) is $2\left(\frac{k \cdot(k-1)}{2}\right)-1$. However, not all walk set intersections in (3.7) define possible walks, because a node cannot be adjacent to itself in the walk sequence. Under the assumption that each matrix in (3.6) has an analytic solution, the complexity of computing the $N \times N$ path matrix $P_{k}$ with the number of path of length $k$ between node pairs is $O\left(k N^{3} 2^{\frac{k^{2}-k}{2}}\right)$.

### 3.3.3. Recursive Solution for the $N \times N$ Path Matrix $P_{k}$

In this subsection we reason why an analytic recursive solution for the $N \times N$ path matrix $P_{k}$ of the hopcount $k$ seems infeasible. From (3.6), we derive the following identity

$$
P_{k}+M\left(\bigcup_{i=0}^{k-2} \bigcup_{j=i+2}^{k} \mathscr{W}_{(i, j)}[k]\right)=P_{k-1} \cdot A+M\left(\bigcup_{i=0}^{k-3} \bigcup_{j=i+2}^{k-1} \mathscr{W}_{(i, j)}[k-1]\right)
$$

from where we conclude that the $N \times N$ path matrix $P_{k}$ of length $k$ obeys the following recursion

$$
\begin{equation*}
P_{k}=P_{k-1} \cdot A-F_{k}, \tag{3.8}
\end{equation*}
$$

where the $N \times N$ matrix $F_{k}$ is defined as

$$
\begin{equation*}
F_{k}=M\left(\bigcup_{i=0}^{k-2} \bigcup_{j=i+2}^{k} \mathscr{W}_{(i, j)}[k]\right)-M\left(\bigcup_{i=0}^{k-3} \bigcup_{j=i+2}^{k-1} W_{(i, j)}[k-1]\right) \cdot A . \tag{3.9}
\end{equation*}
$$

In Appendix C.1, we derive the first two sum terms of the $N \times N$ matrix $F_{k}$, that illustrate the difficulty to derive a complete closed form solution. To provide an argument for why the recursive solution does not seem possible, we denote a path $p_{k}=\left(n_{0} \rightarrow\right.$ $\left.n_{1}\right)\left(n_{1} \rightarrow n_{2}\right) \ldots\left(n_{k-1} \rightarrow n_{k}\right)$ as a node sequence, where $n_{l} \neq n_{m}$ for all $0 \leq l \neq m \leq k$. The number of paths between node $i$ and node $j$ of length $k+1$ can be computed as follows

$$
\begin{equation*}
\left(P_{k+1}\right)_{i j}=\sum_{p_{k} \in \mathscr{P}[k]} \mathbf{1}_{\left\{n_{0}=i\right\}} \mathbf{1}_{\left\{n_{k} \in \mathcal{N}_{j}\right\}} \mathbf{1}_{\left\{n_{2} \neq j\right\}} \mathbf{1}_{\left\{n_{3} \neq j\right\}} \ldots \mathbf{1}_{\left\{n_{k-2} \neq j\right\}}, \tag{3.10}
\end{equation*}
$$

where the set of node $j$ neighbours is denoted as $\mathscr{N}_{j}$, while $\mathbf{1}_{x}$ is the indicator function that equals 1 if statement $x$ is true, otherwise $\mathbf{1}_{x}=0$. On the other side, we observe from
(3.8) that the first term of the recursive solution

$$
\left(P_{k+1}\right)_{i j}=\sum_{m=1}^{N}\left(P_{k}\right)_{i m} \cdot a_{m j}-\left(F_{k}\right)_{i j}
$$

examines only the first two conditions from (3.10), because $\sum_{p_{k} \in \mathscr{P}\{k]} \mathbf{l}_{\left\{n_{0}=i\right\}} \mathbf{l}_{\left\{n_{k} \in \mathscr{N}_{j}\right\}}=$ $\left(P_{k} \cdot A\right)_{i j}$. The element $\left(P_{k} \cdot A\right)_{i j}$ contains the number of walks between node $i$ and node $j$ of length $k+1$, composed of all paths of length $k$, from node $i$ to an adjacent node $m \in$ $\mathscr{N}_{j}$. However, not each such a walk represents a path. To obtain length $k+1$ paths, we need to distract from $\left(P_{k} \cdot A\right)_{i j}$ those paths of length $k$ between node $i$ and node $m \in \mathscr{N}_{j}$, traversing also node $j$. The $N \times N$ path matrix $P_{k}$ counts the number of length $k$ paths between pairs of nodes, without comprising information about traversed nodes per each path. Therefore, the recursive solution in (3.8) requires manipulating an exponentially large number of walk matrices, to account for walks in $P_{k} \cdot A$ that are not paths.

In the following subsections, we derive an explicit form of the $N \times N$ path matrix $P_{k}$ up to hopcount $k \leq 4$.

### 3.3.4. PATH MATRIX $P_{1}$ OF LENGTH $k=1$

The $N \times N$ adjacency matrix $A$, by its definition, defines all paths of length $k=1$ and thus the $N \times N$ path matrix $P_{1}$

$$
\begin{equation*}
P_{1}=A, \tag{3.11}
\end{equation*}
$$

because there is a path of length $k=1$ between node $i$ and $j$ only if they share a link (i.e. if $a_{i j}=1$ ). Only in case $k=1$, the set of all walks

$$
\mathscr{W}[1]=\mathscr{P}[1]
$$

consists of only paths, because there are no self-loops in simple networks.
3.3.5. PATH MATRIX $P_{2}$ OF LENGTH $k=2$


Figure 3.3: The set $\mathscr{W}$ [2] of all possible walks of length $k=2$ and subsets.

When the hopcount $k>1$, walks with repeating nodes emerge, revealing the graph connectivity patterns. The only possible repetition of nodes in a walk with the hopcount $k=2$ is when $n_{0}=n_{2}$, forming the set $\mathscr{W}_{(0,2)}$ [2] of closed walks. Since walks of length $k=2$ consist of either closed walks or paths, the set $\mathscr{W}$ [2] of all possible walks of length $k=2$ is as follows

$$
\mathscr{W}[2]=\mathscr{W}_{(0,2)}[2] \cup \mathscr{P}[2]
$$

The Venn diagram for the walk space of the hopcount $k=2$ is provided on Figure 3.3. From (3.2) we obtain the $N \times N$ walk matrix $M\left(\mathscr{W}_{(0,2)}[2]\right)$ as follows

$$
M\left(\mathscr{W}_{(0,2)}[2]\right)=I \circ A^{2} .
$$

By importing the above equation into (3.6), we obtain the $N \times N$ path matrix $P_{2}$

$$
\begin{equation*}
P_{2}=A^{2}-I \circ A^{2} . \tag{3.12}
\end{equation*}
$$

### 3.3.6. Path matrix $P_{3}$ of length $k=3$

The set $\mathscr{W}$ [3] of all walks with the hopcount $k=3$ represents the set union of the walk sets with any possible node repetition and the path set $\mathscr{P}[3]$. By applying (3.4) for the hopcount $k=3$, we obtain

$$
\mathscr{W}[3]=\mathscr{W}_{(0,2)}[3] \cup \mathscr{W}_{(0,3)}[3] \cup \mathscr{W}_{(1,3)}[3] \cup \mathscr{P}[3] .
$$

By importing (3.6), the above equation transforms

$$
\begin{align*}
A^{3} & =M\left(\mathscr{W}_{(0,2)}[3]\right)+M\left(\mathscr{W}_{(0,3)}[3]\right)+M\left(\mathscr{W}_{(1,3)}[3]\right)+P_{3} \\
& -M\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(0,3)}[3]\right)-M\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(1,3)}[3]\right)-M\left(\mathscr{W}_{(0,3)}[3] \cap \mathscr{W}_{(1,3)}[3]\right)  \tag{3.13}\\
& +M\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(0,3)}[3] \cap \mathscr{W}_{(1,3)}[3]\right) .
\end{align*}
$$

The set intersection $\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(0,3)}[3]\right)$ defines walks where $n_{0}=n_{2}=n_{3}$. Since a node is not adjacent to itself in a simple network (i.e. $a_{i i}=0$ ), such walks do not exist and thus $\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(0,3)}[3]\right)=\varnothing$. The same reasoning holds for the sets $\left(\mathscr{W}_{(0,3)}[3] \cap \mathscr{W}_{(1,3)}[3]\right)=$ $\phi$ and $\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(0,3)}[3] \cap \mathscr{W}_{(1,3)}[3]\right)=\varnothing$, which simplifies the relation (3.13)

$$
\begin{equation*}
A^{3}=M\left(\mathscr{W}_{(0,2)}[3]\right)+M\left(\mathscr{W}_{(0,3)}[3]\right)+M\left(\mathscr{W}_{(1,3)}[3]\right)+P_{3}-M\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(1,3)}[3]\right) . \tag{3.14}
\end{equation*}
$$

The set $\mathscr{W}[3]$ of all possible walks with the hopcount $k=3$, the walk subsets $\mathscr{W}_{(0,2)}[3], \mathscr{W}_{(0,3)}[3], \mathscr{W}_{(1,3)}[3]$ with a repeating node and the path set $\mathscr{P}[3]$ are presented in Figure 3.4.

A walk of length $k=3$ where $n_{0}=n_{2}$ and $n_{1}=n_{3}$ starts from a node $i$, visits a neighbouring node $j$, traverses again the node $i$ and ends in the adjacent node $j$. Thus, for a pair of adjacent nodes $i$ and $j$, there is only one such a path. We denote the $N \times N$ corresponding walk matrix $M\left(\mathscr{W}_{(0,2)}[3] \cap W_{(1,3)}[3]\right)$

$$
M\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(1,3)}[3]\right)=A \circ A \circ A=A .
$$

Finally, after importing the above equation and (3.2) into (3.14), we obtain

$$
\begin{equation*}
P_{3}=A^{3}-\left(I \circ A^{2}\right) \cdot A-I \circ A^{3}-A \cdot\left(I \circ A^{2}\right)+A . \tag{3.15}
\end{equation*}
$$



Figure 3.4: The set of all possible walks of length $k=3$, the subset of paths and subsets of walks with a repeating node.

### 3.3.7. PATH MATRIX $P_{4}$ OF LENGTH $k=4$

The set $\mathscr{W}[4]$ of all possible walks of length $k=4$ represents the set union of the following sets

$$
\mathscr{W}[4]=\mathscr{W}_{(0,2)}[4] \cup \mathscr{W}_{(0,3)}[4] \cup \mathscr{W}_{(0,4)}[4] \cup \mathscr{W}_{(1,3)}[4] \cup \mathscr{W}_{(1,4)}[4] \cup \mathscr{W}_{(2,4)}[4] \cup P[4]
$$

The set $\mathscr{W}$ [4] of all walks with the hopcount $k=4$, the path set $\mathscr{P}[4]$ and the walk sets with a repeating node are presented in Figure 3.5. Not all defined walk subsets with repeating nodes overlap, as presented in Figure 3.5.

$$
\begin{align*}
A^{4} & =P_{3}+M\left(\mathscr{W}_{(0,2)}[4]\right)+M\left(\mathscr{W}_{(0,3)}[4]\right)+M\left(\mathscr{W}_{(0,4)}[4]\right)+M\left(\mathscr{W}_{(1,3)}[4]\right)+M\left(\mathscr{W}_{(1,4)}[4]\right)+M\left(\mathscr{W}_{(2,4)}[4]\right) \\
& -M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4]\right)-M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,4)}[4]\right)-M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(2,4)}[4]\right) \\
& -M\left(\mathscr{W}_{(0,3)}[4] \cap \mathscr{W}_{(1,4)}[4]\right)-M\left(\mathscr{W}_{(0,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)-M\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4]\right) \\
& -M\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)-M\left(\mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)  \tag{3.16}\\
& +M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)+M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(0,4)}[4]\right) \\
& +M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)+M\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right) \\
& -M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right) .
\end{align*}
$$

In the following part, we derive in sequel the walk matrices of the set intersections with three and four walk sets from the above relation.

Walk set $\left(\mathscr{W}_{(0,2)}[3] \cap \mathscr{W}_{(1,3)}[3] \cap \mathscr{W}_{(2,4)}[3]\right)$ defines walks with the hopcount $k=4$ where $n_{0}=n_{2}=n_{4}$ and $n_{1}=n_{3}$ originate from node $n_{0}$, visits node $n_{1}$, returns to node $n_{0}$ and


Figure 3.5: The set $\mathscr{W}[4]$ of all possible walks of length $k=4$, the subset of paths and subsets of walks with repeating nodes.
repeats the same walk pattern, finishing at node $n_{0}$.

$$
\begin{equation*}
M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)=I \circ(A \cdot(A \circ A \circ A))=I \circ A^{2} . \tag{3.17}
\end{equation*}
$$

In addition, walk set $\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(0,4)}[4]\right)$ and $\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)$ define walks of length $k=4$ where $n_{0}=n_{2}=n_{4}$ and $n_{1}=n_{3}$. Thus, we observe

$$
\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(0,4)}[4]\right)=\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)=\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right) .
$$

On the contrary, the walk set $\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)$ defines walks with hopcount $k=4$ where $n_{0}=n_{2}=n_{4}$. Such walks start from a node $n_{0}$, visits an adjacent node, returns to node $n_{0}$, traverses an adjacent node once more and returns again to node $n_{0}$. The corresponding $N \times N$ walk matrix $M\left(\mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)$ is as follows

$$
\begin{equation*}
M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)=(I \circ(A \cdot A)) \cdot(I \circ(A \cdot A))=\left(I \circ A^{2}\right)^{2} . \tag{3.18}
\end{equation*}
$$

The set $M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)$ defines walks of length $k=4$ where $n_{0}=n_{2}=n_{4}$ and $n_{1}=n_{3}$ and thus

$$
M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(0,4)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)=M\left(\mathscr{W}_{(0,2)}[4] \cap \mathscr{W}_{(1,3)}[4] \cap \mathscr{W}_{(2,4)}[4]\right)=I \circ A^{2} .
$$

Finally, we derive the $N \times N$ path matrix $P_{4}$ of length $k=4$

$$
\begin{align*}
P_{4} & =A^{4}-\left(I \circ A^{2}\right) \cdot A^{2}-\left(I \circ A^{3}\right) \cdot A-I \circ A^{4}-A \cdot\left(I \circ A^{2}\right) \cdot A-A \cdot\left(I \circ A^{3}\right)-A^{2} \cdot\left(I \circ A^{2}\right) \\
& +3 \cdot\left(I \circ A^{2}\right)^{2}+3 \cdot A \circ A^{2}+I \circ\left(A \cdot\left(I \circ A^{2}\right) \cdot A\right)+2 \cdot A^{2} \\
& -3 \cdot\left(I \circ A^{2}\right)-\left(I \circ A^{2}\right)^{2}  \tag{3.19}\\
& +\left(I \circ A^{2}\right) .
\end{align*}
$$

Determining walk matrices of all walk subsets in (3.7) with increasing hopcount $k$ becomes intractable. While we provide above an explicit solution for the $N \times N$ path matrix $P_{k}$, with $k \leq 4$, already for $k=5$, providing the explicit enumeration of the number of paths between any pair of nodes becomes far more involving.

### 3.4. WALKS TRAVERSING A NODE EXACTLY ONCE

Applying the inclusion exclusion formula in (3.7) produces an exponential number of matrix terms, which do not seem to be solvable for a general hopcount $k$. Instead, we consider here walks in which a node appears exactly once.
Definition 11 The set of all possible walks with length $k$, where node $i \in \mathscr{N}$ is traversed exactly once, is denoted as $\mathscr{W}_{(i)}[k]$. The corresponding $N \times N$ walk matrix $M\left(\mathscr{W}_{(i)}[k]\right)$ with the number of such walks between node pair equals

$$
\begin{aligned}
M\left(\mathscr{W}_{(i)}[k]\right) & =\left(\left(e_{i} \cdot u^{T}\right) \circ A\right) \cdot\left(\left(\left(u-e_{i}\right) \cdot\left(u-e_{i}\right)^{T}\right) \circ A\right)^{k-1} \\
& +\sum_{m=1}^{k-1}\left(\left(\left(u-e_{i}\right) \cdot\left(u-e_{i}\right)^{T}\right) \circ A\right)^{m-1} \cdot\left(A \circ\left(u \cdot e_{i}^{T}\right)\right) \cdot\left(\left(\left(u-e_{i}\right) \cdot\left(u-e_{i}\right)^{T}\right) \circ A\right)^{k-m} \\
& +\left(\left(\left(u-e_{i}\right) \cdot\left(u-e_{i}\right)^{T}\right) \circ A\right)^{k-1} \cdot\left(\left(e_{i} \cdot u^{T}\right) \circ A\right) .
\end{aligned}
$$

The $N \times N$ walk matrix $M\left(\mathscr{W}_{(i)}[k]\right)$ consists of $k+1$ terms, because node $i$ can appear on $k+1$ positions in a walk of length $k$. We illustrate examples of walks traversing a node exactly once in Figure 3.6.

### 3.4.1. ANALYTIC SOLUTION FOR THE $N \times N$ PATH MATRIX $P_{k}$

Defining the walk sets $\mathscr{W}_{(i)}[k]$ with node $i \in \mathscr{N}$ appearing only once allows us to determine the set of paths $\mathscr{P}[k]$ with hopcount $k$, not by excluding walks with node reappearance from all possible walks $\mathscr{W}[k]$, but instead as the intersection of those walk sets of the form $\mathscr{W}_{(i)}[k], i \in \mathscr{N}$

$$
\begin{equation*}
\mathscr{P}[k]=\mathscr{W}_{\left(i_{0} \in \mathscr{N}\right)}[k] \cap \mathscr{W}_{\left(i_{1} \in \mathcal{N} \backslash i_{0}\right)}[k] \cap \cdots \cap \mathscr{W}_{\left(i_{k} \in\left(\mathcal{N} \backslash\left(i_{0} \cup i_{1} \cup \cdots \cup i_{k-1}\right)\right)\right)}[k] . \tag{3.20}
\end{equation*}
$$

Theorem 12 The $N \times N$ path matrix $P_{k}$, whose entries comprise the number of paths with hopcount $k$ between any pair of nodes is defined as follows

$$
\begin{equation*}
P_{k}=\sum_{i_{0} \in \mathscr{N}} \sum_{i_{1} \in \mathcal{N} \backslash i_{0}} \ldots \sum_{\left.i_{k} \in \mathscr{N} \backslash i_{0} \cup i_{1} \cup \cdots \cup i_{k-1}\right)} \prod_{z=1}^{k}\left(\left(e_{i_{z-1}} \cdot e_{i_{z}}^{T}\right) \circ A\right), \tag{3.21}
\end{equation*}
$$



Figure 3.6: Examples of walks in which a node is traversed exactly once. Traversed links are colored in red, while arrows follow labeling in the node sequence.
or alternatively

$$
P_{k}=\sum_{i_{0}=1}^{N} \sum_{i_{1}=1}^{N} \cdots \sum_{i_{k}=1}^{N} \prod_{z=1}^{k}\left(\left(e_{i_{z-1}} \cdot e_{i_{z}}^{T}\right) \circ A\right) .
$$

Proof Relation (3.21) examines all possible labeled sequences of $k+1$ nodes. For each sequence ( $i_{0}, i_{1}, \ldots, i_{k}$ ), we remove all elements from the $N \times N$ adjacency matrix $A$, except for the element $a_{\left(i_{z}-1, i_{z}\right)}$ between adjacent nodes in the sequence $\left(e_{i_{z-1}} \cdot e_{i_{z}}^{T}\right) \circ A$, where $1 \leq z \leq k$. If a node sequence composes a path of lenth $k$, the ( $i_{0}, i_{k}$ )th element of the product $\prod_{z=1}^{k}\left(\left(e_{i_{z-1}} \cdot e_{i_{z}}^{T}\right) \circ A\right)$ equals 1, otherwise 0 .

The solution for the $N \times N$ path matrix $P_{k}$ in (3.21) represents a deterministic counterpart to the relation in [65, eq. 6], defining the probability of a path existence between two nodes. For each possible labelled sequence of $k+1$ different nodes, in total ( $k+1$ )! of them, relation (3.21) forces all entries of the $N \times N$ adjacency matrix $A$ to zero, expect for the entries between adjacent nodes in the sequence and provides an element one on the position ( $i j$ ), if the remaining elements compose a path of length $k$ between node $i$ and node $j$. By summing over each possible labelled node sequence, we obtain the $N \times N$ path matrix $P_{k}$, with complexity $O\left(k!k N^{3}\right)$.

### 3.5. WALKS NOT TRAVERSING A NODE

For a general hopcount $k$, there are in total $k!$ matrix terms in (3.21), as each node sequence is labelled. Therefore, an explicit enumeration for an arbitrary hopcount $k$ is infeasible. However, when computing the $N \times N$ path matrix $P_{k}$ in a matrix form, labelling nodes in the sequence is not necessary, because the matrix product naturally preserves the information about the source and destination node of each walk, as illustrated in (3.1). In this section we introduce walks where a node is not traversed. Originally, this type of walks was defined by Bax in [71].

Definition 13 The set of all possible walks with length $k=N-1$, where node $m \in \mathscr{N}$ is not traversed, is denoted as $\mathscr{W}_{m}$. The $N \times N$ corresponding walk matrix with the number of such walks between any pair of nodes equals

$$
M\left(\mathscr{W}_{m}\right)=\left(\left(\left(u-e_{m}\right) \cdot\left(u-e_{m}\right)^{T}\right) \circ A\right)^{N-1}
$$

where $e_{i}$ denotes the $N \times 1$ basic vector with only one non-zero element $\left(e_{i}\right)_{i}=1$.
Figure 3.7 provides two examples of walks not traversing a node.

$(1 \rightarrow 3)(3 \rightarrow 5)(5 \rightarrow 1)(1 \rightarrow 2) \in \mathcal{W}_{4}$


Figure 3.7: Examples of walks with length $k=N-1$ in which a node is not traversed. Traversed links are colored in red, while arrows follow labeling in the node sequence.

### 3.5.1. HAMILTONIAN PATH MATRIX $P_{N-1}$

A path of length $N-1$, also known as a Hamiltonian path, is defined by a sequence of $N$ nodes

$$
\left(n_{0}, n_{1}, \ldots, n_{N-1}\right)
$$

such that $n_{k} \neq n_{l}$, for $0 \leq k \leq N-1$ and for $l \in \mathscr{N} \backslash k$, where also $a_{\left(n_{k}, n_{k-1}\right)}=1$, for $0 \leq k \leq N-2$. Because a path by definition consists of different nodes in the sequence, a Hamiltonian path traverses each node in the graph exactly once. Such observation allowed Bax in [71] to define a set of all walks with hopcount $k=N-1$, where node $m \in \mathscr{N}$ is not traversed.

Walk sets of the form $\mathscr{W}_{m}$ allow us to define the set of all possible walks of length $k=N-1$ as follows

$$
\begin{equation*}
\mathscr{W}[N-1]=\bigcup_{i=1}^{N} \mathscr{W}_{i} \cup \mathscr{P}[N-1] \tag{3.22}
\end{equation*}
$$

Relation (3.22) informs us that either a node is not traversed in a walk of length $N-1$ or that walk represents a path, leading to the following general solution for the $N \times N$ Hamiltonian path matrix $P_{N-1}$

$$
\begin{equation*}
P_{N-1}=A^{N-1}-M\left(\bigcup_{i=1}^{N} \mathscr{W}_{i}\right) . \tag{3.23}
\end{equation*}
$$

By applying the inclusion-exclusion formula on the set union from the equation above, Bax obtained

$$
\begin{align*}
M\left(\bigcup_{i=1}^{N} \mathbb{W}_{i}\right) & =\sum_{i_{1}=1}^{N} M\left(\mathscr{W}_{i_{1}}\right) \\
& -\sum_{i_{1}=1}^{N-1} \sum_{i_{2}=i_{1}+1}^{N} M\left(\mathscr{W}_{i_{1}} \cap \mathscr{W}_{i_{2}}\right) \\
& +\sum_{i_{1}=1}^{N-2} \sum_{i_{2}=i_{1}+1}^{N-1} \sum_{i_{3}=i_{2}+1}^{N} M\left(\mathscr{W}_{i_{1}} \cap \mathscr{W}_{i_{2}} \cap \mathscr{W}_{i_{3}}\right)  \tag{3.24}\\
& -\ldots \\
& +(-1)^{N-3} \sum_{i_{1}=1}^{2} \sum_{i_{2}=i_{1}+1}^{3} \cdots \sum_{i_{N}=i_{N-1}+1}^{N} M\left(\bigcap_{z=1}^{N} \mathscr{W}_{i_{z}}\right) .
\end{align*}
$$

A set of intersections from (3.24) defines all possible walks with hopcount $N-1$, where multiple nodes are not traversed. The corresponding $N \times N$ walk matrix of such a walk set is

$$
\begin{equation*}
M\left(\mathscr{W}_{i_{1}} \cap \mathscr{W}_{i_{2}} \cap \cdots \cap \mathscr{W}_{i_{m}}\right)=\left(\left(\operatorname{diag}\left(u-e_{i_{1}}-e_{i_{2}}-\ldots e_{i_{m}}\right)\right) \cdot A \cdot\left(\operatorname{diag}\left(u-e_{i_{1}}-e_{i_{2}}-\ldots e_{i_{m}}\right)\right)\right)^{N-1} \tag{3.25}
\end{equation*}
$$

By combining (3.23) and (3.25) Bax derived in [71] the $N \times N$ Hamiltonian path matrix $P_{N-1}$ as follows

$$
\begin{align*}
P_{N-1} & =A^{N-1}-\sum_{i_{1}=1}^{N}\left(\operatorname{diag}\left(u-e_{i_{1}}\right) \cdot A \cdot \operatorname{diag}\left(u-e_{i_{1}}\right)\right)^{N-1} \\
& +\sum_{i_{1}=1}^{N-1} \sum_{i_{2}=i_{1}+1}^{N}\left(\operatorname{diag}\left(u-e_{i_{1}}-e_{i_{2}}\right) \cdot A \cdot \operatorname{diag}\left(u-e_{i_{1}}-e_{i_{2}}\right)\right)^{N-1}  \tag{3.26}\\
& -\ldots \\
& +(-1)^{N-3} \cdot \sum_{i_{1}=1}^{2} \sum_{i_{2}=i_{1}+1}^{3} \cdots \sum_{i_{N-1}=i_{N-2}+1}^{N}\left(\operatorname{diag}\left(u-\sum_{z=1}^{N-1} e_{i_{z}}\right) \cdot A \cdot \operatorname{diag}\left(u-\sum_{z=1}^{N-1} e_{i_{z}}\right)\right)^{N-1} .
\end{align*}
$$

### 3.5.2. ANALYTIC SOLUTION FOR THE $N \times N$ PATH MATRIX $P_{k}$

We here extend the approach of Bax in [71] and derive an analytic solution for the $N \times N$ path matrix $P_{k}$ of any hopcount $1 \leq k \leq N-1$. The idea behind computing the number of paths with hopcount $k$ between node pairs is to examine all possible unlabeled sequences of $k+1$ nodes, in total $\binom{N}{k+1}$ of them. For each node sequence, we remove links from the graph, not adjacent to any node in the sequence. A path of length $k$ in such a reduced graph is equivalent to a Hamiltonian path in the original graph, and thus, the idea of Bax from [71] can be applied.

Theorem 14 The $N \times N$ path matrix $P_{k}$, whose entries comprise the number of paths with
hopcount $k$ between any pair of nodes can be computed as follows

$$
\begin{align*}
& P_{k}=\sum_{i_{0}=0}^{N-k-1} \sum_{i_{1}=i_{0}+1}^{N-k} \ldots \sum_{i_{k}=i_{k-1}+1}^{N}\left[\left(\left(\left(\sum_{z=0}^{k} e_{i_{z}}\right) \cdot\left(\sum_{z=0}^{k} e_{i_{z}}^{T}\right)\right) \circ A\right)^{k}\right. \\
& -\sum_{j_{0}=0}^{k}\left(\left(\left(\sum_{z=0}^{k} e_{i_{z}}-e_{i_{j_{0}}}\right) \cdot\left(\sum_{z=0}^{k} e_{i_{z}}-e_{i_{j_{0}}}\right)^{T}\right) \circ A\right)^{k} \\
& +\sum_{j_{0}=0}^{k-1} \sum_{j_{1}=j_{0}+1}^{k}\left(\left(\left(\sum_{z=0}^{k} e_{i_{z}}-e_{i_{j_{0}}}-e_{i_{j_{1}}}\right) \cdot\left(\sum_{z=0}^{k} e_{i_{z}}-e_{i_{j_{0}}}-e_{i_{j_{1}}}\right)^{T}\right) \circ A\right)^{k}  \tag{3.27}\\
& -\ldots \\
& \left.+(-1)^{k-2} \sum_{j_{0}=0}^{1} \sum_{j_{1}=j_{0}+1}^{2} \ldots \sum_{j_{k-1}=j_{k-2}+1}^{k}\left(\left(\left(\sum_{z=0}^{k} e_{i_{z}}-\sum_{q=0}^{k-1} e_{i_{j_{q}}}\right) \cdot\left(\sum_{z=0}^{k} e_{i_{z}}-\sum_{q=0}^{k-1} e_{i_{j_{q}}}\right)^{T}\right) \circ A\right)^{k}\right] .
\end{align*}
$$

Proof We examine all possible unlabeled sequences of $k+1$ nodes. For each such a sequence $\left(i_{0}, i_{1}, \ldots, i_{k}\right)$ we transform the $N \times N$ adjacency matrix $A$ by removing all links not adjacent to any node in the sequence $\left(\left(\sum_{z=0}^{k} e_{i_{z}}\right) \cdot\left(\sum_{z=0}^{k} e_{i_{z}}^{T}\right)\right) \circ A$. The modified adjacency matrix allows for applying the inclusion exclusion formula Bax derived in [71], because a path of length $k$ in the modified adjacency matrix is equivalent to a Hamiltonian path in the $N \times N$ original adjaceny matrix $A$.

There are $\binom{N}{k+1}=\frac{N!}{(k+1)!(N-k-1)!}$ ways to choose $k+1$ nodes out of $N$ nodes. For each set of $k+1$ nodes, relation (3.27) defines in total $2^{k}$ matrix terms ${ }^{1}$ and thus computing the $N \times N$ path matrix $P_{k}$ implies complexity $\left.O\binom{N}{k+1} k N^{3} 2^{k}\right)$.

### 3.5.3. COMPLEXITY OF COMPUTING THE $N \times N$ PATH MATRIX $P_{k}$

We present three analytic solutions for the $N \times N$ path matrix $P_{k}$, comprising in its entries the number of length $k$ paths between node pairs. Figure 3.8 provides complexity of computing the $N \times N$ path matrix $P_{k}$, as a function of the hopcount $k$, for a graph of $N=20$ nodes. Complexity of the solution in (3.6) (blue color), based on walks traversing a node multiple times, represents the most complex approach for almost the entire range of hopcount $k$ values. Despite its complexity, for small $k$, the solution in (3.6) is the most insightful, from a linear algebra point of view.

Computing the $N \times N$ path matrix $P_{k}$ using (3.21) (red color in Figure 3.8) requires the least computational effort, for smaller values of the hopcount $k$, because it examines all possible labeled sequences of $k+1$ nodes. In contrast, for smaller values of hopcount $k$, the third approach in (3.27) (presented in green color in Figure 3.8)) is far more computationally demanding, because it applies the inclusion exclusion formula on each possible unlabeled sequence of $k+1$ nodes. As the path length $k$ increases, there are less unlabeled sequences of nodes, allowing the third solution in (3.27) to perform the best, in terms of complexity.

[^4]

Figure 3.8: Computational complexity of computing the $N \times N$ path matrix $P_{k}$ with different hopcount $1 \leq k \leq$ $N-1$ using (3.6) (blue color), (3.21) (red color) and (3.27)(green color), where $N=20$.

### 3.6. Recursive algorithm for computing the number OF PATHS

We provide a simple recursive algorithm 3.10 that computes the $N \times N$ path matrices $P_{k}$, where $1 \leq k \leq N-1$. The proposed algorithm treats each path independently (via recursions) and prevents repeating nodes in the walk sequence.

The proposed recursive algorithm identifies each possible path in a graph and increment the corresponding element of the $N \times N$ path matrix $P_{k}$, with $1 \leq k<N$. For each node $i \in \mathscr{N}$ in $G$, we set the hopcount to 0 and call the recursive procedure, as provided in line 4 of the pseudocode 3.9. The recursive algorithm 3.10 returns the $N-1 \times N$ node $i$ based path matrix $T$, where the element $T_{j m}$ denotes the number of length $j$ paths between node $i$ and node $m$. Therefore, in line 6 we store the $j$-th row of the $N-1 \times N$ node based path matrix $T$ as the $i$-th row of the $N \times N$ path matrix $P_{j}$.

The recursive procedure described in Algorithm 3.10 takes the $(N-1) \times N$ nodebased path matrix $T$, the $N \times N$ adjacency matrix $A$, the destination node $n_{k}$ and the current hop count $k$ as inputs. Firstly, we increment the hop count $k$ in line 1 . Next, in line 2 , we identify the neighbors of the destination node $j \in \mathscr{N}_{n_{k}}$. In the subsequent step, we account for the paths reaching any neighbors in $\mathscr{N}_{n_{k}}$. A crucial step is to remove all links adjacent to the destination node $n_{k}$, as defined in line 4 , to prevent paths from reaching node $n_{k}$ again. Therefore, within the recursive function, we remove all links that would lead to the reappearance of a node, allowing us to consider each adja-

## DeterminePaths ( $A, N$ )

Input: $A, N$
Output: $P_{1}, P_{2}, \ldots, P_{N-1}$

1. $T \leftarrow O_{(N-1) \times N}$
2. $P_{k} \leftarrow O_{N \times N}$, where $1 \leq k<N$
3. for $i \leftarrow 1$ to $N$
4. $\quad T \leftarrow$ COMPUTEPATHS $\left(O_{(N-1) \times N}, A, i, 0\right)$
5. $\quad$ for $j \leftarrow 1$ to $N-1$
6. $\quad$ Store $j$-th row of $T$ as the $i$-th row of $P_{j}$
7. end for
8. end for
9. return $P_{1}, P_{2}, \ldots, P_{N-1}$

Figure 3.9: Pseudocode for calling the recursive Algorithm for determining all paths in a graph, with the graph size $N$ and the the $N \times N$ adjacency matrix $A$ as input.

ComputePaths ( $T, A, n_{k}, k$ )
Input: $T, A, n_{k}, k$
Output: $T$

1. $k \leftarrow k+1$
2. $\mathscr{N}_{n_{k}} \leftarrow\left\{j \mid a_{n_{k}, j}=1, j \in \mathscr{N}\right\}$
3. $T_{k, j} \leftarrow T_{k, j}+1$, where $j \in \mathscr{N}_{n_{k}}$
4. $a_{n_{k}, j} \leftarrow 0$ and $a_{j, n_{k}} \leftarrow 0$, where $j \in \mathscr{N}_{n_{k}}$
5. for $m \leftarrow 1$ to $\left|\mathscr{N}_{n_{k}}\right|$
6. $\quad$ if $\left|\mathscr{N}_{j_{m}}\right|>0$
7. $\quad T \leftarrow$ ComputePaths $\left(T, A, j_{m}, k\right)$
8. end if
9. end for
10. return $T$

Figure 3.10: Metacode of the recursive algorithm for determining all paths in a graph, originating from a singe node, with the $N \times N$ adjacency matrix $A$, the $(N-1) \times N$ node-based path matrix $T$, destination node $n_{k}$ and hopcount $k$ as input. The recursive function returns the $(N-1) \times N$ node-based path matrix $T$.
cent node of the destination node as a valid extension of the path. After removing the links, for each neighbor $j$ (line 5) with non-zero degree (line 6), we invoke the recursive algorithm in line 7 , with the incremented hop count and the updated destination node $j$. The recursion terminates when a destination node has no neighbors, as defined in line 6 . In appendix C.2, we adjust the proposed recursive algorithm to identify number of length $k$ paths only, between all node pairs.

By executing Algorithm 3.10 once, we can gather information about every possible path in a graph. Since the recursive algorithm 3.10 we propose accounts for all possible paths, its complexity scales linearly with the total number of paths, given by $\frac{1}{2} \cdot \sum_{i=1}^{N-1} u^{T}$. $P_{i} \cdot u$. Thus, Figure 3.11 illustrates the total number of paths in an Erdős-Rényi (ER) random graph with $N=6$ (left), $N=8$ (middle), and $N=10$ (right) nodes, respectively, for different link densities $p$. It is evident that the complexity of the proposed algorithm, $O\left(N(1+p)^{2 N}\right)$, grows exponentially with the network size $N$.


Figure 3.11: Total number of paths in Erdős Rényi graph with $N=6$ (left figure), $N=8$ nodes (middle figure) and $N=10$ nodes (right figure), for different values of the link density $p$.

### 3.7. CONCLUSION

We introduce three types of walks: walks with a node reappearing in the sequence, walks traversing a node exactly once, and those not traversing a node. Based on considered walk types, we derive analytic solutions for the number of paths of a certain length between node pairs in a matrix form. Depending on the path length, different solutions require the least computational effort. We propose a recursive algorithm for determining all possible paths between node pairs, whose complexity scales linearly with the total number of paths in a graph. The proposed recursive algorithm applies to a directed (un)weighted network.

## 4

# Effective Resistance in Graph Theory 

$$
\begin{array}{r}
\text { It is not knowledge, but the act of learning, } \\
\text { not possession but the act of getting there, } \\
\text { which grants the greatest enjoyment. } \\
\text { Carl Friedrich Gauss }
\end{array}
$$

The effective resistance between two nodes is determined by the electrical systems theory, which explains how electrical energy is dissipated throughout the network while being transmitted between the nodes. This concept is significant for the general network theory since the effective resistance metric describes the entire network from the viewpoint of two nodes. In this chapter, we make use of the information captured by the effective resistance. We present an iterative algorithm that solves the inverse all-shortest-path problem by beginning with a complete graph and progressively removing links until the given upper bounds on the shortest path weights are exceeded. Furthermore, we propose an iterative algorithm for deterministic graph sparsification, which either minimises or maximises the effective graph resistance, or minimises the Laplacian eigenvalue deviation.

[^5]
### 4.1. Introduction

Effective resistance is a key concept in graph theory, which has significant applications in various areas, including electrical, social, and transportation networks. The effective resistance between two nodes in an electrical network is the resistance between those nodes when all other links are removed and replaced with their corresponding resistances [73]. This measure takes into account all possible paths between the two nodes and is closely related to the concept of electrical resistance in physics. Effective resistance has been extensively studied in the literature, and one of its critical properties is being a distance matrix and thus obeying the triangle inequality [4]. This property enables the estimation of effective resistances between any pair of nodes using only local information, making it useful in the analysis of complex networks. Effective resistance was first introduced by Kirchhoff in 1847 to calculate the electrical resistance of a network of resistors [74]. Since then, effective resistance has found diverse applications in several fields.

One of the earliest applications of effective resistance was in the study of random walks on graphs. The commute time between two nodes in an unweighted graph is proportional to the effective resistance between these two nodes [75]. This result has been applied in the study of diffusion processes in networks, including social and biological networks [76]. Conversely, the escape probability - the probability of a random walk starting from node $i$ and reaching node $j$ before returning to node $i$ - is inversely proportional to the effective resistance between the two nodes [77]. Furthermore, the effective resistance between two nodes quantifies a ratio of spanning trees in a graph that traverses that link [78]. Effective resistance has also been used in the analysis of epidemic spreading [79]. In recent years, effective resistance has gained significant attention in network science. It has been utilized to identify important nodes or edges in complex networks [23], such as those with high effective resistance, which play a critical role in the network's overall connectivity. Effective resistance has also been applied in community detection [26], where it can identify communities of nodes with similar effective resistance properties.

This chapter introduces two applications of effective resistance in graph theory. In Section 4.2, we propose an iterative algorithm that solves the inverse all shortest path problem, while in Section 4.3, we propose a deterministic graph sparsification algorithm that removes links from an unweighted graph iteratively, while either minimising or maximising the effective graph resistance of the resulting graph. Finally, we conclude in Section 4.4.

### 4.1.1. The Laplacian matrix Q

The eigenvalue decomposition of the $N \times N$ Laplacian $Q=\Delta-A$,

$$
\begin{equation*}
Q=Z \cdot \operatorname{diag}(\mu) \cdot Z^{T} \tag{4.1}
\end{equation*}
$$

defines the set of $N$ orthogonal $N \times 1$ eigenvectors $z_{i}$ contained in columns of the $N \times N$ eigenvector matrix $Z$ and $N$ eigenvalues $\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{N}$. Due to double orthogonality of the eigenvector matrix $Z$ (i.e. $Z \cdot Z^{T}=I$ and $Z^{T} \cdot Z=I$ ), where $I$ is the $N \times N$ identity
matrix, relation (4.1) can be transformed into a weighted sum of $N$ outer vector products

$$
\begin{equation*}
Q=\sum_{i=1}^{N} \mu_{i} \cdot z_{i} \cdot z_{i}^{T} . \tag{4.2}
\end{equation*}
$$

As of any real, symmetric matrix [80], the eigenvalues of Laplacian $Q$ are real and nonnegative because Q is a positive semidefinite matrix [80, p.67]. From $Q \cdot u=0$, we observe that $\mu_{N}=0$ and $z_{N}=u$ and thus $\operatorname{det} Q=0$. Consequently, the Laplacian $Q$ is not invertible. However, the pseudoinverse ${ }^{1}$

$$
\begin{equation*}
Q^{\dagger}=\sum_{i=1}^{N-1} \frac{1}{\mu_{i}} \cdot z_{i} \cdot z_{i}^{T} \tag{4.3}
\end{equation*}
$$

obeys $Q^{\dagger} \cdot Q=Q \cdot Q^{\dagger}=I-\frac{1}{N} \cdot J$. In this work we consider a weighted graph $G$, where a link $l$ between node $i$ and node $j$ is defined by its weight

$$
w_{i j}=w_{l}=\frac{1}{r_{l}}
$$

with $r_{l}>0$ denoting link $l$ resistance.

### 4.1.2. EfFECTIVE RESISTANCE

The effective resistance $\omega_{i j}$ between node $i$ and node $j$ is defined as

$$
\begin{equation*}
\omega_{i j}=\left(e_{i}-e_{j}\right)^{T} \cdot Q^{\dagger} \cdot\left(e_{i}-e_{j}\right) \tag{4.4}
\end{equation*}
$$

where the $N \times 1$ basic vector $e_{i}$ has only one non-zero element $\left(e_{i}\right)_{i}=1$. The effective resistance $\omega_{i j}$ quantifies the dissipated power when the current of 1 Ampere is applied between the nodes $i$ and $j$. Relation (4.4) can be transformed into a matrix form, defining the $N \times N$ effective resistance matrix

$$
\begin{equation*}
\Omega=\zeta \cdot u^{T}+u \cdot \zeta^{T}-2 \cdot Q^{\dagger} \tag{4.5}
\end{equation*}
$$

where the $N \times 1$ vector $\zeta=\left(Q_{11}^{\dagger}, Q_{22}^{\dagger}, \ldots, Q_{N N}^{\dagger}\right)$ contains the diagonal elements of the pseudoinverse of Laplacian $Q^{\dagger}$. The effective resistance $\omega_{i j}$ between directly connected nodes $i$ and $j$ (i.e. $a_{i j}=1$ ), represents the effective resistance of a parallel connection

$$
\begin{equation*}
\frac{1}{\omega_{i j}}=\frac{1}{r_{i j}}+\frac{1}{\left(\omega_{G^{*}}\right)_{i j}} \tag{4.6}
\end{equation*}
$$

between the resistance of a direct link $r_{i j}$ and the effective resistance $\left(\omega_{G^{*}}\right)_{i j}$ between nodes $i$ and $j$ in the graph $G^{*}=G \backslash l_{i j}$, where the link $l_{i j}$ is removed.

Lemma 15 A link $l_{i j} \in \mathscr{L}$ of a graph $G(\mathscr{N}, \mathscr{L})$ connects two disconnected sub-graphs $G_{1}$ and $G_{2}$, i.e. $\mathscr{L}\left(G_{1}\right) \cup \mathscr{L}\left(G_{2}\right) \cup l_{i j}=\mathscr{L}(G)$ and $\mathscr{L}\left(G_{1}\right) \cap \mathscr{L}\left(G_{2}\right)=\varnothing$ if and only if it holds

$$
\omega_{i j}=r_{i j}
$$

[^6]Proof: In case link $l_{i j}$ of a graph $G$ connects two disconnected sub-graphs $G_{1}$ and $G_{2}$, the effective resistance of a graph $G^{*}=G \backslash l_{i j}$ equals $r_{i j}^{*}=\infty$. Therefore, relation (4.6) transforms into $\omega_{i j}=r_{i j}$, which completes the proof.

The effective resistance $\omega_{i j}$ between adjacent nodes $i$ and $j$ is upper bounded by the resistance $r_{i j}$ of the direct link between them

$$
\omega_{i j}=\frac{r_{i j} \cdot\left(\omega_{G^{*}}\right)_{i j}}{r_{i j}+\left(\omega_{G^{*}}\right)_{i j}} \leq \min \left(r_{i j},\left(\omega_{G^{*}}\right)_{i j}\right) .
$$

Otherwise, when $a_{i j}=0$, the effective resistance $\omega_{i j}$ is upper bound by the sum of resistances of links forming the shortest path between the nodes. In both cases, if more paths exist connecting two nodes, then there are more possible paths for the current to flow simultaneously and thus, the effective resistance lowers. The sum of all elements of the $N \times N$ effective resistance matrix $\Omega$ defines the effective graph resistance

$$
\begin{equation*}
R_{G}=\frac{1}{2} \cdot u^{T} \cdot \Omega \cdot u=N \cdot \sum_{i=1}^{N-1} \frac{1}{\mu_{i}} . \tag{4.7}
\end{equation*}
$$

### 4.2. Inverse ALL shortest paths problem

Problem 16 (Inverse All Shortest Path Problem (IASPP)) Given an $N \times N$ symmetric demand matrix $D$ with zero diagonal elements but positive off-diagonal elements. Determine an $N \times N$ weighted adjacency matrix $\widetilde{A}$, such that ${ }^{2}$ the corresponding shortest path weight matrix $S$ obeys $S \preccurlyeq D$

Since an element in the shortest path weight matrix $S$ can be any positive number by scaling the weighted adjacency matrix, the IASPP generally has infinitely many solutions. One possibility is to add optimisation criteria, such that the IASPP asks to determine an $N \times N$ weighted adjacency matrix under the constraints that the corresponding shortest path weight matrix $S$ obeys $S \preccurlyeq D$ and minimizes a norm \|D-S\|. This instance of IASPP is called [27] the optimized inverse shortest path problem (OIASPP) [27].

Problem 17 (Optimized Inverse Shortest Path Problem (OIASPP)) Given an $N \times N$ symmetric demand matrix $D$ with zero diagonal elements but positive off-diagonal elements. Determine an $N \times N$ weighted adjacency matrix $\widetilde{A}$, such that the corresponding shortest path weight matrix $S$ obeys $S \preccurlyeq D$ and minimizes a norm $\|D-S\|$.

Any topology resulting in a connected graph (i.e. from a tree graph to the complete graph [27]) can represent the solution of the IASPP problem 16, with appropriate link weights. Instead, in the following part of the chapter, we consider a variation of the IASPP problem, where the total link budget $b=\sum_{l \in \mathscr{L}} w_{l}$ is fixed.

Problem 18 (Inverse Shortest Path Problem with Link Budget ( $\mathbf{I A S P P}_{B}$ )) Given an $N \times$ $N$ symmetric demand matrix $D$ with zero diagonal elements but positive off-diagonal elements and a positive link budget b. Determine an $N \times N$ weighted adjacency matrix $\widetilde{A}$ with the least number of links $L$, such that $u^{T} \cdot W \cdot u=2 b$ and the corresponding shortest path weight matrix $S$ obeys $S \preccurlyeq D$.

[^7]With the total link budget $b$ introduced, not each graph topology solves the IASPP problem. When the number of links $L_{H}$ in the obtained graph $H$ is reduced, the shortest path weights increase on average because the link weights always sum to $b$.

### 4.2.1. Omega-based Link Removal (OLR)

A shortest path weight between two nodes is the sum of link weights (i.e. corresponding elements of the $N \times N$ weighted adjacency matrix $W$ ) belonging to that path. On the contrary, from the electric graph theory point of view, by summing the link weights we sum the inverse resistance of each link forming the path ${ }^{3}$ Therefore, to utilise the analogy between shortest paths and effective resistance, we additionally define the $N \times N$ matrix $\hat{W}$ containing the inverse link weights

$$
\hat{w}_{i j}= \begin{cases}\frac{1}{w_{i j}} & \text { if } w_{i j}>0  \tag{4.8}\\ 0 & \text { otherwise }\end{cases}
$$

where $i, j \in \mathscr{N}$. The corresponding $N \times N$ effective resistance matrix computed using $\hat{W}$ instead of $W$ is denoted as $\hat{\Omega}$.

In Figure 4.1, we propose an iterative algorithm that solves the $\mathrm{IASPP}_{B}$ problem by utilising the information contained in the effective resistance between pairs of nodes. The OLR algorithm is initialised with the complete graph in line 2 (with the adjacency matrix $A=J-I$ ), while the link weights equal (line 3) corresponding shortest path weights in the $N \times N$ demand matrix $D$, scaled to sum up to $b$,

$$
W=\frac{b}{u^{T} \cdot(A \circ D) \cdot u} \cdot(A \circ D),
$$

for two reasons. Firstly, if the proposed OLR algorithm recovers the exact topology as in the original graph, the link weights would also be the same. Secondly, when additional links exist in the obtained graph $H$, their weights exist at the cost of reduced weights of links from the original graph $G$, thus still satisfying the bound $S \preccurlyeq D$. To determine which link should be removed in each iteration, in line 7 , we compute the $N \times N$ matrix

$$
R=(\hat{\Omega}-\hat{W}) \circ(D-S) \circ A
$$

whose elements are dimensionless and denote the inverse effective resistance $(\hat{\Omega}-\hat{W})_{i j}$ between a pair of neighbouring nodes (i.e. $a_{i j}=1$ ), in case the direct link between them is removed (as in (4.6)), multiplied by the gap ( $d_{i j}-s_{i j}$ ) between the shortest path weight between them and the given upper bound in $D$. We remove the existing link with the highest value in $R$ (line 8) because the adjacent nodes are easily reachable via the rest of the graph when the link is removed, and the margin between the current shortest path weight and the upper bound is relatively high. After updating the adjacency matrix $A$ (line 9), we redistribute the link weights (line 10) as $W=\frac{b}{u^{T} \cdot(A \circ D) \cdot u} \cdot(A \circ D)$ and update (line 11) the $N \times N$ shortest path weight matrix $S$.

Link removal is performed until at least one shortest path weight in the obtained graph $H$ exceeds the given upper bound in the $N \times N$ demand matrix $D$. At that point,

[^8]$\operatorname{OLR}(D, b)$
Input: $D, b$
Output: $W, S$

1. $N \leftarrow$ number of rows (or columns) in $D$
2. $A_{N \times N} \leftarrow J_{N \times N}-I_{N \times N}$ adjacency matrix of a complete graph
3. $W \leftarrow \frac{b}{u^{T} \cdot(A \circ D) \cdot u} \cdot(A \circ D)$ weighted adjacency matrix
4. $S_{N \times N} \leftarrow$ shortest path weight matrix of $W$
5. do
6. $\quad \Omega_{N \times N} \leftarrow$ effective resistance matrix of $\hat{W}$
7. $R \leftarrow(\hat{\Omega}-\hat{W}) \circ(D-S) \circ A$
8. $\quad(i, j) \leftarrow$ indices of the maximum element in $R$
9. $\quad A \leftarrow A-e_{i} \cdot e_{j}^{T}-e_{j} \cdot e_{i}^{T}$
10. $W \leftarrow \frac{b}{u^{T} \cdot(A \circ D) \cdot u} \cdot(A \circ D)$
11. $S_{N \times N} \leftarrow$ shortest path weight matrix of $W$
12. while $(S \preccurlyeq D) \wedge\left(R_{i j}>0\right)$
13. $A \leftarrow A+e_{i} \cdot e_{j}^{T}+e_{j} \cdot e_{i}^{T}$
14. $W \leftarrow \frac{b}{u^{T} \cdot(A \circ D) \cdot u} \cdot(A \circ D)$
15. $S_{N \times N} \leftarrow$ shortest path weight matrix of $W$
16. return $W, S$

Figure 4.1: Pseudocode of the proposed OLR algorithm. For a given $N \times N$ symmetric demand matrix $D$, the algorithm returns the $N \times N$ weighted adjacency matrix $W$ and the $N \times N$ corresponding shortest path weight matrix $S$ of the recovered graph $G$, obeying $S \preccurlyeq D$ and $u^{T} \cdot W \cdot u=2 b$.
the last removed link is returned (line 13), while the $N \times N$ weighted adjacency matrix $W$ and the $N \times N$ corresponding shortest path weight matrix $S$ of the obtained graph $H$ are provided as output (lines 14-16).

In the following subsection, we compare the performance of our OLR algorithm to that of the DOR algorithm proposed in [72]. The DOR algorithm assumes a complete graph with the link weights as provided in the demand matrix $D$ and computes the minimum spanning tree. Iteratively, DOR adds links between those nodes whose shortest path weight is below the upper bound, provided in $D$, by assigning the given shortest path weight in $D$ as the link weight. Eventually, DOR outputs a weighted graph whose shortest path weights exactly equal given bounds in the demand matrix $D$.

### 4.2.2. Simulation Results

In this section, we generate Erdős-Rényi (ER) random graphs $G_{p}(N)$, with a different number of nodes $N$ and a different link density $p$. We uniformly assign a random weight to each link in $G$, thus defining the $N \times N$ link weight matrix $W$ and determining the total link budget $b=\frac{1}{2} \cdot u^{T} \cdot W \cdot u$. For each generated ER graph, we provide the $N \times N$ shortest path weight matrix $D$ and the link budget $b$ to the algorithm DOR and OLR and obtain
the resulting graph $H$, whose $N \times N$ shortest path weight matrix is denoted as $S$.
To test the performance of the proposed inverse shortest path algorithms, we introduce four complementary criteria: (i) the number $L_{H}-L_{G}$ of additional links in the resulting graph $H$, (ii) the number $\frac{1}{2} \cdot u^{T} \cdot\left(A \circ A_{H}\right) \cdot u$ of common links in the original graph $G$ and the resulting graph $H$ and (iii) the norm $\frac{1}{2} \sum_{i} \sum_{j} \frac{d_{i j}-s_{i j}}{d_{i j}}$ of the demand matrix $D$ and the shortest path weight matrix $S$ and (iv) the differences $\frac{b_{H}-b}{b}$ of total budgets between $G$ and $H$. For each number of nodes $N$ and different link density $p$, we execute 100 times simulations and calculate the average of each criterion.


Figure 4.2: Performance of the DOR and OLR algorithm on ER graphs with $N=10$ nodes and different link density $p$.

Figure 4.2 illustrates the results for ER graphs of $N=10$ nodes for DOR (red line) and OLR (blue line). Figure 4.2(a) depicts the difference in the number of links $L_{H}-L_{G}$ between the recovered graph $H$ and the original graph $G$. For a small link density $p$, the recovered graph $H$ contains almost the same number of links $L_{H}$ as that of the original graph $L_{G}$. The difference in the number of links $L_{H}-L_{G}$ increases linearly with the link density $p$ when $H$ is obtained by OLR, while $L_{H}-L_{G}$ decreases for DOR. Figure 4.2 (b) informs us that the percentage of links in $G$ also recovered in $H$ obtained by OLR, is very high overall while almost linearly decaying with the link density $p$. When we recover graph $H$ using DOR, the percentage of common links between the original graphs $G$
and the resulting graph $H$ decreases with link density $p$ increasing because the resulting graph $H$ generally has fewer links than the original graph $G$ with a higher link density. Combining insights from Figures 4.2 (a) and 4.2 (b), we observe that in the case of a sparse graph $G$, two algorithms can nearly recover the same graph most of the time.

Figure 4.2 (c) illustrates the norm of the matrix $D-S$, revealing an interesting property of the IASPP problem. Namely, the norm $\frac{1}{2} \sum_{i} \sum_{j} \frac{d_{i j}-s_{i j}}{d_{i j}}$ is minimised for both sparse and dense graphs when using OLR. However, in the case of a dense graph, the recovered graph $H$ contains a considerably smaller portion of original links and overall more links than in $G$. Still, the matrix $D-S$ norm is minimised, informing us that there are multiple different topologies, with the shortest path weights between node pairs, as in the original graph G. DOR always achieves the norm $\frac{1}{2} \sum_{i} \sum_{j} \frac{d_{i j}-s_{i j}}{d_{i j}}=0$.

We present the difference of total link budgets $\frac{1}{2} u^{T} W_{H} u-b$ in Figure 4.2(d). For DOR, the difference between the total budget of graph $H$ and $b$ decreases with the increment of link density $p$, while the graph $H$ obtained by WDOR always has a lower total budget because WDOR has fewer links than graph $H$. In contrast, OLR has a fixed link budget equaling $b$.

### 4.3. DETERMINISTIC GRAPH SPARSIFICATION

Spielman [24] proposed a stochastic method for graph sparsification, which employs effective resistance. In this section, we suggest a deterministic technique for graph sparsification, which utilises effective resistance.

Relation (4.6) allows us to formulate an iterative procedure of removing $L_{r}$ links from a graph, such that the increase ${ }^{4}$ in the effective graph resistance $R_{G}$ is minimised (or maximised). We propose the OGS (Omega-based graph sparsification) - an iterative algorithm for removing links from a graph by minimising the effective graph resistance $R_{G}$, outlined in Figure 4.3.

## OGS(A)

Input: $A$ the $N \times N$ adjacency matrix of a graph $G$
Output: $A$ the $N \times N$ adjacency matrix of a sparsified graph $H$

1. $\Omega \leftarrow$ the $N \times N$ effective resistance matrix of $G$
2. $R \leftarrow A \circ(\hat{\Omega}-A)$
3. $(i, j) \leftarrow$ indices of the maximum element in $R$
4. return $A \leftarrow A-e_{i} \cdot e_{j}^{T}-e_{j} \cdot e_{i}^{T}$

Figure 4.3: Pseudocode of the algorithm for removing a link from a graph $G$, by minimising the effective graph resistance $R_{G}$.

For a given graph $G$, defined with the $N \times N$ adjacency matrix $A$, we compute the

[^9]$N \times N$ effective resistance matrix $\Omega$ in line 1, as in (4.5). In the following line, we compute the $N \times N$ matrix $R$, representing the inverse of the effective resistance (i.e. the effective conductance) between adjacent nodes in $G$, in case that direct link is removed, as in (4.6). We identify the link with the maximum value in $R$ (line 3 ) and remove that link from the graph $G$ (line 4). We denote the proposed algorithm for removing links while minimising $R_{G}$ as OGS (Omega-based Graph Sparsification). The reasoning behind OGS algorithm in Figure 4.3 is twofold:

- Lemma 15 teaches us that when $a_{i j}=\omega_{i j}=1$, the link $(i \sim j)$ cannot be removed, as the resulting graph would become disconnected. Therefore, by performing line 2 of the pseudocode in Figure 4.3 and considering only positive elements in $R$, we guarantee that the graph $H$ remains connected.
- We choose link $(i \sim j)$ with the maximum value in $R$ to remove from the graph. Directly connected node pair $\left(i \sim j\right.$ ) with high value $R_{i j}$ is relatively easily reachable even when the link $(i \sim j)$ is removed because a large value $R_{i j}$ indicates multiple alternative paths between nodes $i$ and $j$, via the rest of the network.


Figure 4.4: A graph $G$ with $N=30$ nodes and $L=72$ links (upper left-hand side). A sparsified graph $H$ with $L(H)=57$ link, using OGS algorithm 4.3 (upper right-hand side). Correlation between eigenvalues of the adjacency matrix of the graphs $G$ and $H$ (lower left-hand side), where the red line illustrates the perfect correlation. The norm of the eigenvalue vector difference $\lambda(A(G))-\lambda(A(H))$ between the original graph $G$ and the sparsified graph $H$, for a different number of removed links $L(G)-L(H)$ (lower right-hand side).

In Figure 4.4, we illustrate the results of a graph sparsification using the proposed iterative algorithm variant a. From a graph $G$ (upper left-hand side) consisting of $N=30$ and $L=72$ links, we remove 15 links and obtain the sparsified graph $H$, whose topology is depicted in the upper right-hand side of Figure 4.4. The eigenvalues of the adjacency matrix of the sparsified graph $H$ slightly deviate from those of the adjacency matrix $A(G)$ of the original graph $G$, as depicted in the lower left part. Moreover, the norm of the eigenvalue vector difference $\lambda(A(G))-\lambda(A(H))$ scales linearly with the number of removed links, as shown in the lower right-hand part of Figure 4.4.

### 4.3.1. EFFECTIVE GRAPH RESISTANCE MINIMISATION (MAXIMISATION) UNDER LINK REMOVAL

Another application of the proposed algorithm in Figure 4.3 is to obtain graph topology for a fixed number of nodes $N$ and links $L$, such that the effective graph resistance $R_{G}$ is minimised (or maximised). We, therefore, introduce two other variants for choosing a link based on effective resistance and denote these as OGSpath and OGSstar ${ }^{5}$, respectively. OGSpath algorithm is outlined in Figure 4.5. We firstly compute the $N \times N$ matrix $R=(\operatorname{diag}(\zeta) \cdot A+A \cdot \operatorname{diag}(\zeta)) \circ(\hat{\Omega}-A)$ in line 2 . The inverse of the effective resistance between adjacent nodes $i$ and $j$, in case the direct link is removed (see (4.6)), is scaled by $\left(\zeta_{i}+\zeta_{j}\right)$, because $\zeta_{i}$ quantifies how well node $i$ is connected to the rest of the network, as explained in [23]. OGSpath chooses a link connecting two hardly reachable nodes via the rest of the network. Therefore, instead of choosing the maximum element, as in line 3 of OGS in Figure 4.3, we identify a link with the minimum positive value in $R$ (line 3).

On the contrary, OGSstar algorithm removes an existing link with the lowest positive value in the $N \times N$ matrix $R=\left(\operatorname{diag}(\zeta)^{-1} \cdot A+A \cdot \operatorname{diag}(\zeta)^{-1}\right) \circ(\hat{\Omega}-A)$. While algorithms OGS and OGSstar minimise the effective graph resistance $R_{G}$ at each step, it is maximised in OGSpath.

OGSpath (A)
Input: $A$ the $N \times N$ adjacency matrix of a graph $G$
Output: $A$ the $N \times N$ adjacency matrix of a graph, after removing a link

1. $\Omega \leftarrow$ the $N \times N$ effective resistance matrix of $G$
2. $R \leftarrow(\operatorname{diag}(\zeta) \cdot A+A \cdot \operatorname{diag}(\zeta)) \circ(\hat{\Omega}-A)$
3. $(i, j) \leftarrow$ indices of the minimum positive element in $R$
4. return $A \leftarrow A-e_{i} \cdot e_{j}^{T}-e_{j} \cdot e_{i}^{T}$

Figure 4.5: Pseudocode of the OGSpath algorithm for removing a link from a graph $G$, by maximising the effective graph resistance $R_{G}$.

Figure 4.7 presents an example wherein we commence with a complete graph (i.e. the $N \times N$ adjacency matrix $A=J-I$ ) with $N=30$ nodes, apply OGS, OGSpath and

[^10]OGSstar(A)
Input: $A$ the $N \times N$ adjacency matrix of a graph $G$
Output: $A$ the $N \times N$ adjacency matrix of a graph, after removing a link

1. $\Omega \leftarrow$ the $N \times N$ effective resistance matrix of $G$
2. $R \leftarrow\left(\operatorname{diag}(\zeta)^{-1} \cdot A+A \cdot \operatorname{diag}(\zeta)^{-1}\right) \circ(\hat{\Omega}-A)$
3. $(i, j) \leftarrow$ indices of the minimum positive element in $R$
4. return $A \leftarrow A-e_{i} \cdot e_{j}^{T}-e_{j} \cdot e_{i}^{T}$

Figure 4.6: Pseudocode of the OGSstar algorithm for removing a link from a graph $G$, by minimising the effective graph resistance $R_{G}$.

OGSstar, and eliminate one link at a time until we achieve a tree graph. The OGS algorithm preserves the graph's regular configuration while sparsifying it, while OGSpath and OGSstar rapidly adopt path-like and star-like topologies.


Figure 4.7: Graph $H$ topology with $N=30$ nodes and a different number of links $L(H)$ obtained by removing links from the complete graph $G$ of $N=30$ nodes using the OGS (upper part), OGSstar (middle part) and OGSpath (lower part) algorithm, outlined in Figures 4.3, 4.6 and 4.5, respectively.

For a different number of links $L(H)$ in the sparsified graph $H$, we compute the effective graph resistance $R_{G}$ for each proposed algorithm and present it in Figure 4.8. OGSpath algorithm eliminates links adjacent to a node until the degree of that node reduces to one. Then OGSpath continues with links of the remaining neighbour while preserving the connected topology. Eventually, the graph topology reduces to a path graph with the largest possible effective graph resistance $R_{G}$ of any connected undirected graphs. As demonstrated in Figure 4.8, the effective graph resistance $R_{G}$ of the OGSpath algorithm exhibits a stair-like pattern that corresponds to different nodes. Moving from
left to right, the length of stairs decreases while the spike between stairs increases. The reduction in the length of stairs ${ }^{6}$ results from the removal of adjacent links that reduces the degree of each node after each stair. In contrast, the increase in the spike between stairs ${ }^{7}$. is attributed to the graph's sparser topology, which significantly affects the shortest paths and, thus, the effective resistance between node pairs. Similarly, the OGSstar algorithm removes links adjacent to a node until only one neighbour remains. At that point, the algorithm selects another node, and the only neighbour of the first node becomes the sole neighbour of each other node in the graph, resulting in a star topology when $L(H)=N-1$.


Figure 4.8: The effective graph resistance $R_{G}(H)$ for a different number of removed links $L(H)-L(G)$ from the complete graph $G$ of $N=30$ nodes, using OGS (blue), OGSpath (red) and OGSstar (yellow) algorithms, proposed in Figure 4.3, Figure 4.5 and Figure 4.6, respectfully.

The OGS algorithm achieves the lowest effective graph resistance $R_{G}$ for nearly all values of the number of links $L(H)$, except for the sparse regime. This excellent performance of the OGS algorithm in terms of effective graph resistance $R_{G}$ confirms the insights gained from (4.6). Removing links from a graph reduces the number of paths between node pairs, and the effective resistance between a node pair is upper-bounded by the sum of resistances of links constituting the shortest path between the nodes. Therefore, by removing a link from the shortest path, the effective resistance increases substantially. For example, in a cycle graph, where the effective resistance between two adjacent nodes satisfies $\omega_{i j}<1$, removing a link $(i \sim j)$ results in an increase of $\omega_{i j}$ by a factor of $N-1$.

### 4.4. CONCLUSION

This chapter utilises the information captured by effective resistance between node pairs in a network by proposing an iterative algorithm to solve the inverse all shortest path problem with a fixed link budget. Our OLR algorithm performs best when the provided upper bounds on the shortest path weights between node pairs are computed for

[^11]a sparse graph. Additionally, the effective resistance is used in our algorithms for deterministic graph sparsification. We demonstrate that by using effective resistance, we can identify the link connecting nodes that are relatively easily reachable via the rest of the network, even without the direct link. Depending on the optimisation criteria, which may involve either maximising (minimising) the effective graph resistance $R_{G}$ or minimising the deviation in Laplacian $Q$ eigenvalues of the resulting graph, we either remove the link or, after removing it, also scale the remaining links, respectively.


## Linear Processes on Networks

## 5

## Linear Clustering Process on Networks

The important thing is to never stop questioning.

Albert Einstein

We propose a linear clustering process on a network consisting of two opposite forces: attraction and repulsion between adjacent nodes. Each node is mapped to a position on a one-dimensional line. The attraction and repulsion forces move the nodal position on the line, depending on how similar or different the neighbourhoods of two adjacent nodes are. Based on each node position, the number of clusters in a network and each node's cluster membership is estimated. The performance of the proposed linear clustering process is benchmarked on synthetic networks against widely accepted clustering algorithms such as modularity, Leiden method, Louvain method and the non-back tracking matrix. The proposed linear clustering process outperforms the most popular modularity-based methods on synthetic and real-world networks, such as the Louvain method, while possessing a comparable computational complexity.

[^12]
### 5.1. Introduction

Networks [1, 2] abound and increasingly shape our world, ranging from infrastructural networks (transportation, telecommunication, power-grids, water, etc.) over social networks to brain and biological networks. In general, a network consists of a graph or underlying topology and a dynamic process that takes place on the network. Some examples of processes on a network are percolation [82] and epidemic spreading [6, 39], that possess a phase transition [35, 83]. While most real-world processes on networks are non-linear, linearisation allows for hierarchical structuring of processes on the network [49].

The identification of communities and the corresponding hierarchical structure in real-world networks has been an active research topic for decades [8], although a single, precise definition of a community does not seem to exist [9, 10]. In network science, a community is defined as a set of nodes that share links dominantly between themselves, while a minority of links is shared with other nodes in the network. Newman proposed in [84] a spectral clustering algorithm that reveals hierarchical structure of a network, by optimising modularity, a commonly used quality function of a graph partition. Xu et al. proposed an efficient clustering algorithm in [85], capable of detecting clusters while differentiating between hub and outlier nodes. A heuristic, modularity-based two-step clustering algorithm, proposed by Blondel et al. in [14], has proved to be computationally efficient and performed among the best in the comparative study conducted in [86]. Recently, Peixoto proposed in [87] a nested generative model, able to identify nested partitions at different resolutions, which thus overcomes an existing drawback of a majority of clustering algorithms, identifying small, but well-distinguished communities in a large network. Dannon et al. concluded in their comparative study [88] that those clustering algorithms performing the best tend to be less computationally efficient. A class of clustering algorithms exists, that perform clustering based on a dynamic process on the network, such as a random walk [89], consensus process [90] or synchronisation [91]. We refer to [8, 92] for a detailed review on existing clustering algorithms.

Our new idea is the proposal of a linear clustering process (LCP) on a graph, where nodes move in a one-dimensional space and tend to concentrate in groups that lead to network communities and therefore solve the classical ${ }^{1}$ community detection problem. Linear means "proportional to the graph", which is needed because the aim is to cluster the graph, and the process should only help and not distract from our main aim of clustering. A non-linear process depends intricately on the underlying graph that we want to cluster and may result in worse clustering! Our LCP leads to a new and non-trivial graph matrix $W$ in (5.10) in Theorem 19, whose spectral decomposition is at least as good as the best clustering result, based on the non-back tracking matrix [19]. Moreover, the new graph matrix $W$ has a more "natural" relation to clustering than the non-back tracking matrix, that was not designed for clustering initially. Finally, our resulting LCP clustering algorithm seems surprisingly effective and can compete computationally with any other clustering algorithm, while achieving generally a better result!

In Section 5.2, we introduce notations for graph partitioning and briefly review basic theory on clustering such as modularity, normalised mutual information (NMI) measure

[^13]and different synthetic benchmarks. We introduce the linear clustering process (LCP) on a network in Section 5.3, while the resulting community detection algorithm is described in Section 5.4 and Section 5.5. We compare the performance of our LCP algorithm with that of the non-back tracking matrix, Newman's, Leiden and the Louvain algorithm and provide results in Section 5.6, after which we conclude.

### 5.2. NETWORK OR GRAPH CLUSTERING

The set of neighbours of node $i$ is denoted by $\mathscr{N}_{i}=\left\{k \mid a_{i k}=1, k \in \mathscr{N}\right\}$ and the degree of node $i$ equals the cardinality of that set, $d_{i}=\left|\mathscr{N}_{i}\right|$. The set of common neighbours of node $i$ and node $j$ is $\mathscr{N}_{i} \cap \mathscr{N}_{j}$, while the set of neighbours of node $i$ that do not belong to node $j$ is $\mathscr{N}_{i} \backslash \mathscr{N}_{j}$. The degree of a node $i$ also equals the sum of the number of common and different neighbours between nodes $i$ and $j$

$$
\begin{equation*}
d_{i}=\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|+\left|\mathscr{N}_{i} \cap \mathscr{N}_{j}\right| \tag{5.1}
\end{equation*}
$$

The number of common neighbours between nodes $i$ and $j$ equals the $i j$-th element of the squared adjacency matrix

$$
\begin{equation*}
\left|\mathscr{N}_{i} \cap \mathscr{N}_{j}\right|=\left(A^{2}\right)_{i j} \tag{5.2}
\end{equation*}
$$

because $\left(A^{k}\right)_{i j}$ represents the number of walks with $k$ hops between node $i$ and node $j$ (see [51, p. 32]). From (5.1), (5.2) and $d_{i}=(A u)_{i}=\left(A^{2}\right)_{i i}$, we have

$$
\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|=\left(A^{2}\right)_{i i}-\left(A^{2}\right)_{i j}
$$

and

$$
\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|+\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|=\left(A^{2}\right)_{i i}+\left(A^{2}\right)_{j j}-2\left(A^{2}\right)_{i j}
$$

The latter expression is analogous to the effective resistance $\omega_{i j}$ between node $i$ and node $j$,

$$
\omega_{i j}=Q_{i i}^{\dagger}+Q_{j j}^{\dagger}-2 Q_{i j}^{\dagger}
$$

in terms of the pseudoinverse $Q_{i i}^{\dagger}$ of the Laplacian matrix $Q=\Delta-A$ (see e.g. [23]), as derived in (4.5).

Before introducing our linear clustering process (LCP) in Section 5.3, we briefly present basic graph partitioning concepts, while the overview of the more popular clustering methods is deferred to Appendix D.1.

### 5.2.1. NETWORK MODULARITY

Newman and Girvan [11] proposed the modularity as a concept for a network partitioning,

$$
\begin{equation*}
m=\frac{1}{2 L} \cdot \sum_{i=1}^{N} \sum_{j=1}^{N}\left(a_{i j}-\frac{d_{i} \cdot d_{j}}{2 L}\right) \cdot \mathbf{1}_{\{i \text { and } j \in \text { same cluster }\}} \tag{5.3}
\end{equation*}
$$

where $\mathbf{1}_{x}$ is the indicator function that equals 1 if statement $x$ is true, otherwise $\mathbf{1}_{x}=0$. The modularity $m$ compares the number of links between nodes from the same community with the expected number of intra-community links in a network with randomly connected nodes. When the modularity $m$ close to 0 , the estimated partition is as good
as a random partition would be. On the contrary, a modularity $m$ close to 1 indicates that the network can be clearly partitioned into clusters. Optimising the modularity is proven to be NP-complete [93] and approximated in [4]. Defining the $N \times N$ modularity matrix $C$,

$$
C_{i j}= \begin{cases}1 & \text { if nodes } i \text { and } j \text { belong to the same cluster }  \tag{5.4}\\ 0 & \text { otherwise }\end{cases}
$$

allows us to rewrite the modularity (5.3) as a quadratic form,

$$
\begin{equation*}
m=\frac{1}{2 L} \cdot u^{T} \cdot\left(A \circ C-\frac{1}{2 L} \cdot\left(d \cdot d^{T}\right) \circ C\right) \cdot u, \tag{5.5}
\end{equation*}
$$

where $\circ$ denotes the Hadamard product [94]. The number of clusters in a network is denoted by $c$, while the $c \times 1$ vector $n=\left[\begin{array}{llll}n_{1} & n_{2} & \ldots & n_{c}\end{array}\right]$ defines the size of each cluster, where the number of nodes in cluster $i$ is denoted as $n_{i}$.

### 5.2.2. Normalised Mutual Information

Danon et al. [88] proposed the normalised mutual information (NMI) metric, based on a confusion matrix $F$, whose rows correspond to the original communities, while its columns are related to estimated clusters. Therefore the element $F_{i j}$ of the confusion matrix denotes the number of nodes in the real community $i$, that also belong to the estimated community $j$. The normalised mutual information metric between the known $P_{0}$ and the estimated partition $P_{e}$, denoted as $I_{n}\left(P_{0}, P_{e}\right)$, is defined in [88] as follows

$$
\begin{equation*}
I_{n}\left(P_{0}, P_{e}\right)=\frac{-2 \sum_{i=1}^{c_{0}} \sum_{j=1}^{c_{e}} F_{i j} \log \left(\frac{F_{i j} N}{F_{i .} F_{. j}}\right)}{\sum_{i=1}^{c_{0}} F_{i .} \log \left(\frac{F_{i .}}{N}\right)+\sum_{j=1}^{c_{e}} F_{. j} \log \left(\frac{F_{. j}}{N}\right)} \tag{5.6}
\end{equation*}
$$

where the known and the estimated number of clusters are denoted as $c_{0}$ and $c_{e}$, respectively, the $i$-th row sum of $F$ is denoted as $F_{i .}$, while its $j$-th column-sum is denoted as $F_{. j}$. In case two graph partitions are identical, the corresponding NMI measure equals 1 , while tending to 0 when two partitions are independent. The NMI measure has been extensively used ever since, while analysing the performance of different clustering algorithms [8].

### 5.2.3. Benchmarks

The performance of the clustering methods in this chapter are benchmarked on random graphs, generated by the Stochastic Block Model (SBM), proposed by Holland [95]. The SBM model generates a random graph with community structure, where a link between two nodes exists with different probability, depending on whether the nodes belong to the same cluster or not. We provide additional information on the stochastic block model in Appendix D.2.1.

Girvan and Newman [96] focused on a special case of the SBM model (GN benchmark), where the graph consists of $N=128$ nodes, distributed in $c=4$ communities of equal size while fixing the average degree $E[D]=16$. The GN benchmark has been
extensively used in literature, despite introducing strong assumptions, such as communities of equal size, each node having the same degree and fixed graph size. Therefore, Lancichinetti et al. [97] proposed the LFR benchmark, where both the node degree vector $d$ and community size vector $n$ follows a power law distribution, a property found in many real-world networks. Additional details on LFR benchmark are deferred to Appendix D.2.2.

### 5.3. Linear clustering process (LCP) ON A Graph

### 5.3.1. CONCEPT OF THE CLUSTERING PROCESS

Each node $i$ in the graph $G$ is assigned a position $x_{i}[k]$ on a line (i.e. in one-dimensional space) at discrete time $k$. We define the $N \times 1$ position vector $x[k]$ at discrete time $k$, where the $i$-th vector component consists of the position $x_{i}[k]$ of node $i$ at time $k$. We initialize the $N \times 1$ position vector $x[0]$ by placing nodes equidistantly on the line and assign integer values from 1 to $N$ to the nodes, thus, $x[0]=\left[\begin{array}{llll}1 & 2 & \ldots & N\end{array}\right]^{T}$. At last, we restrict the position $x_{i}[k]$ to positive real values.

We propose a dynamic process that determines the position of nodes over time. The position difference between nodes of the same cluster is relatively small. On the contrary, nodes from different clusters are relatively far away, i.e. their position difference is relatively high. Based on the position vector $x[k]$, we will distinguish clusters, also called communities, in the graph $G$.

The proposed clustering process consists of two opposite and simultaneous forces that change the position of nodes at discrete time $k$ :

Attraction. Adjacent nodes sharing many neighbours are mutually attracted with a force proportional to the number of common neighbours. In particular, the attractive force between node $i$ and its neighboring node $j$ is proportional to $\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)$, where $\alpha$ is the attraction strength and $\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)$ equals the number of common neighbors plus the direct link, i.e. $a_{i j}=1$.

Repulsion. Adjacent nodes sharing a few neighbours are repulsed with a force proportional to the number of different neighbours. The repulsive force between node $i$ and its neighboring node $j$ is proportional to $\delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|-1\right)$, where $\delta$ is the repulsive strength and $\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|-1\right)$ equals the set of neighbours of node $j$ that do not belong to node $i$ minus the direct link (that is included in $\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|$ ). Since the force should be symmetric and the same if $i$ and $j$ are interchanged, we end up with a resultant repulsive force proportional to $\frac{1}{2} \cdot \delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)$.

### 5.3.2. LCP IN DISCRETE TIME

Since computers operate with integers and truncated real numbers, we concentrate on discrete-time modeling. The continuous-time description is derived in Appendix D.3. We denote the continuous-time variables by $y(t)$ and the continuous time by $t$, while the discrete-time counterpart is denoted by $y[k]$, where the integer $k$ denotes the discrete time or $k$-th timeslot. The transition from the continuous-time derivative to the discretetime difference is

$$
\frac{d x_{i}(t)}{d t}=\left.\lim _{\Delta t \rightarrow 0} \frac{x_{i}(t+\Delta t)-x_{i}(t)}{\Delta t} \rightarrow \frac{x_{i}(t+\Delta t)-x_{i}(t)}{\Delta t}\right|_{\Delta t=1} \stackrel{\text { def }}{=} x_{i}[k+1]-x_{i}[k]
$$



Figure 5.1: Dependence of the attractive and repulsive force on the number of common neighbours of adjacent nodes $i$ and $j$ (left-figure). Directions of the attraction and repulsion forces between the adjacent nodes (middle-figure). Dependence of the attractive and repulsive force on the absolute position distance between adjacent nodes $i$ and $j$ (right-figure).

Corresponding to the continuous-time law in Appendix D. 3 and choosing the time step $\Delta t=1$, the governing equation of position $x_{i}[k]$ of node $i$ at discrete time $k$ is

$$
\begin{align*}
x_{i}[k+1]=x_{i}[k]+\sum_{j \in \mathscr{N}_{i}} & \left(\frac{\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}{d_{j} d_{i}}-\right. \\
& \left.\frac{\frac{1}{2} \cdot \delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{d_{j} d_{i}}\right) \cdot\left(x_{j}[k]-x_{i}[k]\right) \tag{5.7}
\end{align*}
$$

where $\alpha$ and $\delta$ are, in the discrete-time setting, the strength (in dimensionless units) for attraction and repulsion, respectively. The maximum position difference at the initial state is $x_{N}[0]-x_{1}[0]=N-1$.

Node $j$ attracts an adjacent node $i$ with force proportional to their position difference ( $x_{j}[k]-x_{i}[k]$ ). The intensity of the attractive force decreases as nodes $i$ and $j$ are closer on a line. The attraction is also proportional to the number common neighbours $\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|$ of node $i$ and node $j$ plus the direct link, as nodes tend to share most links with other nodes from the same cluster. On the contrary, node $j$ repulses node $i$ with a rate proportional to their position difference ( $x_{j}[k]-x_{i}[k]$ ) and the average of the number of node $j$ neighbours $\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|$ that are not connected to the node $i$ and, similarly, the number of node $i$ neighbors, $\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|$ that are not connected to the node $j$. The repulsive and attractive force are, as mentioned above, symmetric in strength, but opposite, if $i$ is interchanged by $j$.

The directions of both attractive and repulsive forces between two adjacent nodes $i$ and $j$ as well the dependence of both forces on the number of common neighbours $\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|$ and the absolute position distance $\left|x_{j}[k]-x_{i}[k]\right|$ are illustrated in Figure 5.1.

In the continuous-time setting, as provided in Appendix D.9, we eliminate one parameter by scaling the time $t^{*}=\delta t$. Because the time step $\Delta t=1$ is fixed and cannot be scaled, the discrete-time model consists of two parameters $\alpha \geq 0$ and $\delta \geq 0$.

So far, we have presented an additive law, derived in the common Newtonian approach. The corresponding multiplicative law in discrete time is

$$
\begin{align*}
& x_{i}[k+1]=x_{i}[k] \cdot\left(1+\sum_{j \in \mathscr{N}_{i}}\left(\frac{\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}{d_{i} \cdot d_{j}}-\right.\right. \\
&\left.\left.\frac{\frac{1}{2} \cdot \delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{d_{i} \cdot d_{j}}\right) \cdot\left(x_{j}[k]-x_{i}[k]\right)\right) \tag{5.8}
\end{align*}
$$

Although the physical intuition is similar, the multiplicative process in (5.8) behaves differently in discrete time than the additive law in (5.7). Since also the analysis is more complicated, we omit a further study of the multiplicative law.

We present the analogon of (5.7) in matrix form:
Theorem 19 The discrete time process (5.7) satisfies the linear matrix difference equation

$$
\begin{equation*}
x[k+1]=(I+W-\operatorname{diag}(W \cdot u)) \cdot x[k] \tag{5.9}
\end{equation*}
$$

where the $N \times 1$ vector $u$ is composed of ones, the $N \times N$ identity matrix is denoted by $I$, while the $N \times N$ topology-based matrix $W$ is defined as

$$
W=(\alpha+\delta) \Delta^{-1} \cdot\left(A \circ A^{2}+A\right) \cdot \Delta^{-1}-\frac{1}{2} \cdot \delta\left(\Delta^{-1} \cdot A+A \cdot \Delta^{-1}\right)
$$

where $\circ$ denotes the Hadamard product. In particular,

$$
\begin{equation*}
w_{i j}=a_{i j} \frac{\alpha\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)-\delta\left(\frac{\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|}{2}-1\right)}{d_{i} d_{j}} \tag{5.11}
\end{equation*}
$$

The explicit solution of the difference equation (5.9) is

$$
\begin{equation*}
x[k]=(I+W-\operatorname{diag}(W \cdot u))^{k} x[0] \tag{5.12}
\end{equation*}
$$

where the $k$-th component of the initial position vector is $(x[0])_{k}=k$.
Proof: Appendix D.4.1.
Theorem 19 determines the position of the nodal vector $x[k]$ at time $k$ and shows convergence towards a state, where the sum of attractive and repulsive forces (i.e. the resulting force) acting on a node are in balance. Nodes with similar neighbourhoods are grouped on the line, i.e. in the one-dimensional space, while nodes with a relatively small number of common neighbours are relatively far away. A possible variant of the proposed linear clustering process may map the nodal position into a higher dimensional space, like a circular disk or square in two dimensions, and even with a nonEuclidean distance metric.

### 5.3.3. Time-DEPENDENCE OF THE LINEAR CLUSTERING PROCESS

The $N \times N$ matrix $I+W-\operatorname{diag}(W \cdot u)$ in the governing equation (5.9) has interesting properties. As shown in this section, the related matrix $W-\operatorname{diag}(W \cdot u)$ belongs to the class of $M$-matrices, whose eigenvalues have a non-negative real part. The (weighted) Laplacian is another element of the $M$-matrix class.

Property 1 The matrix $I+W-\operatorname{diag}(W \cdot u)$ is a non-negative matrix.
Proof: The governing equation (5.9)

$$
x[k+1]=(I+W-\operatorname{diag}(W \cdot u)) \cdot x[k]
$$

holds for any non-negative vector $x[k]$. Let $x[0]=e_{m}$, the basic vector with components $\left(e_{m}\right)_{i}=\delta_{m i}$ and $\delta_{m i}$ is the Kronecker delta, then we find that the $m$-th column

$$
x[1]=(I+W-\operatorname{diag}(W \cdot u))_{\operatorname{col}(m)}
$$

must be a non-negative vector. Since we can choose $m$ arbitrary, we have established that $I+W-\operatorname{diag}(W \cdot u)$ is a non-negative matrix.

Property 2 The principal eigenvector of the matrix $I+W-\operatorname{diag}(W \cdot u)$ is the all-one vector $u$ belonging to eigenvalue 1. All other eigenvalues of matrix $I+W-\operatorname{diag}(W \cdot u)$ are real and, in absolute value, smaller than 1.

Proof: Appendix D.4.2.
The linear discrete-time system in (5.9) converges to a steady-state, provided that $\lim _{k \rightarrow \infty}\|x[k+1]\|=\lim _{k \rightarrow \infty}\|x[k]\|=\left\|x_{s}\right\|$, which is only possible if the matrix $(I+W-\operatorname{diag}(W \cdot u))$ has all eigenvalues in absolute value smaller than 1 and the largest eigenvalue is precisely equal to 1 . Property 2 confirms convergence and indicates that the steady-state vector $x_{s}=u$ in which the position of each node is the same. However, the steady state solution $x_{s}=u$ is a trivial solution, as observed from the governing equation in (5.7), because the sum vanishes and the definition of the steady state tells that $x[k+1]=x[k]$, which is obeyed by any discrete-time independent vector. In other words, the matrix equation (5.9) can be written as

$$
x[k+1]-x[k]=(W-\operatorname{diag}(W \cdot u)) \cdot(x[k]-u)
$$

which illustrates that, if $x[k]$ obeys the solution, then $r[k]=x[k]+s \cdot u$ for any complex number $s$ is a solution, implying that a shift in the coordinate system of the positions does not alter the physics.

Let us denote the eigenvector $y_{k}$ belonging to the $k$-th eigenvalue $\beta_{k}$ of the matrix $W-\operatorname{diag}(W \cdot u)$, where $\beta_{1} \geq \beta_{2} \geq \cdots \geq \beta_{N}$, then the eigenvalue decomposition of the real, symmetric matrix is

$$
W-\operatorname{diag}(W \cdot u)=Y \operatorname{diag}(\beta) Y^{T}
$$

where the eigenvalue vector $\beta=\left(\beta_{1}, \beta_{2}, \cdots, \beta_{N}\right)$ and $Y$ is the $N \times N$ orthogonal matrix with the eigenvectors $y_{1}, y_{2}, \cdots, y_{N}$ in the columns obeying $Y^{T} Y=Y Y^{T}=I$. Since $\beta_{1}=0$ and $y_{1}=\frac{u}{\sqrt{N}}$, it holds for $k>1$ that $u^{T} y_{k}=0$, which implies that the sum of the components of eigenvector $y_{k}$ for $k>1$ is zero (just as for any weighted Laplacian [23]). The position vector in (5.12) is rewritten as

$$
x[k]=Y \operatorname{diag}(1+\beta)^{k} Y^{T} x[0]=\sum_{j=1}^{N}\left(1+\beta_{j}\right)^{k} y_{j}\left(y_{j}^{T} x[0]\right)
$$

Hence, we arrive at

$$
\begin{equation*}
x[k]-\frac{u^{T} x[0]}{\sqrt{N}} u=\sum_{j=2}^{N}\left(1+\beta_{j}\right)^{k}\left(y_{j}^{T} x[0]\right) y_{j} \tag{5.13}
\end{equation*}
$$

As explained above, the left-hand side is a translated position vector and physically not decisive for the clustering process. Since $-1<\beta_{j}<0$ for $j>1$, relation (5.13) indicates that, for $k \rightarrow \infty$, the right-hand side tends to zero and the steady-state solution is clearly uninteresting for the clustering process. We rewrite (5.13) as

$$
x[k]-\frac{u^{T} x[0]}{\sqrt{N}} u=\left(1+\beta_{2}\right)^{k}\left(\left(y_{2}^{T} x[0]\right) y_{2}+\sum_{j=3}^{N}\left(\frac{1+\beta_{j}}{1+\beta_{2}}\right)^{k}\left(y_{j}^{T} x[0]\right) y_{j}\right) .
$$

Since $\left|1+\beta_{2}\right|>\left|1+\beta_{3}\right|$, we observe that

$$
\begin{equation*}
\frac{x[k]-\frac{u^{T} x[0]}{\sqrt{N}} u}{\left(1+\beta_{2}\right)^{k}\left(y_{2}^{T} x[0]\right)}=y_{2}+O\left(\frac{1+\beta_{3}}{1+\beta_{2}}\right)^{k} \tag{5.14}
\end{equation*}
$$

which tells us that the left-hand side, which is a normalized or scaled, shifted position vector, tends to the second eigenvector $y_{2}$ with an error that exponentially decreases in $k$. Hence, for large enough $k$, but not too large $k$, the scaled shifted position vector provides us the information on which we will cluster the graph.

The steady state in Property 2 can be regarded as a reference position of the nodes and does not affect the LCP process nor the $N \times 1$ eigenvector $y_{2}$, belonging to the second largest eigenvalue $\left(1+\beta_{2}\right)$ of the $N \times N$ "operator" matrix $I+W-\operatorname{diag}(W \cdot u)$, which is analogous to Fiedler clustering based on the $N \times N$ Laplacian $Q$. While the Laplacian matrix $Q$ essentially describes diffusion and not clustering, our operator $I+W-\operatorname{diag}(W$. $u)$ changes the nodal positions, based on attraction and repulsion, from which clustering naturally arises.

Property 3 The two parameters in the matrix $W$ in (5.10) satisfy the bounds

$$
\begin{align*}
& 0 \leq \alpha \leq \frac{d_{\max }-1}{d_{\max }-\frac{1}{2}\left(1+\frac{d_{\min }}{d_{\max }}\right)} \leq 1  \tag{5.15}\\
& 0 \leq \delta \leq \frac{1}{d_{\max }-\frac{1}{2}\left(1+\frac{d_{\min }}{d_{\max }}\right)} \tag{5.16}
\end{align*}
$$

Proof: Appendix D.4.3.
The influence of the attraction strength $\alpha$ and the repulsion strength $\delta$ on the eigenvalues $\beta_{k}$ and the $N \times 1$ eigenvector $y_{2}$ of the $N \times N$ matrix $W$ is analysed in Appendix D.5.

### 5.4. FROM THE EIGENVECTOR $y_{2}$ TO CLUSTERS IN THE NETWORK

The interplay of the attractive and repulsive force between nodes drives the nodal position in discrete time $k$ eventually towards a steady state $\lim _{k \rightarrow \infty} x[k]=u$. However, the


Figure 5.2: Adjacency matrix $A$ of an SSBM network of $N=1000$ nodes, $c=4$ clusters and parameters $b_{i n}=26$, $b_{\text {out }}=0.67$ (top-left). Eigenvector $y_{2}$ components (top-right). Sorted eigenvector $\hat{y_{2}}$ components (bottomright). Relabeled adjacency matrix $\hat{A}$ based on the sorted eigenvector $\hat{y_{2}}$ (bottom-left).
scaled and shifted position vector $x[k]$ in (5.14) converges in time towards the second eigenvector $y_{2}$ with an exponentially decreasing error. In this section, we estimate the clusters in network, based on the eigenvector $y_{2}$.

By sorting the eigenvector $y_{2}$ to $\hat{y_{2}}$, the components of $y_{2}$ are reordered and the corresponding relabeling of the nodes of the network reveals a block diagonal structure of the adjacency matrix $A$. We define the $N \times N$ permutation matrix $R$ in a way the following equalities hold:

$$
\begin{align*}
& \hat{y_{2}}=R \cdot y_{2} \\
&\left(\hat{y_{2}}\right)_{i}=\left(y_{2}\right)_{r_{i}} \leq\left(\hat{y_{2}}\right)_{j}=\left(y_{2}\right)_{r_{j}}, \quad i<j, \tag{5.17}
\end{align*}
$$

where the $N \times 1$ ranking vector $r=R \cdot w$ and $w=[1,2, \ldots, N]$, with $r_{i}$ denoting the node $i$ ranking in the eigenvector $y_{2}$. The permutation matrix $R$ allow us to define the $N \times N$ relabeled adjacency matrix $\hat{A}$, the $N \times 1$ relabeled degree vector $\hat{d}$ of $G$, and the $N \times 1$ sorted eigenvector $\hat{y_{2}}$ as follows:

$$
\left\{\begin{align*}
\hat{A} & =R^{T} \cdot A \cdot R  \tag{5.18}\\
\hat{d} & =R \cdot d \\
\hat{y_{2}} & =R \cdot y_{2} .
\end{align*}\right.
$$

Groups of nodes that have relatively small difference in the eigenvector $y_{2}$ components, while relatively large difference compared to other nodes in the network, compose
a cluster. Therefore, the community detection problem transforms into recognizing intervals of similar values in the sorted eigenvector $\hat{y_{2}}$.

Figure 5.2 exemplifies the idea, where the adjacency matrix $A$ of a randomly labeled SSBM network of $N=1000$ nodes and $c=4$ clusters is presented in the upper-left part, as a heat map. The eigenvector $y_{2}$ is drawn in the upper-right part, while the sorted eigenvector $\hat{y_{2}}$ is drawn on the bottom-right side. Finally, the relabeled adjacency matrix $\hat{A}$, based on nodal ranking of $y_{2}$ is depicted on the lower-left side. The sorted eigenvector $\hat{y_{2}}$ reveals a stair with four segments, equivalent to four block matrices on the main diagonal in relabeled adjacency matrix $\hat{A}$.

The eigenvector $y_{2}$ represents a continuous measure of how similar neighbours of two nodes are. There are two different approaches to identify network communities for a given eigenvector $y_{2}$ :

- Cluster identification based on the sorted eigenvector $\hat{y_{2}}$. This approach is explained in subsection 5.4.1.
- Cluster identification based on the ranking vector $r$. This approach does not rely on the eigenvector $y_{2}$ components, but solely on nodal ranking, as explained in subsection 5.4.2.


### 5.4.1. COMMUNITY DETECTION BASED ON NODAL COMPONENTS OF THE EIGENVECTOR $y_{2}$

To identify clusters, we observe the difference in eigenvector $y_{2}$ components between nodes with adjacent ranking. If $\left(\hat{y_{2}}\right)_{i+1}-\left(\hat{y_{2}}\right)_{i}<\theta$, where $\theta$ denotes a predefined threshold, then the nodes $r_{i}$ and $r_{i+1}$ belong to the same cluster, else the nodes $r_{i}$ and $r_{i+1}$ are boundaries of two adjacent clusters. The resulting cluster membership function is

$$
C_{r_{i+1}, r_{i}}= \begin{cases}1 & \left(\hat{y_{2}}\right)_{i+1}-\left(\hat{y_{2}}\right)_{i}<\theta  \tag{5.19}\\ 0 & \text { otherwise }\end{cases}
$$

where the threshold value $\theta$ is determined heuristically. The cluster estimation in (5.19) can be improved by using other more advanced approaches, such as the K-means algorithm.

### 5.4.2. MODULARITY-BASED COMMUNITY DETECTION

By implementing (5.4) and (5.18) into (5.3) we obtain:

$$
\begin{equation*}
m=\frac{1}{2 L} \cdot u^{T} \cdot\left(\hat{A} \circ \hat{C}-\frac{1}{2 L} \cdot\left(\hat{d} \cdot \hat{d}^{T}\right) \circ \hat{C}\right) \cdot u \tag{5.20}
\end{equation*}
$$

where $\hat{C}=R^{T} \cdot C \cdot R$. As shown in Figure 5.2, the network relabeling based on the ranking vector $r$ reveals block diagonal structure in $\hat{A}$. Thus, the relabeled modularity matrix $\hat{C}$ has the following block diagonal structure:

$$
\hat{C}=\left[\begin{array}{cccc}
J_{n_{1} \times n_{1}} & O_{n_{1} \times n_{2}} & \ldots & O_{n_{1} \times n_{c}}  \tag{5.21}\\
O_{n_{2} \times n_{1}} & J_{n_{2} \times n_{2}} & \ldots & O_{n_{1} \times n_{c}} \\
\vdots & \vdots & \ldots & \vdots \\
O_{n_{1} \times n_{1}} & O_{n_{c} \times n_{2}} & \cdots & J_{n_{c} \times n_{c}}
\end{array}\right] \text {, }
$$

where $c$ denotes number of clusters in network, where the $i$-th cluster is composed of $n_{i}$ nodes. We highlight that relation (5.21) holds only in the case of a classical community problem, i.e. when each node belongs to exactly one community.

```
Algorithm 1 Recursive algorithm for cluster estimation
Require: \(\hat{A}\) and \(\hat{d}\) are the relabeled adjacency matrix \(A\) and the degree vector \(d\) (5.18),
    while \(L\) denotes number of links. The modularity threshold is denoted by \(\theta\). The
    function returns the \(c \times 1\) vector \(b\), whose elements are cluster borders in a relabeled
    graph.
    function EstimateClusters \((\hat{A}, \hat{d}, N, L, \theta)\)
        \(d_{f}, d_{b}, p, q \leftarrow O_{N \times 1}\)
        \(\left(d_{f}\right)_{1} \leftarrow \hat{d}_{1}\)
        \(\left(d_{b}\right)_{N} \leftarrow \hat{d}_{N}\)
        \(p_{1} \leftarrow-\frac{\hat{d}_{1}^{2}}{(2 L)^{2}}\)
        \(q_{N} \leftarrow-\frac{\hat{d}_{N}^{2}}{(2 L)^{2}}\)
        for \(i \leftarrow 2\) to \(N\) do
            \(l \leftarrow N-i\)
            \(\left(d_{f}\right)_{i} \leftarrow\left(d_{f}\right)_{i-1}+\hat{d_{i}}\)
            \(\left(d_{b}\right)_{N-i+1} \leftarrow\left(d_{b}\right)_{N-i+2}+\hat{d}_{N-i+1}\)
            \(s \leftarrow \frac{\sum_{j=1}^{i} \hat{a}_{i j}}{L}-\frac{2 \cdot \hat{d}_{i} \cdot\left(d_{f}\right)_{i-1}+\hat{d}_{i}^{2}}{(2 L)^{2}}\)
            \(t \leftarrow \frac{\sum_{j=1}^{i} \hat{a}_{N-j+1, l+1}}{L}-\frac{2 \cdot \hat{d}_{l+1} \cdot\left(d_{b}\right)_{l+2}+\hat{d}_{l+1}^{2}}{(2 L)^{2}}\)
            \(p_{i} \leftarrow p_{i-1}+s\)
            \(q_{l+1} \leftarrow q_{l+2}+t\)
        end for
        \(r \leftarrow \arg \max _{\mathcal{N}}(p+q)\)
        if \((p+q)_{r}>\theta\) then
            \(\hat{A}_{1}, \hat{d}_{1}, N_{1} \leftarrow\) sub-matrix(vector) corresponding to the first cluster \(\{1,2, \ldots, r\}\)
            \(\hat{A_{2}}, \hat{d_{2}}, N_{2} \leftarrow\) sub-matrix(vector) corresponding to the second cluster \(\{r+1, r+\)
    \(2, \ldots, N\}\)
            \(\operatorname{return} \hat{b} \leftarrow\left[\begin{array}{c}\text { EstimateClusters }\left(\hat{A_{1}}, \hat{d}_{1}, N_{1}, L, p_{r}\right) \\ r, \\ \text { EstimateClusters }\left(\hat{A}_{2}, \hat{d}_{2}, N_{2}, L, q_{r}\right)\end{array}\right]\)
        else
            return \(\hat{b} \leftarrow \varnothing\)
        end if
    end function
```

We define the $N \times 1$ vectors $\hat{e}_{i}$ for $i=\{1,2, \ldots, c\}$ as

$$
\hat{e}_{i}=\left[\begin{array}{lll}
O_{\left(1 \times \sum_{j=1}^{i-1} n_{j}\right)} & u_{\left(1 \times n_{i}\right)} & O_{\left(1 \times \sum_{j=i+1}^{N} n_{j}\right)} \tag{5.22}
\end{array}\right]^{T},
$$

that allows us to redefine $\hat{C}=\sum_{i=1}^{c} \hat{e_{i}} \cdot \hat{e}_{i}^{T}$ and further simplify (5.20):

$$
\begin{equation*}
m=\frac{1}{2 L} \cdot \sum_{i=1}^{c} \hat{e}_{i}^{T} \cdot\left(\hat{A}-\frac{1}{2 L} \cdot\left(\hat{d} \cdot \hat{d}^{T}\right)\right) \cdot \hat{e}_{i} \tag{5.23}
\end{equation*}
$$

Since the vector $\hat{e}_{i}$ consists of zeros and ones, the equation (5.23) represents the sum of elements of the matrix $\left(\hat{A}-\frac{1}{2 L} \cdot\left(\hat{d} \cdot \hat{d}^{T}\right)\right)$ corresponding to each individual cluster.

We estimate clusters for a given ranking vector $r$ by recursively optimising the modularity $m$. In the first iteration, we examine all possible partitions of the network in two clusters and compute their modularity. The partition that generates the highest modularity is chosen. In the second iteration, we repeat for each subgraph the same procedure and find the best partitions into two clusters. Once we determine the best partitions for both subgraphs, we adopt them if the obtained modularity of the generated partition exceeds the modularity of a parent cluster from the previous iteration. The recursive procedure stops when the modularity $m$ cannot be further improved, as described by pseudocode (1). This version of the proposed process is denoted as LCP in section 5.6.

### 5.4.3. MODULARITY-BASED COMMUNITY DETECTION FOR A KNOWN NUMBER OF COMMUNITIES

The algorithm 1 also applies for graph partition with a known number of communities $c$. In that case, instead of stopping the recursive procedure described in algorithm 1 when the modularity $m$ cannot be further improved, we stop at iteration $\left(\log _{2} c+1\right)$. In each iteration, the partition with the maximum modularity is accepted, even if negative.

As a result, we obtain $2 c$ estimated clusters with the $2 c \times 2 c$ aggregated modularity matrix $M_{c}$ :

$$
\begin{equation*}
\left(M_{c}\right)_{g h}=\sum_{i \in g, j \in h}\left(\hat{A}-\frac{1}{2 L} \cdot \hat{d} \cdot \hat{d}^{T}\right)_{i j}, \tag{5.24}
\end{equation*}
$$

where $g, h \in\{1,2, \ldots, 2 c\}$ denote estimated communities. The aggregated modularity matrix $M_{c}$ allows us to merge adjacent clusters, until we reach $c$ communities in an iterative way. We observe the $(2 c-1 \times 1)$ vector $\mu$, where $\mu_{g}=\left(M_{c}\right)_{g, g+1}$. The maximum element of $\mu$ indicates which two adjacent clusters can be merged, so that modularity index $m$ is negatively affected the least. By repeating this procedure $c$ times, we end up with the graph partition in $c$ clusters. This version of the proposed process is denoted as $\operatorname{LCP}_{c}$ in Section 5.6.

### 5.4.4. NON-BACK TRACKING METHOD VERSUS LCP

Angel et al. [98, p.12] noted that the $2 N$ non-trivial eigenvalues of the $2 L \times 2 L$ non-back tracking matrix $B$ from (D.6) are contained in eigenvalues of the $2 N \times 2 N$ matrix $B^{*}$ :

$$
B^{*}=\left[\begin{array}{cc}
A & I-\Delta  \tag{5.25}\\
I & O
\end{array}\right]
$$

where the $N \times N$ matrix with all zeros is denoted as $O$. The $2 N \times 2 N$ matrix $B^{*}$, written as

$$
B^{*}=\left[\begin{array}{cc}
I+(A-\Delta)+(\Delta-I) & -(\Delta-I) \\
I & O
\end{array}\right]
$$

can be considered as a state-space matrix of a process on a network, similar to our LCP process in (5.7), with the last $N$ states storing delayed values of the first $N$ states. The $2 N \times 2 N$ matrix $B^{*}$ defines the set of $N$ second-order difference equations, where the governing equation for the node $i$ position is

$$
x_{i}[k+1]=x_{i}[k]+\sum_{j \in \mathscr{N}_{i}}\left(x_{j}[k]-x_{i}[k]\right)+\left(d_{i}-1\right) \cdot\left(x_{i}[k]-x_{i}[k-1]\right)
$$

We recognize the second term in (5.26) as an attraction force between neighbouring nodes with uniform intensity, while in our LCP (5.7) the attraction force intensity is proportional to the number of neighbours two adjacent nodes share. Further, while we propose a repulsive force between adjacent nodes in (5.7), node $i$ in (5.26) is repulsed from its previous position $x_{i}[k]$ in direction of the last position change ( $x_{i}[k]-x_{i}[k-1]$ ).

We implement the weighted intensity of the attractive force as in (5.7), ignoring the repulsive force by letting $\delta=0$, and define the $2 N \times 2 N$ matrix $W^{*}$, corresponding to $B^{*}$,

$$
W^{*}=\left[\begin{array}{cc}
I+\alpha \cdot\left(A \circ A^{2}+A-\operatorname{diag}\left(\left(A \circ A^{2}+A\right) \cdot u\right)\right)+(\Delta-I) & -(\Delta-I)  \tag{5.26}\\
I & O
\end{array}\right] .
$$

We estimate the number of clusters $c$ in a network from $W^{*}$ similarly as in the non-back tracking method in Sec. D.1.4 by counting the number of eigenvalues in $W^{*}$ with real component larger than $\sqrt{\lambda_{1}\left(W^{*}\right)}$. This approach is denoted as LCP ${ }_{n}$ in Section 5.6.

### 5.5. REDUCING INTENSITY OF FORCES BETWEEN CLUSTERS

The idea behind a group of methods in community detection, called divisive algorithms, consists of determining the links between nodes from different clusters. Once these links have been identified, they are removed and thus only the intra-community links remain [96]. We invoke a similar idea to our linear clustering process.

An outstanding property of our approach is that the LCP defines the nodal position as a metric, allowing us to perform clustering in multiple ways. The position distance between any two, not necessarily adjacent nodes indicates how likely the two nodes belong to the same cluster. Then, the position metric also allows us to classify links as either intra- or inter-community. Thus, we iterate the linear clustering process (5.7) and, in each iteration, we identify and scale the weights of the inter-community links.

The attraction and repulsive forces are defined as linear functions of the position difference between two neighbouring nodes, as presented in Figure 5.1. While linear functions greatly simplify the complexity and enable a rigorous analysis, the linearity of forces introduces some difficulties in the process. Firstly, as two adjacent nodes are further away, both the attractive and the repulsive force between them increase in intensity. Similarly, as the neighbouring nodes are closer on a line, both forces decrease in intensity and converge to zero as the nodes converge to the same position. Secondly, the attractive force between any two neighbouring nodes is always of higher intensity than the repulsive force, causing the process to converge towards the trivial steady-state.

Non-linearity in the forces can be introduced in the proposed linear clustering process iteratively by scaling the weights of inter-community links between iterations, which artificially decreases the strength of forces between the two nodes from different


Figure 5.3: Adjacency matrix $A$ of an SSBM network of $N=1000$ nodes, $c=5$ clusters of equal size, with parameters $b_{\text {in }}=26$ and $b_{\text {out }}=2.25$ (top-left). The following 4 subfigures present the relabeled adjacency matrix based on the ranking vector $r$ in iterations $1,5,7$ and 12 , respectively. In each iteration, the weights of $2 \%$ links are scaled (red colour). The weight of each link is allowed to be scaled once. The relabelled adjacency matrix $\hat{A}$ after 15 iterations of scaling weights of links between clusters (bottom-right).
clusters. In other words, we reduce the importance of links between nodes from different clusters based on the partition from the previous iteration.

### 5.5.1. SCALING THE WEIGHTS OF INTER-COMMUNITY LINKS

The difference | $\left(y_{2}\right)_{i}-\left(y_{2}\right)_{j} \mid$ in the eigenvector $y_{2}$ components of nodes $i$ and $j$ indicates how similar neighbourhoods of these nodes are. A normalized measure for the difference in neighbouring nodes $i$ and $j$ is the difference $\left(\left|r_{i}-r_{j}\right|\right)$ of their rankings in the sorted eigenvector $\hat{y_{2}}$. Thus, links that connect nodes with the highest ranking difference are most likely inter-community links. We define the $N \times N$ scaling matrix $S$ as follows:

$$
s_{i j}= \begin{cases}1, & \text { if }\left|r_{j}-r_{i}\right|<\theta_{r}  \tag{5.27}\\ v, & \text { otherwise }\end{cases}
$$

where the $i j$-th element equals 1 if the absolute value of the ranking difference between nodes $i$ and $j$ is below a threshold $\theta_{r}$, otherwise some positive value $0 \leq v \leq 1$. Based on the $N \times N$ scaling matrix $S$ in (5.27), we update the governing equation as follows:

$$
x[k+1]=(I+\tilde{W}-\operatorname{diag}(\tilde{W} \cdot u)) \cdot x[k],
$$

where $\tilde{W}=S \circ W$. Scaling the link weights in (5.27) only impacts the clustering process in (5.9), as defined in the equation above. However, modularity-based community detection, explained in Section 5.4.2, operates on the $N \times N$ adjacency matrix $A$ in each iteration. Therefore, our implementation of scaling the weights of inter-community connections in network helps the process to better distinguish between clusters (i.e. eventually provides better relabeling in (5.18)), without modifying the $N \times N$ adjacency matrix $A$ and, hence, without negatively affecting the modularity $m$ optimisation in Algorithm 1. An example of removing links (i.e. $v=0$ ) is depicted on Figure 5.3, where in each iteration weights of $\frac{15}{4} \%$ identified inter-cluster links are scaled. Scaling the weights of links between clusters significantly improves the quality of the identified graph partition.

### 5.6. Benchmarking LCP With other clustering methODS

Computational complexity of the entire proposed clustering process equals $O(N \cdot L)$, as derived in Appendix D.6. In this section, we benchmark the linear clustering process (5.7) against popular clustering algorithms (introduced in Appendix D.1), both on synthetic and real-world networks. The non-back tracking algorithm (Appendix D.1.4) and our $\mathrm{LCP}_{n}$ (Sec 5.4.4) estimate only number of clusters, Newman's method (Appendix D.1.3), the Leiden method (Appendix D.1.2) the Louvain method (Appendix D.1.1) and our LCP (Sec 5.4.2) estimate both number of clusters and the cluster membership of each node, while $\mathrm{LCP}_{c}$ (Sec 5.4.3) requires the number of communities $c$ to perform graph partitioning. The attractive strength $\alpha=0.95$ and the repulsive strength $\delta=10^{-3}$ are used in all simulations. Weights of $60 \%$ links in total are scaled using (5.27), evenly over 30 iterations, where in $i$-th iteration scaled weight is $\frac{0.05 \cdot i}{30}$.

### 5.6.1. CLUSTERING PERFORMANCES ON STOCHASTIC BLOCK GENERATED GRAPHS

We compare the clustering performance of our LCP with that of clustering methods introduced in Appendix D.1, on the same graph generated by the symmetric stochastic block model (SSBM) with clusters of equal size. All graphs have $N=1000$ nodes. We vary the parameters $b_{\text {in }}$ and $b_{\text {out }}$ using (D.7) in a way to keep the average degree $d_{a v}=7$ fixed. For each SSBM network, we execute the clustering methods $10^{2}$ times and present the mean number of estimated clusters and mean modularity of produced partitions in Figures (5.4-5.5).

The clustering performance on SSBM graphs with $c=2$ clusters ( $c=4$ clusters) is presented on the left-hand side (right-hand side) of Figure 5.4, respectively. The non-back tracking algorithm and our $\mathrm{LCP}_{n}$ achieve the best performance in estimating the number of communities $c$, as shown in the upper part of Figure 5.4. Further, our LCP outperforms each considered modularity-based method in identifying the number of communities $c$ and in modularity $m$. Furthermore, when clusters are visible (i.e. above the detectability threshold), the NMI value (presented in the bottom figures) of our LCP and our LCP ${ }_{c}$ significantly outperforms other clustering algorithms. Figure 5.4 illustrates a significant difference in performance between our LCP and the non-back tracking matrix (NBT) method. Our LCP (in blue) and the other three modularity-based methods perform


Figure 5.4: The estimated number of clusters (upper figures) in SSBM graphs with $N=1000$ nodes, average degree $d_{a v}=7, c=2$ (left-hand side) and $c=4$ (right-hand side) clusters, respectively, for different values of parameters $b_{\text {in }}$ and $b_{\text {out }}$. The modularity of the estimated partitions is presented in the central figures, while the NMI measure per each clustering algorithm is provided at the bottom figures. The vertical dashed line indicates the clustering detectability threshold.
poorly in recognising the number $c$ of clusters for a wide range of $b_{\text {in }}-b_{\text {out }}$ (around and below the detectability threshold). Poor performance occurs because modularity-based methods generate partitions of higher modularity than the original network (in black) but with different communities! Consequently, the NMI measure deteriorates in these regimes. Our $\mathrm{LCP}_{n}$ (in red), for a given number of communities $c$, identifies partitions with higher modularity $m$ than of the original network, even within the theoretically detectable regime.

Figure 5.5 illustrates results for SSBM graphs of $N=1000$ nodes, with $c=8$ (left-hand side) and $c=20$ (right-hand side) clusters. Our LCP consistently outperforms the other three methods in estimated modularity $m$ over the entire range of $b_{\text {in }}-b_{\text {out }}$ values. Except for $b_{\text {in }}-b_{\text {out }}$ values around and below the detectability threshold, the NMI measure of our LCP is superior to the other three methods (bottom figures).

### 5.6.2. CLUSTERING PERFORMANCES ON LFR BENCHMARK GRAPHS

Figure 5.6 illustrates clustering results on LFR benchmark graphs of $N=500$ nodes with $c=5$ (left-hand part) and $c=11$ (right-hand part) communities. Compared to Newman, Louvain and Leiden algorithm, our LCP is among the best in estimating the number of clusters $c$ (upper figures) while outperforming each considered method in estimated modularity $m$ (middle figures). In addition, our LCP provides the highest NMI measure when the clusters are visible (i.e. for low $\mu$ value). For relatively large values of $\mu$, our LCP identifies partitions different from the original one but with considerably higher modularity. Therefore, the NMI measure deteriorates in this regime (lower figures). When a graph is generated by the LFR benchmark, the non-backtracking method (NBT) and our $\mathrm{LCP}_{n}$ fail to estimate the number of clusters $c$.

### 5.6.3. CLUSTERING PERFORMANCES ON REAL-WORLD NETWORKS

Table 5.6.3 summarises the clustering performance of our LCP and those considered existing algorithms on seven real-world networks of different sizes, number of links and community structure. In five out of seven cases, our LCP provides partition with the highest modularity $m$, compared to other algorithms. LCP's superiority in achieved modularity $m$ aligns with the results obtained on synthetic benchmarks. While the estimated number of clusters $c$ of each method cannot be judged as the ground truth is unknown, LCP's estimated number of communities $c$ is, on average, the closest to that of the non-back tracking matrix, known as one of the best predictors in the literature.

### 5.7. Conclusion

In this chapter, we propose a linear clustering process (LCP) on a network consisting of an attraction and repulsion process between neighbouring nodes, proportional to how similar or different their neighbours are. Based on nodal positions, we are able to estimate both the number $c$ and the nodal membership of communities. Our LCP outperforms modularity-based clustering algorithms, such as Newman's, Leiden and the Louvain method, on both synthetic and real-world networks while being of the same computational complexity. The proposed LCP allows estimating the number $c$ of clusters as accurately as the non-back tracking matrix in case of SSBM graphs. A potential


Figure 5.5: The estimated number of clusters (upper figures) in SSBM graphs with $N=1000$ nodes, average degree $d_{a v}=7, c=8$ (left-hand side) and $c=20$ (right-hand side) clusters, respectively, for different values of parameters $b_{\text {in }}$ and $b_{\text {out }}$. The modularity of the estimated partitions is presented in the central figures, while the NMI measure per each clustering algorithm is provided at the bottom figures. The vertical dashed line indicates the clustering detectability threshold.


Figure 5.6: The estimated number of clusters (upper figures) in LFR benchmark graphs of $N=500$ nodes with the average degree $d_{a v}=12$, consisting of $c=5$ (left-hand side, with $\gamma=1$ and $\beta=2$ ) and $c=11$ (right-hand side with $\gamma=2$ and $\beta=3$ ) clusters, respectively, for different values of parameter $\mu$. The modularity of the estimated partitions is presented in the central figures, while the NMI measure per each clustering algorithm is provided at the bottom figures.

Table 5.1: Clustering performance of our LCP and considered existing clustering algorithms on real-world networks.

| Real-world networks |  |  | LCP |  | Louvain |  | Leiden |  | Newman |  | NBT | LCP $_{c}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Network name | $N$ | $L$ | $c$ | $m$ | $c$ | $m$ | $c$ | $m$ | $c$ | $m$ | $c$ | $c$ |
| Karate Club | 34 | 78 | 3 | $\mathbf{0 . 3 9 2 2}$ | 4 | 0.3565 | 4 | 0.3729 | 5 | 0.3776 | 2 | 1 |
| Dolphins | 62 | 159 | 4 | 0.5057 | 4 | 0.4536 | 5 | $\mathbf{0 . 5 1 0 5}$ | 6 | 0.4894 | 2 | 2 |
| Polbooks | 105 | 441 | 3 | $\mathbf{0 . 5 1 6 0}$ | 4 | 0.4897 | 4 | 0.5026 | 8 | 0.4160 | 3 | 2 |
| Football | 115 | 613 | 7 | $\mathbf{0 . 5 8 9 4}$ | 7 | 0.5442 | 7 | 0.5635 | 11 | 0.4623 | 10 | 5 |
| Facebook | 347 | 2519 | 8 | $\mathbf{0 . 4 0 8 9}$ | 16 | 0.3726 | 18 | 0.3792 | 23 | 0.3770 | 8 | 4 |
| Polblogs | 1490 | 19090 | 19 | $\mathbf{0 . 4 2 2 4}$ | 7 | 0.3385 | 11 | 0.3117 | 4 | 0.3459 | 8 | 1 |
| Co-autorship | 1589 | 2742 | 40 | 0.9296 | 272 | $\mathbf{0 . 9 4 2 3}$ | 270 | 0.9410 | 28 | 0.7393 | 23 | 16 |

improvement of the proposed linear clustering process lies in a more effective way of scaling inter-community link weights between successive iterations.

The linear clustering process LCP is described by a matrix $I+W-\operatorname{diag}(W \cdot u)$, which can be regarded as an operator acting on the position of nodes, comparable to quantum mechanics (QM). In QM, an operator describes a dynamical action on a set of particles. Since quantum mechanical operators are linear, the dynamics are exactly computed via spectral decomposition. In a same vein, our operator $I+W-\operatorname{diag}(W \cdot u)$ is linear and describes via attraction and repulsion a most likely ordering of the position of nodes that naturally leads to clusters, via spectral decomposition, in particular, via the eigenvector $y_{2}$ in Section 5.3.3.

## 6

# Time Dynamics of the Dutch Municipality Network 

Science is the poetry of reality.
Richard Dawkins

Based on data sets provided by Statistics Netherlands and the International Institute of Social History, we investigate the Dutch municipality merging process and the survivability of municipalities over the period 1830-2019. We examine the dynamics of the population and area per municipality and how their distributions evolved during the researched period. We apply a Network Science approach, where each node represents a municipality and the links represent the geographical interconnections between adjacent municipalities via roads, railways, bridges or tunnels which were available in each specific yearly network instance. Over the researched period, we find that the distributions of the logarithm of both the population and area size closely follow a normal and a logistic distribution respectively. The tails of the population distributions follow a power-law distribution, a phenomenon observed in community structures of many real-world networks. The dynamics of the area distribution are mainly determined by the merging process, while the population distribution is also driven by the natural population growth and migration across the municipality network. Finally, we propose a model of the Dutch Municipality Network that captures population increase, population migration between municipalities and the process of municipality merging. Our model allows for predictions of the population and area distributions over time.

[^14]
### 6.1. Introduction

The process of urbanization by which large numbers of people permanently resided in cities ${ }^{1}$ has marked our history. The technological changes that enabled the urbanization and industrialization of our society took centuries to shape our cities, villages and rural areas. Identifying relevant governing factors and understanding the influence of different processes, such as population evolution, people migration, and urban growth, is essential for urban planning and policy-making.

Marchetti revealed in [100] how people's movements and commuting time depend on technological innovations in transport. In addition, Gonzales et al. [101] observed that human motion is characterised by both temporal and spatial regularity while obeying simple, reproducible patterns. Human movement is often modelled as a random walk, known as a Levy flight [102], where the distribution of travelling distance follows a power law [103]. In contrast to human mobility patterns, job-related and socioeconomic well-being variables govern migration flows of people [104], whose trends can be agespecific, as observed by Johnson and Fuguitt in [105]. Migration patterns further shape the development of urban and rural areas. Makse et al. [106] proposed a percolationbased model for city growth, following the principle that urban area development leads to further development. In addition, they found that the area distribution of towns surrounding a city follows a power law in the case of Berlin and London in years 1920, 1945 and 1981 respectively. Schlapfer et al. [107] empirically confirmed the scale-invariant increase of interactions between humans with city size.

When researching phenomena related to geographical urban areas, most often cities are considered $[106,108-111]$ as a basic unit, thus limiting the analysis to only a part of the entire urbanization spectrum of a country. Consequently, the geographical influence between neighbouring areas cannot be adequately considered [112]. In this research, a set of municipal ${ }^{2}$ units is chosen rather than cities, for two reasons:

1 City boundaries are unofficial and often ambiguously defined compared to municipalities that enclose their localities and rural area situated on a particular part of national land and account for their particular part of the total national population.

2 All cities belonging to one country do not cover together the entire national surface and do not comprise the entire national population. In contrast, municipalities together constitute an entire country in terms of land surface and population, allowing for analysis of a country as a network of interconnected municipalities. To the best of our knowledge, the evolution of municipalities over time has not been analysed from a network perspective before.

A large system of elements (nodes) and their interactions or relations (links) can be represented by a network. The characterization of networks has been extensively investigated for classification purposes and for understanding the effects of the network

[^15]structure on its functioning [2, 113, 114]. From a network science perspective, this research focuses on understanding the underlying processes that influence the evolution and survivability of geographical areas of a country.

This chapter concentrates on the population and area size distributions at the municipality level and the processes that change their characteristics over time. We argue that the population and area size, together with the underlying topology, sufficiently correlate with the probability of a municipality being annexed by a neighbouring municipality. We demonstrate that the municipality merging process changes the area size distribution. The population distribution is also influenced by the continuous (inter)national migration of people across the municipality network. Regarding migration we distinguish two different types of migration flows:

- People moving from small(er) to large(r) municipalities in terms of population size. This migration flow occurs due to more attractive characteristics such as urban infrastructure, better facilities, employment and economic opportunities available in large(r) municipalities [107, 109],
- People moving from municipalities with a large(r) population to municipalities with small(er) population. This migration flow, enabled by mass-commuting ${ }^{3}$ since the 1960s, occurs due to a more attractive cost of living, more space per person and affordable housing, thus avoiding the drawbacks of densely populated urban municipalities.

These two opposite migration flows take place simultaneously and shape the migration patterns across the municipality network. These migration flows can be regarded as an optimisation process in which people aim to obtain advantages of both small(er) and large(r) municipalities as much as they can. People tend to live close enough to large urban areas to enjoy the benefits but, on the contrary, distant enough to also enjoy the additional living space and nature in smaller localities. Consequently, individual citizens decide about the trade-off between their commuting time [100] and geographical distance ${ }^{4}$ between their specific household situation and their work locations. As a result of all these individual decisions, the two migration flows directly govern the population distribution while indirectly influencing the merging process, the topology change and area distribution over time.

After collecting and combining approximately 200 years of Dutch statistical data into one large multi-layer network where each layer contains both the population and area per municipality per year, we focus on the Netherlands and we design a method and model allowing for quantitative network analysis. However, our research approach can be applied to any urbanized country if lengthy time series of statistical data are available from the respective national statistical offices.

From densely populated urban areas to the smallest villages in The Netherlands, more than 2000 localities are grouped into municipalities. Continuing today, a major

[^16]

Figure 6.1: Classification of the Dutch municipalities in five categories of population.
development observed from recorded population-related time series ${ }^{5}$ is the municipality merging process, also referred to as municipal restructuring [116]. Figure 6.1 shows a classification of all Dutch municipalities in five ${ }^{6}$ population categories. Although sometimes newly established municipalities occur in municipal restructuring, due to coalitions, renaming and in a few cases creating land from water, in this chapter, we use the term municipality merging process for all processes influencing CBS-codes (explained in Appendix E.3). The number of Dutch municipalities decreased since the beginning of industrialization (the end of the first half of the 19th century), while the population steadily increased. For example, at the beginning of the industrial revolution, The Netherlands consisted of 1228 mainly rural municipalities, gradually decreasing to 1016 in 1947 towards 355 mainly urbanized municipalities in 2019. In the meantime, the national population density tripled between 1905 and 2010. According to the Ministry of Interior Affairs, The Netherlands has 9 shrinking areas ${ }^{7}$ and 11 anticipation areas ${ }^{8}$ as shown in Figure 6.1. A shrinking area [116] is defined as an area where the population is expected to decrease by at least $12.5 \%$ until 2040 , while the decrease in the number of households is expected at least $5 \%$. Areas, where the population is declining less rapidly, are called anticipation areas. In anticipation areas, the population is forecast to decrease by at least 2.5\% until 2040.

In Section 6.2 we define the Dutch Municipality Network. We analyse over time its topology changes: how its population and area sizes evolved at the national, province and municipality level. Section 6.3 examines the governing processes behind population and area distribution changes over time from which we propose a model for the Dutch Municipality Network in Section 6.4. In Section 6.5 we conclude.

### 6.2. Dutch Municipality Network

We construct the Dutch Municipality Network (DMN) from a dataset consisting of geographical municipality-related polygons for each year between 1830 and 2019. As a result, Figure 6.2 shows examples of the planar graphs for the years 1830, 1924 and 2019,

[^17]in which the position of a node is determined by the geographic coordinates of the town hall of the corresponding municipality. The set of Dutch municipalities in year $k$ constitutes a temporal network $G(\mathscr{N}[k], \mathscr{L}[k])$, defined by the set $\mathscr{N}[k]$ of $N[k]=|\mathscr{N}[k]|$ nodes and set $\mathscr{L}[k]$ of $L[k]=|\mathscr{L}[k]|$ links. Each municipality in year $k$ is represented by a unique node and the underlying topology is defined by the $N[k] \times N[k]$ symmetric adjacency matrix $A[k]$. Nodes $i$ and $j$ share a link (i.e. $a_{i j}[k]=1$ ) if there are geographical interconnections between adjacent municipalities $i$ and $j$ via roads, railways, bridges or tunnels ${ }^{9}$, which were available in year $k$, otherwise $a_{i j}[k]=0$.


Figure 6.2: Dutch Municipality Network topology in the years 1830, 1924 and 2019.

In addition to the set of DMN graphs, a DMN research construct ${ }^{10}$ was setup, containing the municipality area size, the population size and the merging data. Appendix E. 1 describes the datasets used in this research. We applied two complementary municipality identification coding schemes to connect the yearly instances, as explained in Appendix E.2. The time series of data containing the population and area per municipality were collected from the International Institute of Social History ${ }^{11}$ recorded in the Historical Database of Dutch Municipalities [117] and from Statistics Netherlands ${ }^{12}$.

To better understand the survivability of Dutch municipalities, we analyse different underlying governing processes of the Dutch Municipality Network over time. Subsection 6.2.1 analyses the municipality network topology evolution per year, while the time

[^18]dynamics of the area and population distribution per municipality are inspected in subsections 6.2.2 and 6.2.3, respectively.

### 6.2.1. Topology evolution over time



Figure 6.3: Number of nodes $N[k]$ (upper left-hand side), number of links $L[k]$ (upper right-hand side) and average degree $d_{a v}[k]$ (lower part) in the DMN during the period 1830-2019.

When municipality $i$ merges into an adjacent municipality $j$ in year $k$, municipality node $i$ disappears and becomes inactive in the $k+1$ instance of the DMN. When a new municipality is created in year $k$, an additional municipality node appears and becomes active in the $k+1$ instance of the DMN. The upper left-hand side of Figure 6.3 shows a decrease of 873 municipality nodes $N[k]$ as a results of municipality merging process between 1830 and 2019. In addition, the right-hand side of Figure 6.3 depicts the number of links $L[k]$ evolution over the researched period. The average degree $d_{a \nu}[k]=\frac{1}{N[k]} \sum_{j=1}^{N[k]} d_{j}[k]=2 \frac{L[k]}{N[k]}$, with $d_{j}[k]=\sum_{i=1}^{N[k]} a_{i j}[k]$ denoting the degree of the $j$ th node in year $k$, remained almost unchanged during the research period, as depicted in the lower part of Figure 6.3

$$
\begin{equation*}
d_{a v}[k] \approx 5, k \in\{1830, \ldots, 2019\} . \tag{6.1}
\end{equation*}
$$

In other words, a typical Dutch municipality in the period 1830-2019 was surrounded by five neighbouring municipalities on average. Appendix E. 4 provides a conservation law for the average degree $d_{a v}[k]$ on a planar geographical network. The conservation
equation (E.1) explains the changes in $d_{a v}[k]$ over the year $k$ as shown in the lower part of Figure 6.3. When pairs of municipalities merge, the average degree $d_{a v}[k]$ slightly increases. Upward spikes in $d_{a v}[k]$ occur in the DMN when newly built infrastructure ${ }^{13}$ connects pairs of municipalities which were previously separated by water. However, in the period after 1960, the merging process intensified and often took place in waves which involved multiple municipalities per merger. As shown in Appendix E.4, the conservation relation (E.2) indicates a decreasing trend in $d_{a v}[k]$, when mergers of clusters of three or more municipalities occur. As a result, $d_{a v}[k]$ started decreasing after 1975.

### 6.2.2. AREA PER DUTCH MUNICIPALITY

In this subsection, we consider area measurements per municipality in the period 18302019 as realisations of the area random variable $S$ of a municipality and examine how the area distribution per municipality changed over time. We show that the random area per municipality on a logarithmic scale, denoted by $Y=\log S$, allows for better insight into the underlying governing processes compared to a linear scale.

The area of each Dutch municipality in year $k$ is a component of the $N[k] \times 1$ vector $s[k]$, where $s_{i}[k]$ denotes the area of municipality $i$ in year $k$. The average area per Dutch municipality in year $k$ is denoted as $s_{a v}[k]$

$$
\begin{equation*}
s_{a \nu}[k]=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]} s_{i}[k]=\frac{1}{N[k]} \cdot u^{T} \cdot s[k], \tag{6.2}
\end{equation*}
$$

where $u^{T}=[1,1, \cdots, 1]$ is the all-one vector. The $N[k] \times 1$ vector $y[k]$ contains the logarithm of area per municipality:

$$
y[k]=\left[\begin{array}{llll}
\log \left(s_{1}[k]\right) & \log \left(s_{2}[k]\right) & \ldots & \log \left(s_{N[k]}[k]\right) \tag{6.3}
\end{array}\right]^{T} .
$$

The total land surface of The Netherlands increased due to the process of building dikes, creating polders and draining land from the North sea and (after 1932) the IJsselmeer ${ }^{14}$. Figure 6.4 shows that the national area size has increased by $9 \%$ between 1830 and 2019.

## Area Distribution

The logarithm $Y$ of the area of a typical Dutch municipality closely follows a Gaussian or normal distribution and a logistic or Fermi-Dirac ${ }^{15}$ distribution [118], which are reviewed in Appendix E.5. Instead of applying lognormal and log-logistic distributions on the area random variable $S[k]$ in year $k$, the fitting accuracy with a normal and logistic distribution of the logarithm of the area random variable $Y[k]=\log (S[k])$ is higher. In Appendix E.6.1, we apply the Anderson-Darling (AD) and the Kolmogorov-Smirnov (KS) statistical tests to examine to which extent the hypothesis, that the random variable $Y[k]$ follows a Gaussian or a logistic distribution, holds.

[^19]

Figure 6.4: The total land surface of The Netherlands as the summation of the square kilometres from all municipalities over the period 1830-2019.


Figure 6.5: The probability density function $f_{Y[k]}(y)$ of the logarithm of the measured area $Y[k]$ per Dutch municipality (blue bars), fitted with a normal distribution (defined in (E.4); red colour) and a logistic distribution (defined in (E.9); green colour) for the years 1830, 1924 and 2019 (upper part). The mean $y_{a v}[k]$ (lower left-hand side) and variance $\operatorname{Var}[y[k]]$ (lower right-hand side) of the measured logarithm of area vector $y[k]$ versus the mean and the variance by the normal fit (red colour) and the logistic fit (green colour) in the period 1830-2019.

The upper part of Figure 6.5 illustrates the probability density function $f_{Y[k]}(y)$ of the logarithm of measured area per municipality (blue bars), fitted with a normal (red) and a logistic (green) distribution, for the years 1830, 1924 and 2019. The mean $\mu_{n}[k]$ and the variance $\sigma_{n}^{2}[k]$ of the normal distribution (defined in Section E.5.1), together with the
mean $\mu_{l}[k]$ and variance $\sigma_{l}^{2}[k]=\frac{1}{3} \pi^{2} s^{2}[k]$ of the logistic distribution (defined in Section E.5.3), per year $k$, are compared with the measured mean $y_{a v}[k]$ and the variance $\operatorname{Var}(y[k])$ in the lower part of Figure 6.5. The mean $E[Y[k]]$ of the logarithm of area $Y[k]$ is estimated equally precisely with a normal and logistic distribution. On the contrary, the variance $\operatorname{Var}[Y[k]]$ is better fitted with a normal distribution. The lognormal distribution (defined in Sec E.5.2) possesses a weaker right tail than a log-logistic distribution (defined in Sec E.5.4), which follows more realistically the geographical boundary that areas of municipalities obey. In general, the area of a municipality can increase only at the cost of another municipality annexation, because the total area is almost ${ }^{16}$ constant over time.

As will be derived in (6.11) in Section 6.3.2, the mean ${ }^{17} y_{a v}[k]$ monotonically increases over time due to the merging process, with a pace depending on the merging rate and the area of abolished municipalities. The variance $\operatorname{Var}(y[k])$ mainly decreases over time, except in the last two decades, where fluctuations occur. The decreasing trend of $\operatorname{Var}(y[k])$ with time $k$ reveals the nature of the merging process. In order to visualise how the merging process affected the distribution of the logarithm of the area, the probability density function $f_{Y[k]}(y)$ of the logistic distribution fit (left-hand side of Figure 6.6) of the logarithm of random area $Y[k]$ and the probability density function $f_{S[k]}(s)$ of the log-logistic distribution fit (right-hand side of Figure 6.6) of the area random variable $S[k]$ for each year $k$ in the period $1830-2019$.



Figure 6.6: Probability density functions $f_{Y[k](y)}$ of the logistic fit of the logarithm of the area distribution in the period 1830-2019 (left-hand part). Probability density functions $f_{S[k]}(s)$ of the log-logistic fit of the area distribution in the period 1830-2019 (right-hand part).

The left-hand side of Figure 6.6 reveals that due to the merging process, municipalities are predominantly abolished from the left-hand side of the distribution curve and were annexed by a neighbouring municipality with a larger area. As a result, the lefthand side of the distribution curve is constantly shifting towards the right-hand side

[^20]at a faster pace than the right-hand side of the distribution ${ }^{18}$. Therefore, the variance $\operatorname{Var}(y[k])$ decreases, while the mean $y_{a v}[k]$ increases over time. The merging process reduces the diversity of municipalities in area size, while the fluctuations in $\operatorname{Var}(y[k])$ indicate the outliers (such as island municipalities) on the left tail.

### 6.2.3. Population per Dutch municipality

In this subsection, we analyse the population distribution per municipality over time, where the collected population values per municipality are considered a realisation of the population random variable. Similar to the area size in Section 6.2.2, we find that the population random variable $P$ reveals less information about underlying governing processes than its $\operatorname{logarithm} Z=\log P$.

The population of Dutch municipalities in year $k$ is represented by the $N[k] \times 1$ vector $p[k]$, where the population of municipality $i$ in year $k$ is denoted by $p_{i}[k]$. The total Dutch population $T[k]$ in year $k$ is obtained by summing the population of each active municipality

$$
\begin{equation*}
T[k]=\sum_{i=1}^{N[k]} p_{i}[k], \tag{6.4}
\end{equation*}
$$

or $T[k]=u^{T} p[k]$. The $N[k] \times 1$ vector $z[k]$ contains the logarithm $z_{i}[k]=\log \left(p_{i}[k]\right)$ of the population of municipality $i$ in year $k$,

$$
z[k]=\left[\begin{array}{llll}
\log \left(p_{1}[k]\right) & \log \left(p_{2}[k]\right) & \ldots & \log \left(p_{N[k]}[k]\right) \tag{6.5}
\end{array}\right]^{T}
$$



Figure 6.7: Population development of The Netherlands (left-hand side figure) and population development per Dutch province (right-hand side figure) in the period 1830-2019.

In 1830, The Netherlands had a population of 2.33 million people living in $1048 \mathrm{mu}-$ nicipalities, which increased to 17.41 million citizens in 2019. Although the total population of The Netherlands, shown in Figure 6.7, has steadily increased during the period

[^21]1830-2019, the population increase per province significantly varies (right-hand side of Figure 6.7). The impact of the Second World War on the population per Dutch province also varies in intensity: the population of the provinces South Holland ${ }^{19}$ and North Holland ${ }^{20}$ temporarily decreased most significantly.

## Population distribution

The logarithm of the Dutch municipality population random variable $Z[k]$ closely follows a normal and a logistic distribution in the period 1830-2019. Similarly, the population random variable $P[k]$ follows a lognormal and a log-logistic distribution. The


Figure 6.8: The probability density function of the logarithm of the population vector $Z[k]$ per Dutch municipality (blue bars), fitted with a normal distribution (defined in (E.4); red colour) and a logistic distribution (defined in (E.9); green colour) for the years 1830, 1914 and 2019 (upper part). Mean $z_{a v}[k]$ (left-lower part) and variance $\operatorname{Var}[z[k]]$ (right-lower part) versus the mean and the variance by the normal fit (red colour) and the logistic fit (green colour) in the period 1830-2019.
upper part of Figure 6.8 depicts the probability density function $f_{Z[k]}(z)$ of the logarithm of the population per Dutch municipality $Z[k]$ (blue bars), fitted with a normal (red) and a logistic (green) distribution, for the years 1830, 1914 and 2019. In Appendix E.6.2, we apply the Anderson-Darling (AD) and the Kolmogorov-Smirnov (KS) statistical tests to examine to which extent the hypothesis of the random variable $Z[k]$ following a normal or a logistic distribution holds.

To understand how the population distribution evolved over the researched period, we analyse the mean $E[Z[k]]$ and the variance $E\left[(Z[k]-E[Z[k]])^{2}\right]$ trends over time.

[^22]The lower left-hand side of Figure 6.8 illustrates the average logarithm of the population $z_{a v}[k]=\frac{1}{N[k]} \sum_{i=1}^{N[k]} z_{i}[k]$ in the period 1830-2019, together with the mean $E[Z[k]]$ of the normal fit $\mu_{n}[k]$ (red colour) and the logistic fit $\mu_{l}[k]$ (green colour). Both considered distributions precisely fit the measured mean $z_{a v}[k]$ over time. The monotonically increasing mean $z_{a v}[k]$ reveals the national population growth, but also comprises the effects of the migration and merging process, as will be discussed in Section 6.3.

The variance $\operatorname{Var}(\mathrm{z}[\mathrm{k}])=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]}\left(z_{a v}[k]-z_{i}[k]\right)^{2}$ over time is compared in the lower right-hand side of Figure 6.8 with the expected variance $E\left[(Z[k]-E[Z[k]])^{2}\right]$ of the normal fit $\sigma_{n}^{2}[k]$ (red colour) and of the logistic fit $\frac{1}{3} \pi^{2} \sigma_{l}^{2}[k]$ (green colour). Different trends of the variance $\operatorname{Var}(\mathrm{z}[\mathrm{k}])$ over time reveal opposite migration patterns ${ }^{21}$ across the geographical network of municipalities, which is derived in Section 6.3.


Figure 6.9: Probability density functions $f_{Z[k]}(z)$ of the logistic fit of the logarithm of the population distribution in the period 1830-2019 (left-hand part). Probability density functions $f_{P[k]}(p)$ of the log-logistic fit of the population distribution in the period 1830-2019 (right-hand part).

The left-hand side of Figure 6.9 illustrates the probability density functions $f_{Z[k]}(z)$, from annual logistic fits of the logarithm of the population $Z[k]$ in the period 1830-2019. On the right-hand side of Figure 6.9, we provide the probability density functions $f_{P[k]}(p)$ of the log-logistic annual fit of the population random variable $P[k]$. Figure 6.9 reveals the following general trends:

- The mode of the probability density function $\operatorname{mode}\left(f_{Z[k]}(z)\right)=\frac{1}{\sigma_{l}[k]}$ is inversely proportional to the square root of variance $\sqrt{\operatorname{Var}(Z[k])}$, as the enclosed surface under an bell-shaped curve obeys $\int_{-\infty}^{\infty} f_{Z[k]}(z) d z=1$. Therefore, the increasing $\operatorname{mode}\left(f_{Z[k]}(z)\right)$ over time reflects a decreasing diversity in population on a logarithmic scale.
- Both probability density functions $f_{Z[k]}(z)$ and $f_{P[k]}(p)$ are continuously shifted to the right-hand side during the entire researched period, reflecting an almost 8 times increase in the total population of The Netherlands between 1830 and 2019 (see left-hand side of Figure 6.7).

[^23]Since the mean $E[Z[k]]$ and the variance $\operatorname{Var}[Z[k]]$ of the logarithm of the random population $Z[k]=\log P[k]$ are fitted precisely by both distributions, the difference lies in the deep tails, where normal and logistic distributions behave considerably different. As derived in (E.14), the probability density function $f_{Z[k]}(z)$ of a logistic distribution on a double logarithmic scale decays linearly with population $p$, while the probability density function $f_{Z[k]}(z)$ of a normal distribution decreases as a square function of the population $p$, as derived in (E.15). Linear decay in the probability density function $f_{Z[k]}(z)$ of the logistic distribution indicates that the population distribution in the deep tail follows a power-law distribution.

## Power-Law Fitting

The population per random municipality $P[k]$ in year $k$ follows a power law if it obeys the distribution function $F_{P[k]}(p)=\operatorname{Pr}(P[k] \geq p)$ obeys

$$
\begin{equation*}
F_{P[k]}(p)=\left(\frac{p}{p_{\min }[k]}\right)^{-\tau[k]+1} \tag{6.6}
\end{equation*}
$$

where the distribution parameter $\tau[k]$ in year $k$ is known as the exponent or scaling parameter, while $p_{\text {min }}[k]$ denotes the minimum population value in year $k$ that obeys the power law. In empirical datasets, a power law often fits only a subset of a vector, explaining the rare occurrence of large outcomes [119]. The corresponding probability density function $f_{P[k]}(p)=\frac{d F_{P[k]}(p)}{d p}$ of the power-law distribution in (6.6) is as follows

$$
\begin{equation*}
f_{P[k]}(p)=C[k] \cdot p^{-\tau[k]} \tag{6.7}
\end{equation*}
$$

where $C[k]=(\tau[k]-1) \cdot p_{\min }[k]^{(\tau[k]-1)}$ denotes the normalisation constant in year $k$. For each year $k$ in the period 1830-2019, the distribution function $F_{P[k]}(p)=\operatorname{Pr}(P[k] \geq p)$ is fitted by a power-law distribution for a subset of medium and larger municipalities and the power law exponent $\tau[k]$ is estimated. Figure 6.10 shows the distribution function $F_{P[k]}(p)=\operatorname{Pr}(P[k] \geq p)$ for the years 1851, 1960 and 2019 on the left-hand side, while the percentage of the total number of municipalities, that approximately follow a power law over time, is drawn on the upper right-hand part. In the lower right-hand part of Figure 6.10, the power law exponent $\tau[k] \in(2.1,2.7)$ roughly decreases up to 1960 and increases after 1960. Apparently, during the Dutch urbanisation period, featured by a dominant migration flow of people towards large(r) municipalities, the power law exponent $\tau[k]$ decreased towards about $\tau[1961]=2,17$ at 1961. Subsequently, the opposite migration flow dominated after 1960 and caused an increasing trend in the power law exponent $\tau[k]$. Probability functions in years 1851, 1960 and 2019, presented on the left-hand side of Figure 6.10, depict the effect of different migration flows on the population distribution per municipality.

In this section, we showed that the average degree $d_{a v}[k]$ slightly increases when two municipalities are merged while $d_{a v}[k]$ decreases due to a merger of more than two municipalities. Irrespective of the merger type, the average area size per municipality on a logarithmic scale $y_{a v}[k]$ monotonically increased. In contrast, the variability in the area $\operatorname{size} \operatorname{Var}(y[k])$ decreased over the entire research period. Multiple underlying processes


Figure 6.10: Distribution function $\operatorname{Pr}(P[k] \geq p)$ of the population per municipality in years 1851, 1960 and 2019 (left-hand side). The percentage of the $N[k] \times 1$ vector $p[k]$ that is fitted by a power-law fit in the period 1851-2019 (upper right-hand part). Estimated exponent $\tau[k]$ of the power-law fit of population distribution per municipality in the period 1851-2019 (lower right-hand part).
govern the time dynamics of the population. The increasing trend of the average logarithm $z_{a \nu}[k]$ of population per municipality reveals a national population increase, but also the opposite trends of variability in population size $\operatorname{Var}(z[k])$.

### 6.3. Dynamic Processes on the Dutch Municipality Network

In this section, we identify underlying processes in the Dutch municipality network and how they impacted population and area distribution in the period 1830-2019. Overall, we show that taking the logarithmic of the relevant quantities simplifies the analysis of the governing processes, which is a quite remarkable observation ${ }^{22}$. While both population and area distributions are heavy-tailed on a linear scale, they are bell-shaped on a logarithmic scale. Thus, we find that the mean and variance on a logarithmic scale describe the population and area distribution more precisely than on a linear scale.

### 6.3.1. MUNICIPALITY MERGING PROCESS

At the end of each year $k$, a number - possibly none - of municipalities is abolished and annexed by one or more neighbouring municipalities. We denote the set of abolished municipalities at the end of year $k$ as $\mathscr{A}[k]$, with the number of abolished municipalities denoted by $N_{a}[k]=|\mathscr{A}[k]|$. The evolution of the number of abolished municipalities

[^24]

Figure 6.11: Number of municipalities per each of the 12 Dutch provinces in the period 1830-2019 (upper left-hand side). The total number of Dutch municipalities $N[k]$ in the period $1830-2019$ (upper right-hand side). Number of abolished $N_{a}[k]$ (lower left-hand side) and newly established municipalities $N_{n}[k]$ (lower right-hand side) in the period 1830-2019.
$N_{a}[k]$ over time is depicted in the lower left-hand side of Figure 6.11. Appendix E.3 provides an overview of the merger types in the Dutch Municipality Network during the research period. The merging process became most intensive in the second part of the 20th century, decreasing population and area diversity while increasing the average size per municipality.

Newly established municipalities additionally modify the Dutch Municipality Network topology over time. The total area of The Netherlands increased since 1830 due to the reclaimed land from the sea on which new municipalities have been established. We denote the number of newly established municipalities at the end of year $k$ as $N_{n}[k]$. The lower right-hand side of Figure 6.11 depicts how often new municipalities were established in the period 1830 - 2019. The evolution of the number of municipalities $N[k]$ over time, as presented in the upper left-hand side of Figure 6.11, obeys the following conservation law

$$
\begin{equation*}
N[k+1]=N[k]+N_{n}[k]-N_{a}[k] . \tag{6.8}
\end{equation*}
$$

However, since very few new municipalities ${ }^{23}$ have been established during 1830-2019,

[^25]the municipality merging process predominantly drives the changes in the DMN topology. Thus, for the following analysis, we approximate (6.8) as
\[

$$
\begin{equation*}
N[k+1] \approx N[k]-N_{a}[k] . \tag{6.9}
\end{equation*}
$$

\]

The difference equation (6.9) appears commonly in literature and can be solved by iteration ${ }^{24}$ over $k$. The general exact solution is found via generating functions (see, e.g. [122, p. 123]).

### 6.3.2. GOVERNING PROCESSES OF THE AREA DYNAMICS

The area distribution per municipality evolves due to merging and establishing new municipalities. Since the latter occurs relatively rarely, we focus on how the merging process impacts the area distribution. We show that the area dynamics on a linear scale depend solely on the number of abolished municipalities $N_{a}[k]$, while the analysis on a logarithmic scale reveals additional information about the merging process.

In Figure 6.12, we provide the mean $s_{a v}[k]$ (upper left-hand side) and the variance $\operatorname{Var}(y[k])$ (lower left-hand side) of the $N[k] \times 1$ area vector $s[k]$, as well as the mean $y_{a v}$ (upper right-hand side) and the variance $\operatorname{Var}(y[k])$ (lower right-hand side) of the $N[k] \times 1$ logarithm of area vector $y[k]$ in the period 1830-2019.


Figure 6.12: Mean $s_{a v}[k]$ (upper left-hand part) and Variance $\operatorname{Var}(s[k]$ ) (lower left-hand part) of the $N[k] \times 1$ area vector $s[k]$ in the period $1830-2019$. Mean $y_{a v}[k]$ (upper right-hand part) and Variance $\operatorname{Var}(y[k])$ (lower right-hand part) of the $N[k] \times 1$ logarithm of area vector $y[k]$ in the period $1830-2019$.

[^26]We consider a merger case where $N_{a}[k]=|\mathscr{A}[k]|$ abolished municipalities in year $k$ are annexed by an existing municipality $\eta \in \mathscr{N}[k]$. The set of municipalities in the following year becomes $\mathscr{N}[k+1]=\mathscr{N}[k] \backslash \mathscr{A}[k]$, where $\backslash$ denotes the set difference. As a result of a municipality merger, the area of the annexing municipality $\eta$ grows as $s_{\eta}[k+$ $1]=s_{\eta}[k]+\sum_{i \in \mathscr{A}[k]} s_{i}[k]$ in the next year $k+1$. The average area $s_{a v}[k+1]$ in the following year $k+1$ evolves as follows

$$
\begin{equation*}
s_{a v}[k+1]=\left(1+\frac{N_{a}[k]}{N[k]-N_{a}[k]}\right) \cdot s_{a v}[k] . \tag{6.10}
\end{equation*}
$$

The mean $s_{a \nu}[k]$ over time is presented in the upper right-hand side of Figure 6.12. From combining (6.9) and (6.10), we observe that the mean $s_{a v}[k]$ in year $k$ is inversely proportional to the number of municipalities $N[k]$

$$
\frac{s_{a v}[k+1]}{s_{a v}[k]}=\frac{N[k]}{N[k+1]}
$$

thus revealing solely the information about the intensity of the merging process over time. On the contrary, the conservation law for the average $y_{a v}[k]$ of the $N[k] \times 1$ vector $y[k]=\log (s[k])$ of the area $s[k]$ per Dutch municipality in year $k$ is

$$
\begin{equation*}
y_{a v}[k+1]=\left(1+\frac{N_{a}[k]}{N[k]-N_{a}[k]}\right) \cdot y_{a v}[k]+\frac{1}{N[k]-N_{a}[k]} \log \left(\frac{\sum_{i \in \eta \cup \mathscr{A}[k]} s_{i}[k]}{\prod_{j \in \eta \cup \mathscr{A}[k]} s_{j}[k]}\right) \tag{6.11}
\end{equation*}
$$

as derived in Appendix E.7.1. The second term in (6.11) reveals additional information about the mergers, compared to the conservation law in (6.10). The increase of the mean $y_{a v}[k]$ over time, as depicted in the upper right-hand side of Figure 6.12, is bounded by the second term in (6.11). From the left-hand side of Figure 6.6, we observe that the left distribution tail of the logarithm of the area $Y[k]$ is impacted mostly after 1960, indicating that the municipalities with the smallest areas were often abolished. Mergers involving municipalities from the left distribution tail cause the second term in (6.11) to increase in value and consequently increase the mean $y_{a v}[k]$ at a larger pace than before 1960. From the upper right-hand side of Figure 6.12, we clearly distinguish two linear patterns over time, until and after 1960.

From the decreasing trend of the variance $\operatorname{Var}(y[k])$ over time, presented in the lower right-hand side of Figure 6.12, we observe that the merging process continuously lowered the area size diversity of Dutch municipalities on a logarithmic scale. In other words, the area size of a municipality negatively correlates with the probability of its abolishment, taking into account the increasing trend of the mean $y_{a v}[k]$. Therefore, the municipality area could be considered a predictor of the probability of municipality abolishment.

Since the area and population distribution per Dutch municipality follow the same distribution model, the insights into how the merging process impacted the area distribution also hold for the population, allowing for recognising the impact of other governing processes, such as population growth and people migration.

### 6.3.3. GOVERNING PROCESSES OF THE POPULATION DYNAMICS

In this section, we analyse how the population increase, population migration between municipalities and the process of municipality merging determined the population distribution per municipality.

In Figure 6.13, we present the mean $p_{a \nu}[k]$ (upper left-hand side) and the variance $\operatorname{Var}(p[k])$ (lower left-hand part) of the $N[k] \times 1$ population vector $p[k]$. In addition, we depict the mean $z_{a v}[k]$ (upper right-hand side) and the variance $\operatorname{Var}(p[k]$ ) (lower righthand side) of the $N[k] \times 1$ logarithm of the population vector $z[k]$ in the period $1830-$ 2019.


Figure 6.13: Mean $x_{a v}[k]$ (upper left-hand part) and Variance $\operatorname{Var}(x[k])$ (lower left-hand part) of the $N[k] \times 1$ population vector $x[k]$ in the period $1830-2019$. Mean $z_{a \nu}[k]$ (upper right-hand part) and $\operatorname{Variance} \operatorname{Var}(z[k])$ (lower right-hand part) of the $N[k] \times 1$ logarithm of population vector $z[k]$ in the period $1830-2019$.

The trends of both the mean $z_{a v}[k]$ and the variance $\operatorname{Var}(z[k])$ in Figure 6.13 can be approximated by a two-segment linear function of time $k$, before and after 1960. Further, the variance ${ }^{25}$ of the logarithm of the population vector $\operatorname{Var}(z[k])$ peaks around 1960 and starts decreasing afterwards, revealing a change in the dynamic pattern of the underlying processes. A decreasing trend of the variance $\operatorname{Var}(z[k])$ coincides with the intensified municipality merging process that took place after 1960, as presented in Figure 6.11. Another underlying process governing both the mean $z_{a v}[k]$ and the variance $\operatorname{Var}(z[k])$ over time is the population evolution per municipality.

[^27]
## Population rank-size distribution

The population distribution of a country's large(r) cities often follows Zipf's Law, which reveals a relationship between the frequency and size of a set [123]. We analyse the ranksize distribution of the population per Dutch municipality in the period 1830-2019. In each year $k$, the population vector $p[k]$ rank-size distribution is fitted with a linear function on a double logarithmic scale. The absolute value of the slope of the population rank-size distribution we denote as the population rank-size slope $\beta[k]$. In the upper part of Figure 6.14, we provide the population rank-size distribution per municipality, together with the fitted line on a double logarithmic scale for the years 1830, 1920 and 2010. In addition, we depict the slope $\beta[k]$ of the linear fit (lower left-hand part) and the population of Amsterdam $p_{A}[k]$ in the period $1830-2019$.


Figure 6.14: Population rank-size distribution per municipality and the linear fit in double logarithmic scale, in years 1830, 1920 and 2010 (upper part). Estimated slope of the population rank-size distribution in the period 1809-2019 (lower left-hand part). Population of Amsterdam in the period 1830-2019 (lower right-hand part).

A general trend of vertical movement ${ }^{26}$ of the point cloud in the upper part of Figure 6.14 reflects the population increase over time, as we explain in Section 6.4.1. The rank-size distribution slope $\beta[k]$ over time reveals two opposite dynamic trends of the population evolution per Dutch municipality in the period 1851-2019. Since 1851, the rank-size slope $\beta[k]$ continuously increased and peaked at $\beta[1960]=0.846$ in 1960, from when it started decreasing. The population rank-size slope $\beta[k]$ in year $k$ can be approximated as

$$
\begin{equation*}
\beta[k] \approx b_{1} \cdot k+b_{2} \tag{6.12}
\end{equation*}
$$

[^28]where the parameters $b_{1}$ and $b_{2}$ are estimated for the periods 1851-1960 and 1960-2019 as follows
\[

$$
\begin{align*}
& b_{1}=2 \cdot 10^{-3}, \quad b_{2}=-3.23, k \in\{1851,1959\}  \tag{6.13}\\
& b_{1}=-3.4 \cdot 10^{-3}, b_{2}=7.47, \quad k \in\{1960,2019\} .
\end{align*}
$$
\]

A positive increase in the population rank-size slope $\beta[k+1]-\beta[k]$ between two consecutive years $k$ and $k+1$ in the period 1851-1960 informs us that larger municipalities increased in population size faster than smaller municipalities on a logarithmic scale. Here we introduce an assumption important for the following analysis. We assume that the population of each municipality approximately follows Zipf's Law. Therefore, from the rank-size distribution in Figure 6.14, the logarithm of municipality $i$ population $z_{i}[k]$ in year $k$ can be approximated as

$$
\begin{equation*}
z_{i}[k] \approx z_{A}[k]-\beta[k] \cdot \log r_{i}[k], \tag{6.14}
\end{equation*}
$$

where $i \in \mathscr{N}[k]$ and municipality $i$ ranking in the $N[k] \times 1$ population vector $p[k]$ in year $k$ is denoted as $r_{i}[k]$, while the logarithm of the population in Amsterdam (i.e. the largest Dutch municipality by population) in year $k$ is denoted as $z_{A}[k]=\log \left(p_{A}[k]\right)$. When assuming that the ranking of municipality $i$ in the $N[k] \times 1$ population vector $p[k]$ does not change $r_{i}[k+1]=r_{i}[k]$ in two consecutive years $k$ and $k+1$, we obtain the following governing equation

$$
\begin{equation*}
\frac{p_{i}[k+1]}{p_{i}[k]}=\left(r_{i}[k]\right)^{-b_{1}} \cdot \frac{p_{A}[k+1]}{p_{A}[k]}, \tag{6.15}
\end{equation*}
$$

as derived in Appendix E.7.2. The governing equation (6.15) of the population increase per municipality, for different values of the linear fit parameter $b_{1}$ in (6.13), reveal two opposite trends of people migration. Until 1960, people predominantly migrated from small(er) to large(r) municipalities. Consequently, municipalities with a large(r) population grew faster. In contrast, in the period after 1960, the largest municipalities in population no longer grew at a dominant pace, revealing the migration flow towards small(er) municipalities in population size. The two dynamic trends are also observable from the population of Amsterdam $p_{A}[k]$, presented on the lower right-hand side of Figure 6.14. Based on the governing equation (6.14), we derive the impact of the rank-size slope $\beta[k]$ over time onto the mean $z_{a v}[k]$ of the logarithm of population vector $z[k]$

$$
\begin{equation*}
\left.z_{a v}[k]=z_{A}[k]-\beta[k] \cdot \log (N[k]]^{\frac{1}{N \mid k]}}\right) . \tag{6.16}
\end{equation*}
$$

which can be further simplified using Stirling's approximation [124, p. 257] of the Gamma function

$$
\begin{equation*}
z_{a \nu}[k] \approx z_{A}[k]-\beta[k] \cdot\left(\log (N[k])-\log (e)+\frac{1}{2 N[k]} \cdot \log (2 \pi N[k])\right) . \tag{6.17}
\end{equation*}
$$

Relation (6.16) explains two linear patterns in the mean $z_{a v}[k]$ evolution over time, presented in the upper right-hand side of Figure 6.13. In the period 1830 - 1960, the increase in Amsterdam population dominantly impacted the mean $z_{a v}$. In the next period

1960-2019, Amsterdam population saturated on a logarithm scale $z_{A}[k]$. However, both the rank-size distribution slope $\beta[k]$ and the number of municipalities $N[k]$ monotonically decreased in value, keeping the increasing trend of the mean $z_{a v}[k]$.

The assumption introduced in (6.14) allows to derive the variance $\operatorname{Var}(z[k])$ as provided in Appendix E.7.2

$$
\begin{equation*}
\operatorname{Var}(z[k])=\beta^{2}[k] \cdot g(N[k]) \tag{6.18}
\end{equation*}
$$

where

$$
g(N[k])=\frac{1}{N[k]} \sum_{i=1}^{N[k]}\left(\log \frac{N[k]!\frac{1}{N[k]}}{i}\right)^{2},
$$

explaining the behaviour of the Variance $\operatorname{Var}(z[k])$ over time. Since 1830 until 1960, the slope $\beta[k]$ monotonically increased, causing an increase of the variance $\operatorname{Var}(z[k])$. On the contrary, the decreasing trend of the slope $\beta[k]$ after 1960, together with the decreasing number of municipalities $N[k]$ due to the merging process, caused the $\operatorname{Var}(z[k])$ to decrease. Moreover, the aggressive merging process that took place after 1960 amplified the decreasing rate of the variance $\operatorname{Var}(z[k])$.

In Appendix E.7.3, we derive an explicit relation between the exponent of the powerlaw probability density function (depicted in Figure 6.10) and the rank-size distribution slope $\beta[k]$ (provided in the lower left-hand side of Figure 6.14)

$$
\begin{equation*}
\beta[k]=\frac{1}{\tau[k]-1} . \tag{6.19}
\end{equation*}
$$

## Evolution of municipalities across fixed population size categories

To better understand how the population distribution changed over time, we analyse the evolution of municipalities over time across fixed population size categories. The first size category contains municipalities with less than 200 inhabitants. On the other side, the last category includes municipalities with more than 200.000 inhabitants. In between, we define equidistant intervals of the population size on a logarithmic scale for a given number of intervals. For each year $k$ in the period 1830-2019, we correlate the percentage of the total population in The Netherlands with the ratio of the total number of municipalities per population size category. The correlation is presented in the upper part of Figure 6.15.

Except for the largest municipalities (i.e. those with more than 200.000 inhabitants), we observe a consistent correlation pattern in the two-dimensional space. A fixed population size category initially ${ }^{27}$ contains no municipalities until their population sizes reach values determining the size category. Each category draws a path in the clockwise direction, as presented in Figure 6.15, and eventually tends back to the coordinate origin. On the contrary, a municipality advances upwards through adjacent categories as population size increases. When advancing, a municipality is the largest in the current category while becoming the new smallest element in the next larger category. Therefore, the impact of a municipality leaving the current category is negative and of considerably higher intensity than a municipality's positive impact upon entering the adjacent

[^29]

Figure 6.15: Correlation between the relative number of municipalities and the relative population per logarithmic equidistant population size category in the periods (lower part, from left to right-hand side) 1830-1900, 1900-1960, 1960-2000 and 200-2019, and during the entire researched period 1830-2019 (upper part).
larger category. Consequently, the correlation patterns in Figure 6.15 must always describe paths in the clockwise direction.

In the lower part of Figure 6.15, we present correlation patterns in different periods to analyse the impact of different underlying processes. The merging process negatively affects the abolished municipality's category, as its annexation is equivalent to removing that municipality from the corresponding group. On the contrary, the annexing municipality either positively influences the path of its size category or advances to a (possibly non-adjacent) larger-size group of municipalities. Indeed, the trajectory of smaller-size categories in the period 1830-1900 (first plot from the left) is considerably shorter than the trajectory in the following periods 1900-1960 (second plot) and 1960-2000 (third plot), respectively, which coincides with the merging intensification over time, as presented in Figure 6.11.

The dominant increase in the population ratio of the largest municipalities in the period 1830-1900 indicates an intensive migration of people from small(er) to large(r) municipalities, as presented in the lower left-hand side of Figure 6.15. On the contrary, the largest municipalities significantly decreased in population size in the period 1960 - 2000. The migration flow from large(r) to small(er) municipalities became dominant in this period. In addition, an intensive merging process took place, degrading small(er) size categories while further reinforcing the population increase of municipalities of large(r) sizes.

Finally, trajectories in Figure 6.15 enclose an area. Such phenomena can be explained by the fact that the distribution of the logarithm of population per municipality follows Gaussian distribution consistently over time, as depicted in Figure 6.8. In other words, the probability density function $f_{Z[k]}(z)$ defines a bell-shaped curve, being hori-
zontally shifted over time. Therefore, a population-size category of municipalities firstly increases in the number of municipalities (and thus population ratio), peaks and starts decreasing, explaining the trajectories in Figure 6.15.

### 6.4. Model of the Dutch Municipality Network

This section proposes a model which captures the time dynamics of the DMN. The purpose of the model is not to explain the evolution of a single Dutch municipality over time but rather to describe the evolution of the population and area distribution per Dutch municipality. The DMN model consists of three sequential sub-models:

1. Population increase model per municipality,
2. Inter-municipal migration model, and
3. Merging model,

### 6.4.1. POPULATION INCREASE MODEL

Available measurements of the population per municipality in the period 1830-2019 reveal a consistent correlation pattern between the population $p_{i}[k]$ of municipality $i$ in year $k$ and its increase $p_{i}[k+1]-p_{i}[k]$, which a linear function on a double logarithmic scale can approximate. In the upper part of Figure 6.16, we present the correlation ${ }^{28}$ between values $p_{i}[k+1]-p_{i}[k]$ and $p_{i}[k]$, where $i \in \mathscr{N}[k]$, on a double logarithmic scale in years 1852, 1936 and 2019, respectively. A positive correlation can be approximated as follows

$$
\begin{equation*}
E[\log (P[k+1]-P[k])]=c_{1}[k] \cdot E[Z[k]]+c_{2}[k], \tag{6.20}
\end{equation*}
$$

where coefficients $c_{1}[k]$ and $c_{2}[k]$ represent the slope and additive constant of the linear fit in year $k$, as presented in the lower part of Figure 6.16. While the slope $c_{1}[k]$ slightly oscillates around 1 for a period of 130 years, the additive constant $c_{2}[k]$ decreases over time, allowing us to introduce the following approximations

$$
\begin{align*}
& c_{1}[k] \approx 1 \\
& c_{2}[k] \approx 9.27-5.8 \cdot 10^{-4} \cdot k . \tag{6.21}
\end{align*}
$$

By choosing $c_{1}[k]=1$ and adopting the stronger assumption that the difference equation (6.20) holds not only for the mean, but also for the random variables themselves, i.e. $\log (P[k+1]-P[k])=Z[k]$, we deduce that $\operatorname{Cov}[\log (P[k+1]-P[k]), Z[k]]=\operatorname{Var}[Z[k]]$, meaning that the variability in the difference (an increase of population in a random municipality $P[k]$ ) equals that of $P[k]$. The governing equation for the population increase model per municipality is obtained by importing (6.21) into (6.20):

$$
\begin{equation*}
E[P[k+1]] \approx\left(1+e^{c_{2}[k]}\right) \cdot E[P[k]] . \tag{6.22}
\end{equation*}
$$

The slope $c_{1}[k]$ and the additive constant $c_{2}[k]$ values considerably oscillate in the last two decades of the researched time series. A reason that causes such behaviour is an
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Figure 6.16: Population per municipality $p[k]$ in year $k$, versus population increase ( $p[k+1]-p[k]$ ) in the following year $k+1$, on a double logarithmic scale for the years 1852, 1936 and 2019, together with a fitted linear function (upper-part). Time dynamics of the slope $c_{1}[k]$ and the additive constant $c_{2}[k]$ of a fitted line (lower part).
intensified merging process (see lower left-hand part of Fig 6.11) that took place in the mentioned period, as a result of which certain municipalities (in most cases with a relatively small population) are being abolished and annexed by a neighbour municipality with a larger population. Consequently, the population increase of annexing municipalities in the following year spikes. Indeed, on a closer look at Figure 6.16, the slope $c_{1}[k]$ (additive constant $c_{2}[k]$ ) exhibit only positive (negative) spikes during the last 20 years of the researched period, respectively, and return to the previous state in the subsequent year.

Under the assumption that the number of municipalities remains unchanged within two consecutive years, $N[k+1]=N[k]$, the mean $z_{a v}[k]$ evolves due to the proposed population increase model in (6.22) as follows

$$
z_{a v}[k+1]=\frac{1}{N[k]} \sum_{i=1}^{N[k]}\left(\log \left(1+e^{c_{2}[k]}\right)+z_{i}[k]\right)=\log \left(1+e^{c_{2}[k]}\right)+z_{a v}[k],
$$

because a multiplicative increase on a linear scale is equivalent to an additive increase on a logarithmic scale. On the contrary, the variance $\operatorname{Var}(z[k])$

$$
\operatorname{Var}(z[k+1])=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]}\left(z_{a v}[k+1]-\log \left(1+e^{c_{2}[k]}\right)-z_{i}[k]\right)^{2}=\operatorname{Var}(z[k])
$$

is invariant to the population increase model in (6.22). An argument behind neglecting the slope $c_{1}[k]$ deviations around value 1 and adopting (6.21) is the idea of decoupling two population processes that occur on the DMN, namely the population increase and population migration. We argue that the variability in multiplicative population increases per municipality is a consequence of the people migrating between municipalities. Thus, in the following subsection, we introduce the migration model on a network that complements the population increase model (6.22).

### 6.4.2. INTER-MUNICIPAL MIGRATION MODEL

The population increase model in (6.22) reveals a common trend in population increase per Dutch municipality. Other simultaneous processes on the DMN are immigration/emigration and internal migration of people. In this subsection, we introduce a migration model of people on a geographical network and apply it to the Dutch Municipality Network.

We propose a linear model that captures the migration of people across a geographical network of municipalities and complements the population increase model. The proposed migration model is a diffusion-like process founded on the assumption that there are two opposite migration flows taking place simultaneously on a network:

- Forward migration: People moving from small(er) to large(r) municipalities in terms of population size, denoted as the forward migration flow with forward migration rate $\alpha$. This migration flow became dominant during the urbanisation period, from approximately 1850 until 1960 (see Figure 6.18).
- Backward migration: People moving from large(r) to small(er) municipalities, denoted as the backward migration flow with backward migration rate $\delta$. This migration flow became dominant after 1960.

We define the $N[k] \times N[k]$ migration matrix $M[k]$, with elements $m_{i j}[k]$

$$
\begin{equation*}
m_{i j}[k]=a_{i j}[k] 1_{\left\{E\left[p_{i}[k]\right]<E\left[p_{j}[k]\right]\right\}} \tag{6.23}
\end{equation*}
$$

with the indicator function denoted as $1_{x}$, which is defined as 1 if the statement $x$ is true, otherwise equals 0 . Relation (6.23) transforms the undirected DMN into a directed network, in which each link points to the adjacent municipality with a larger population, from where we conclude

$$
A[k]=M[k]+M^{T}[k] .
$$

The $N[k] \times N[k]$ migration matrix $M[k]$ allows for introducing a model of people migrating on a municipality network

$$
\begin{equation*}
E[P[k+1]]=\left(I+\alpha \cdot M^{T}[k]+\delta \cdot M[k]-\alpha \cdot \operatorname{diag}(M[k] \cdot u)-\delta \cdot \operatorname{diag}\left(M^{T}[k] \cdot u\right)\right) \cdot E[P[k]], \tag{6.24}
\end{equation*}
$$

where the $N[k] \times N[k]$ matrix $I$ denotes the identity matrix. Each matrix term in (6.24) allows for a physical interpretation. The $N \times N$ identity matrix $I$ indicates that the proposed migration model describes an additive process. The second term $\alpha \cdot M^{T}[k]$ calculates arrivals of people per municipality due to the forward migration flow (i.e. from smaller to larger adjacent municipality). The same migration flow, away from a smaller
adjacent municipality, is accounted for in the matrix term $\alpha \cdot \operatorname{diag}\left(M[k]^{T} \cdot u\right)$. The third matrix term $\delta \cdot M[k]$ computes the arrivals of people per municipality due to backward migration (i.e. from large(r) to small(er) adjacent municipality). As each migration flow has an origin and a destination municipality, the number of departures due to the backward migration is accounted for by $\delta \cdot \operatorname{diag}(M[k] \cdot u)$. The sum of the opposite forward and backward migration flows provides the resulting migration flow from municipality $i$ to a larger adjacent municipality $j$ (i.e. $\left.p_{j}[k]>p_{i}[k]\right) \alpha \cdot p_{i}[k]-\delta \cdot p_{j}[k]$. In the particular case when $\alpha=\delta$, the governing equation (6.24) describes a diffusion process

$$
E[P[k+1]]=(I-\alpha \cdot Q[k]) \cdot E[P[k]],
$$

where the $N \times N$ Laplacian $Q=\operatorname{diag}(d)-A$. Properties of the proposed migration model in (6.24) are provided in the Appendix E.8.

### 6.4.3. MERGING MODEL

The merging dynamics of the Dutch Municipality Network is a complex, governmentcontrolled process that depends on numerous factors, such as economics, politics and social aspects, to name a few. Instead, we argue that all these aspects correlate with the population and area of municipalities. Thus, we model the Dutch municipal merging process by considering the population and area measurements per municipality and the network effect.


Figure 6.17: Correlation between the first and the second term of the Abolishment Likelihood index $x_{i}[k]$ per abolished municipality (i.e. $i \in \mathscr{A}[k]$ ) in the year of their abolishment (left-hand side figure). Distribution of the Abolishment Likelihood index $p[k]$ per abolished municipality in the year of their abolishment versus distribution of the Abolishment Likelihood index vector $x_{i}[k]$ per each municipality in year $k=2019$ (righthand side figure).

We propose an Abolishment Likelihood index per municipality that estimates the set of abolished municipalities $\mathscr{A}[k]$ in year $k$. The Abolishment Likelihood index of municipality $i$ in year $k$, denoted as $x_{i}[k]$, is defined as

$$
\begin{equation*}
x_{i}[k]=\frac{1}{d_{i}[k] \cdot p_{i}[k]} \sum_{j \in \mathscr{N}_{i}[k]} a_{i j}[k] \cdot p_{j}[k]+\frac{1}{3} \cdot \frac{s_{a v}[k]}{s_{i}[k]} \tag{6.25}
\end{equation*}
$$

with $\mathscr{N}_{i}[k]$ denoting the set of the node $i$ neighbours in year $k$ (i.e. $\mathscr{N}_{i}[k]=\{j \mid j \in$ $\left.\mathscr{N}[k], a_{i j}[k]=1\right\}$ ). The first term of the Abolishment Likelihood index $x_{i}[k]$ in (6.25) compares the population $p_{i}[k]$ of municipality $i$ with the mean population of its direct neighbours $\frac{1}{d_{i}[k] \cdot p_{i}[k]} \cdot \sum_{j \in \mathscr{N}_{i}[k]} a_{i j}[k] \cdot p_{j}[k]$, while the second term in (6.25) compares the area $s_{i}[k]$ of municipality $i$ with the mean area $s_{a v}[k]$ per Dutch municipality in year $k$. The set of abolished municipalities in year $k$, denoted by $\mathscr{A}[k]$, is determined as $N_{a}[k]=$ $|\mathscr{A}[k]|$ municipalities with highest ranking in the $N[k] \times 1$ Abolishment Likelihood index vector $x[k]$.

On the left-hand side of Figure 6.17, we correlate terms of the Abolishment Likelihood index $x_{i}[k]$ in (6.25) per each abolished municipality $i$, in the year of its abolishment. The absence of correlation confirms the validity of our choice to consider both population and area size per municipality. In addition, the two box-whisker plots (abolished versus existing municipalities) on the right-hand side of Figure 6.17 are clearly shifted with respect to each other, confirming that the Abolishment Likelihood index indeed captures the abolishment likelihood.

### 6.4.4. MODEL VALIDATION

By combining the assumption from (6.21), the proposed migration model (6.24) and the merging model (6.25), we obtain a complete model for the time dynamics of the Dutch Municipality Network. The model is initialized by the ( $N[k] \times N[k]$ ) adjacency matrix $A[k]$ of the DMN, the $(N[k] \times 1)$ population vector $p[k]$ and the $(N[k] \times 1)$ area vector $s[k]$ from year $k=1851$. Starting from $k=1852$, the input to the model is the total population of The Netherlands $T[k]$ and the number of abolished municipalities $N_{a}[k]$ in each year $k$ in the period (1851-2019). The DMN model is iteratively applied for each year $k$ in the following order

- Based on the assumption in (6.21), update the population vector as $p[k+1]=$ $\frac{T[k+1]}{T[k]} \cdot p[k]$.
- Apply the migration model, defined in (6.24).
- Compute the Likelihood Abolishment index $x[k]$ per municipality, as in (6.25). Determine $N_{a}[k]$ municipalities with the highest ranking in the sorted index vector $x[k]$. Assign the population and area of each abolished municipality to an adjacent municipality closest in the ranking in the sorted vector $x[k]$.
- Update the $N[k+1] \times N[k+1]$ adjacency matrix $A[k+1]$ of the DMN, the $N[k+1] \times 1$ population vector $p[k+1]$ and the $N[k+1] \times 1$ area vector $s[k+1]$.

For the migration model in (6.24), the used values of the forward migration rate $\alpha[k]$ and the backward migration $\delta[k]$ rate per year $k$ are provided in Figure 6.18. The migration rates are determined heuristically, motivated by observations in Section 6.3.3. In the following subsection, we analyse the DMN model prediction accuracy.

### 6.4.5. Prediction Accuracy of the DMN Model

The measured population distribution per municipality is compared with the predicted population distribution by the DMN model. The measured and predicted population


Figure 6.18: Forward migration rate $\alpha[k]$ (blue colour) and the backward migration rate $\delta[k]$ (red colour) over time $k$.


Figure 6.19: Measured versus predicted population distribution per municipality in years 1852, 1960 and 2019 (upper part). Measured versus predicted population rank-size distribution per municipality in years 1852,1960 and 2019 (lower part).
distributions are compared for the years 1852, 1960 and 2019 in the upper part of Figure 6.19. Further, the lower part of the Figure provides the rank-size distribution of both the measured and predicted population vector.

The distribution of the predicted population vector per Dutch municipality closely follows the distribution of the measured population vector over time during the entire research period. With the proposed decoupling of the population dynamics into an equal increase per municipality in (6.21) and the migration process in (6.24), we can explain how the Dutch population distribution evolved in the last 170 years.


Figure 6.20: Kolmogorov-Smirnov divergence between the measured and predicted population distribution in the period (1852-2019) (upper figure). Predicted versus measured population rank-size slope in the period (1852-2019) (lower figure).

To quantify the precision of the predicted population distribution over time, we compute the Kolmogorov-Smirnov divergence between the predicted and measured population distribution and provide the results in the upper part of Figure 6.20. The divergence value remains relatively low during the entire researched period, indicating that the adopted values for the forward migration rate $\alpha[k]$ and the backward migration rate $\delta[k]$ indeed reveal the migration flows in The Netherlands.

The predicted versus the measured population rank-size distribution slope $\beta[k]$ is
provided in the lower part of Figure 6.20. The rank-size slope of the predicted population vector depends solely on the migration process in (6.24) and, thus, on the forward $\alpha$ and the backward $\delta$ migration rate, provided in Figure 6.18. Opposite trends in migration rates $\alpha[k]$ and $\delta[k]$ until and after 1960 marked a dynamic transition in the rank-size slope $\beta[k]$ of the population vector.

In Figure 6.21, we compare the distribution of all abolished municipalities in the period (1851-2019) per Dutch province with predicted mergers by the DMN model. The proposed DMN model achieves a fantastic precision of $91,7 \%$. The DMN topology in 1851 initialises the DMN model. However, the road bridges and dikes built after 1851 connected many isolated components of the Dutch Municipality Network to the mainland, as discussed in Appendix E.4. Consequently, the number of isolated components in the DMN monotonically decreased over time, which is not taken into account in the DMN model. For example, the entire province of Zeeland remains disconnected from the mainland in the DMN model, which is not the case in reality. We argue that the model precision could be even higher if the topology changes of the DMN after 1851 were taken into account in the proposed DMN model.


Figure 6.21: Predicted versus the measured number of abolished municipalities per Dutch province in the period 1851-2019.

### 6.5. Conclusion

Linking the data sets collected by Statistics Netherlands and the International Institute of Social History enabled us to investigate the Dutch municipality merging process and the survivability of municipalities over the period 1830-2019. In a geographic sense, a
municipality can vary from a densely populated urbanized (city) area to a set of sparsely populated localities ${ }^{29}$ in a rural area. In a governmental sense, a municipality is a highly autonomous administrative unit serving its population at the local government level and interacting with the overarching levels of the provincial and national government. All 1467 Dutch domestic municipalities that have ever existed between 1830 and 2019 are captured in a research construct referred to as the Dutch Municipality Network (DMN).

Compared to the first 160 years of the researched time series, the last three decades reveal considerable fluctuations, such as in the observed values of the slope of the population increase per municipality (see section 6.4.1). Can these recent fluctuations be solely attributed to the accelerated decrease in the number of Dutch municipalities due to the intensified merging process? What do these fluctuations mean for a country as a whole?

Over the entire research period, we have observed the amazing property that the logarithm of population size and municipality area features an almost linear difference equation over the years. This underlying "log-linearity" in the evolution process resulted in a predictive accuracy of $91.7 \%$ at the province level (see section 6.4) in spite of all municipality mergers and dynamic population fluctuations that took place in reality. The remarkable "log-linearity" in population size and municipality area asks for a scientific explanation. The collected data researched here are macroscopic statistical observations derived from many individual movements. Just as for interacting particle systems in physics, we think that the macroscopic observations can be explained if the rules or laws on the microscopic level, i.e. on individual human level, are known. Unfortunately, human behaviour is far more complicated than the already exceedingly complex interacting physical systems in nature, because the latter obey physical laws, while the governing laws - expressed in differential equations to allow computations - of human behaviour are yet unknown. Many complex networks (flock of birds, synchronization of fire-flies or heart muscles, interacting particle systems at atomic or molecule level, epidemics, etc.) possess reasonably simple local rules at the nodal or individual level, but the multitude of the interacting local rules gives rise to a surprisingly complex emerging behaviour, often characterized by phase transitions. Ab-initio calculation of a possible phase transition for the 'packing' of humans is therefore out of reach.

Nevertheless, we hypothesize on the observations of "log-linearity". The scale free power law behaviour, i.e. the linear relationship of population and area of municipalities as a function of rank-order in double logarithmic plots (figure 6.14), could be a manifestation that the system of human habitation is in a self-organised critical state, typically associated with phase transitions. The population in the Netherlands over the past 200 years has remained at or near a certain phase transition. The distribution function of the population over municipalities has similar long power-law tails (figure 6.10), although, of course, there is a cut-off at population sizes (which are too small to justify the existence of a municipality). One might speculate that a 'fully solid' phase for human habitation occurs when the entire population of the Netherlands lives in households occupying a minimum acceptable amount of space. Trying to squeeze more humans will cause repulsive forces. On the other hand, a 'fluid/gas phase' would be a fully dispersed population, in which inhabitants have a comfortable individual living space. However, the benefits

[^31]of being close to other people for social interaction as well as the mutual exchange of goods or services constitutes an attraction for humans, that pulls them towards the 'fully solid' phase. Therefore, the sketched hypothetical human packing process shares some qualitative properties with known dynamics in complex networks in which phase transitions occur, making it worthwhile to explore the possibility of phase transitions in the habitation of people.

## 7

# Networked Systems with Linear Dynamics 

Science is a way of thinking much more than it is a body of knowledge.

Carl Sagan

This chapter studies the dynamics of complex networks with a time-invariant underlying topology, composed of nodes with linear internal dynamics and linear dynamic interactions between them. While graph theory defines the underlying topology of a network, a linear time-invariant state-space model analytically describes the internal dynamics of each node in the network. By combining linear systems theory and graph theory, we provide an explicit analytical solution for the network dynamics in discrete-time, continuoustime and the Laplace domain. The proposed theoretical framework is scalable and allows hierarchical structuring of complex networks with linear processes while preserving the information about network, which makes the approach reversible and applicable to large scale networks.

[^32]
### 7.1. Introduction

Networks are everywhere. Real-world examples of networks are electric power networks, transportation networks, water networks, economic networks, the Internet, the World Wide Web, social networks and biological networks. Dorfler et al. [125, 126] applied network concepts on electrical networks. Van Mieghem et al. [23] examined resistive networks and provided best spreaders, based on a weighted Laplacian matrix, while Cetinay et al. [127] analysed the vulnerability of power networks under targeted attacks. Guimera et al. [128] found that the world-wide air transportation network is a smallworld network, while Dunne et al. [129] discovered that food-web networks are generally not small-world networks. Newman et al. [43] used the theory of random graphs with arbitrary degree distribution to model the behavior of a collaboration network of scientists. Topology of the Internet and the World Wide Web was discovered by Faloutsos et al. [130]. In the past two decades, the network topology has been deeply studied, for which we refer to the books by Newman [31]; Boccaletti et al. [131] and by Van Mieghem [51].

Each network is defined by its underlying topology and the dynamics that take place on the network. The interplay between the network topology and dynamics has been an active field of scientific research in the past two decades [45]. However, Newman [31] observed that the progress in analyzing the structural properties of the network has been faster than the one related to the dynamics taking place on the network. Barzel, Harush et al. [32-34] showed that, while many real networks tend to have similar (universal) structural properties, there exist classes of dynamical processes that exhibit fundamentally different flow patterns. The network dynamics depend on both the network topology and the type of dynamic interactions between the nodes.

During last two decades, dynamical processes on complex networks such as phase transitions [35], percolation [36], synchronization [37], diffusion [38], epidemic spreading [39-42], collective behavior [43] and traffic [44] have been intensively researched [45]. The dynamics of the real-world networks are non-linear and their underlying topology is time-varying [46]. However, complex networks with linear dynamics have been intensively researched recently [47, 48], which can be motivated in several ways. Firstly, nonlinear dynamics on the networks can be approximated [132] or bounded [39] by the linear dynamics, in most cases. Secondly, the notion of controlling complex networks has become an important research question [48, 133]. In system theory, non-linear system control is a difficult problem, which has been developed on previously well-established linear system control theory [134]. An analogous order of research development is noticeable in network control theory. Several names for the complex networks with linear dynamics have been used in literature, such as networks of agents (dynamical systems) [135], networked multi-input-multi-output (MIMO) systems [136] and complex networked dynamical systems [47]. Mentioned approaches define models of the network with linear processes from the system/control theory point of view.

Here, a general framework for a complex network with linear processes is proposed, where nodes perform heterogeneous, higher-order linear dynamics, with multidimensional input and output vectors. The framework is based upon two assumptions: (1) The internal dynamics of the nodes, as well their interactions, are linear and (2) The underlying topology of the network is time-invariant. The framework allows each dynamic interaction between the nodes to be defined locally and independently and re-
sults in the most general description of a network of linear processes available in the literature, to our best knowledge. We provide the analytic solution (both in discretetime, continuous-time and the Laplace domain) for the network dynamics as a whole, in terms of the internal dynamics of the nodes and the underlying graph that couples these linear processes. Thus, we preserve the network perspective. A major novelty is the hierarchical structuring of linear dynamics, in which the lowest level in the hierarchy describes individual linearly interacting processes. After a certain clustering, subnetting or grouping of linear processes (i.e. nodes on the lowest hierarchical level), these clusters can be aggregated on the next higher level of the hierarchy again as a linear process, though with a different linear dynamics. The key property of such nodal aggregation is that no information by condensation is lost! In other words, the aggregated node precisely shows the same linear dynamics as the lower level group of individual nodes. Thus, the linearity preserves information, but allows to shield the lower level interconnection details and enables very large networks to be condensed into a smaller network of interacting aggregated nodes that preserves exactly the linear dynamics! In fact, a network with linear processes of any size can be iteratively condensed into a set of hierarchical layers, in which each layer still presents a desired, aggregated network structure. An example is traffic flows (steered by a linear process) in a small neighbourhood, condensed into a city, while cities can be condensed to countries etc. Another example are different measurement techniques of a same phenomenon, where each technique has its own granularity. As long as those techniques are linear, finer-detail measurement can be aggregated with coarser ones by choosing the proper hierarchical layer that combines them. Although the spread of Corona has not a linear dynamics (but can be linearized [137]), mobile individual traces can be combined with aggregated flows measured by sensor, telecom base-stations, WIFI hotspot and so on.

The present work does not directly contribute to the control theory. However, the proposed model preserves the network perspective in developing the governing equations. The generality of the proposed model (i.e. the type of one-node dynamics and the interactions between nodes), the reversible scalability of the hierarchical structuring as well the network perspective based governing equations are novelties of this chapter. Another important application of the proposed model for networks with linear processes is identification. Suppose that input and output sequences can be measured at certain places in the network during a long enough time period. Linear system identification then allows to determine the exact governing equations (see [138]). Our general framework for linear networked processes hierarchically groups the subnetworks between measurement nodes and the aggregated linear dynamics of these subnetworks can be identified.

The chapter is structured as follows. Section 2 introduces basic terminology and notations, while the network dynamics and hierarchical structuring are analysed in Section 3. The concept of Extended graph is introduced in Section 4, while the analytical solution for the network dynamics in the discrete-time domain is provided in Section 5. Finally, we conclude in Section 6.

### 7.2. BASIC NOTATIONS

Complex networks have two general features: a graph and a service or function, specified by dynamic processes [139].

### 7.2.1. NETWORK TOPOLOGY

The underlying structure (topology) of the network is assumed to be time-invariant and is represented by a graph $G(\mathscr{N}, \mathscr{L})$. The graph $G$ is defined by a set $\mathscr{N}$ of $N=|\mathscr{N}|$ nodes, representing $N$ systems ${ }^{1}$, and by a set $\mathscr{L}$ of $L$ links, that interconnect the systems. The link existence of the graph $G$ is specified by the $N \times N$ adjacency matrix $W$, where $w_{i j}=1$ means that there exists a link between node $i$ and node $j$, otherwise $w_{i j}=0$. The graph $G$ is assumed to be directed, which implies that the adjacency matrix $W$ is not symmetric in general, i.e. $W \neq W^{T}$.

A node $i$ of the graph $G$ can also be connected to external nodes. We distinguish two types of external nodes: input and output nodes. The input nodes provide links to the nodes of the graph $G$ and have zero in-degree, while the output nodes receive links from the nodes of the graph $G$ and have zero out-degree. In contrast to external nodes, we call the nodes and the links of the graph G internal nodes and internal links, respectively.

There are $r$ input nodes, defined by the set $\mathscr{M}$. The input nodes connect to the internal nodes via input links, specified by the $r \times N$ matrix $\Phi$ :

$$
\Phi=\left[\begin{array}{cccc}
\phi_{11} & \phi_{12} & \ldots & \phi_{1 N}  \tag{7.1}\\
\phi_{21} & \phi_{22} & \ldots & \phi_{2 N} \\
\vdots & \vdots & \vdots & \vdots \\
\phi_{r 1} & \phi_{r 2} & \ldots & \phi_{r N}
\end{array}\right]
$$

where $\phi_{i j}=1$ defines the existence of an input link between the $i$-th input and $j$-th internal node, otherwise $\phi_{i j}=0$.

There are $q$ output nodes, defined by the set $\mathscr{P}$. We refer the links connecting the internal and output nodes output links. The existence of the output links is defined by the $N \times q$ matrix $\Psi$ :

$$
\Psi=\left[\begin{array}{cccc}
\psi_{11} & \psi_{12} & \ldots & \psi_{1 q}  \tag{7.2}\\
\psi_{21} & \psi_{22} & \ldots & \psi_{2 q} \\
\vdots & \vdots & \vdots & \vdots \\
\psi_{N 1} & \psi_{N 2} & \ldots & \psi_{N q}
\end{array}\right]
$$

where element $\psi_{i j}$ indicates whether the $i$-th internal node provides an output link to the $j$-th output node ( $\psi_{i j}=1$ ), or not ( $\psi_{i j}=0$ ).

Finally, each input node can be directly connected to an output node as well. We refer to such a link as external link and define their existence with the $r \times q$ matrix $Z$ :

$$
Z=\left[\begin{array}{cccc}
z_{11} & z_{12} & \ldots & z_{1 q}  \tag{7.3}\\
z_{21} & z_{22} & \ldots & z_{2 q} \\
\vdots & \vdots & \vdots & \vdots \\
z_{r 1} & z_{r 2} & \ldots & z_{r q}
\end{array}\right]
$$

[^33]

Figure 7.1: Different types of nodes and links, in case of a network of 10 nodes
where element $z_{i j}$ defines whether there is an external link between the input node $i$ and the output node $j\left(z_{i j}=1\right)$ or not ( $z_{i j}=0$ ).

The in-degree of the $i$-th output node is $\left(u^{T} \Psi\right)_{i}+\left(u^{T} Z\right)_{i}$, while the $j$-th input node has the out-degree $(\Phi u)_{j}+(Z u)_{j}$, where $u$ is the all-one vector. All types of nodes and links defined above are presented in Fig. 7.1 and labelled by a different colour, for a graph $G$ of 10 nodes, with additional 5 input and 4 output nodes.

### 7.2.2. PROCESSES ON THE NETWORK

Each node in the network is a linear time-invariant (LTI) system, whose dynamics are defined by a discrete-time linear state space (DLSS) model [140]. The dynamics within the $i$-th node/system obey the DLSS governing equations:

$$
\begin{cases}x_{i}[k+1] & =A_{i} \cdot x_{i}[k]+B_{i} \cdot u_{i}[k]  \tag{7.4}\\ y_{i}[k] & =C_{i} \cdot x_{i}[k]+D_{i} \cdot u_{i}[k]\end{cases}
$$

where the discrete time is modelled by $k$. The $n_{i} \times n_{i}$ state matrix $A_{i}$ defines how the $n_{i} \times 1$ state vector $x_{i}$ depends on its previous value, while the $n_{i} \times m_{i}$ input matrix $B_{i}$ determines the relation between the state vector $x_{i}$ and the previous value of the $m_{i} \times 1$ input vector $u_{i}$. The relation between the $p_{i} \times 1$ output vector $y_{i}$ and the state vector $x_{i}$ is defined by the $p_{i} \times n_{i}$ output matrix $C_{i}$. Finally, direct relation between the output vector $y_{i}$ and the input vector $u_{i}$ is defined by the $p_{i} \times m_{i}$ feedforward matrix $D_{i}$.

The interconnected DLSS dynamics are sketched in Fig. 7.2, in case of a network with three nodes. We define the $N \times 1$ vector $n$, containing the number of states for each node/system of the network:

$$
n=\left[\begin{array}{llllll}
n_{1} & n_{2} & \ldots & n_{i} & \ldots & n_{N} \tag{7.5}
\end{array}\right]^{T}
$$



Figure 7.2: DLSS dynamics of a simple network with $N=3$ nodes/systems

Similarly, we define the $N \times 1$ vector $m$ that contains the dimension of the input vector $u_{i}$ for each system $(i \in \mathscr{N})$ :

$$
m=\left[\begin{array}{llllll}
m_{1} & m_{2} & \ldots & m_{i} & \ldots & m_{N} \tag{7.6}
\end{array}\right]^{T}
$$

where $m_{i}$ represents the dimension of the input vector $u_{i}$ of the node/system $i$. Analogously, the $N \times 1$ vector $p$ defines the dimension of the output vector $y_{i}$ for each system in the network $(i \in \mathscr{N})$ :

$$
p=\left[\begin{array}{llllll}
p_{1} & p_{2} & \ldots & p_{i} & \ldots & p_{N} \tag{7.7}
\end{array}\right]^{T}
$$

where $p_{i}$ represents the dimension of the output vector $y_{i}$ of the $i$-th system.
The input vector $u_{i}$ of the $i$-th system of the network can be composed of the output vectors from other systems (due to interconnections) and of the external input vectors. In other words, only internal and input links can be connected to an internal node.

The $i$-th external input vector is denoted by $\eta_{i}$ and has dimension $\mu_{i} \times 1$. We define the $r \times 1$ vector $\mu$ that contains the dimension of each external input vector:

$$
\mu=\left[\begin{array}{llllll}
\mu_{1} & \mu_{2} & \ldots & \mu_{i} & \ldots & \mu_{r} \tag{7.8}
\end{array}\right]^{T}
$$

In addition, we define the $M \times 1$ vector $\eta$, by concatenating $r$ external input vectors:

$$
\eta=\left[\begin{array}{llllll}
\eta_{1} & \eta_{2} & \ldots & \eta_{i} & \ldots & \eta_{r} \tag{7.9}
\end{array}\right]^{T}
$$

where $M=\sum_{j=1}^{r} \mu_{j}$.

An external output vector can be composed of the output vectors of the systems from the network, as well as of the external input vectors. The $i$-th external output vector is denoted by $\xi_{i}$ and has dimension $\rho_{i} \times 1$. We define the $q \times 1$ vector $\rho$ containing the dimension of each external output vector $\xi_{i}(i \in \mathscr{P})$ :

$$
\rho=\left[\begin{array}{llllll}
\rho_{1} & \rho_{2} & \ldots & \rho_{i} & \ldots & \rho_{q} \tag{7.10}
\end{array}\right]^{T}
$$

In addition, we define the $P \times 1$ vector $\xi$, composed by concatenating $q$ external output vectors:

$$
\xi=\left[\begin{array}{llllll}
\xi_{1} & \xi_{2} & \ldots & \xi_{i} & \ldots & \xi_{q} \tag{7.11}
\end{array}\right]^{T}
$$

where $P=\sum_{j=1}^{q} \rho_{j}$. We introduce the $N \times 1$ vectors $l_{\phi}$ and $l_{w}$, as well as the $q \times 1$ vectors


Figure 7.3: Network topology, processes and time realization of a process
$l_{z}$ and $l_{\psi}$ as follows:

$$
\begin{array}{ll}
l_{\phi}=\Phi^{T} \cdot u_{r \times 1} & l_{w}=W^{T} \cdot u_{N \times 1}  \tag{7.12}\\
l_{z}=Z^{T} \cdot u_{r \times 1} & l_{\psi}=\Psi^{T} \cdot u_{N \times 1}
\end{array}
$$

where $\left(l_{w}\right)_{i}$ defines the number of internal links connected to the internal node $i$, while the number of input links that internal node $i$ receives is defined by $\left(l_{\psi}\right)_{i}$. Additionally, the output node $i$ receives $\left(l_{\psi}\right)_{i}$ links from the internal nodes, as well as $\left(l_{z}\right)_{i}$ external links. Total number of the internal, input, output and external links is defined as follows:

$$
\begin{align*}
L_{w} & =\left(l_{w}\right)^{T} \cdot u_{N \times 1} & L_{\phi} & =\left(l_{\phi}\right)^{T} \cdot u_{N \times 1}  \tag{7.13}\\
L_{\psi} & =\left(l_{\psi}\right)^{T} \cdot u_{q \times 1} & L_{z} & =\left(l_{z}\right)^{T} \cdot u_{q \times 1}
\end{align*}
$$

respectively.
A graph $G$ of 5 nodes, together with the one input and one output node is presented in Fig. 7.3(a). The processes within the first and second node of $G$ are sketched in Fig. 7.3(b). Finally, a realization of the output vector of the first node is presented in Fig. 7.3(c).

The dimension $m_{i}$ of the input vector $u_{i}$ of each node in $G(i \in \mathscr{N})$ must obey:

$$
\begin{equation*}
m=W^{T} \cdot p+\Phi^{T} \cdot \mu \tag{7.14}
\end{equation*}
$$

Analogously, the dimension $\rho_{i}$ of each external output vector $\xi_{i}(i \in \mathscr{P})$ must obey:

$$
\begin{equation*}
\rho=\Psi^{T} \cdot p+Z^{T} \cdot \mu \tag{7.15}
\end{equation*}
$$

Relations (7.14) and (7.15) can be written together in a matrix form: ${ }^{2}$

$$
\left[\begin{array}{c}
m_{N \times 1}  \tag{7.16}\\
\rho_{q \times 1}
\end{array}\right]=\left[\begin{array}{cc}
W_{N \times N}^{T} & \Phi_{N \times r}^{T} \\
\Psi_{q \times N}^{T} & Z_{q \times r}^{T}
\end{array}\right] \cdot\left[\begin{array}{c}
p_{N \times 1} \\
\mu_{r \times 1}
\end{array}\right]
$$

### 7.3. NETWORK DYNAMICS

A complex network is composed of $N$ nodes/systems, with internal DLSS dynamics defined by (7.4). We now would like to find the dynamics between the aggregated external output vector $\xi$ defined in (7.11) and the aggregated external input vector $\eta$ defined in (7.9), by following DLSS governing equations:


Figure 7.4: Underlying topology vs linear processes on the complex network

[^34]\[

$$
\begin{cases}x_{e}[k+1] & =A_{e} \cdot x_{e}[k]+B_{e} \cdot \eta[k]  \tag{7.17}\\ \xi[k] & =C_{e} \cdot x_{e}[k]+D_{e} \cdot \eta[k]\end{cases}
$$
\]

where the $\sum_{j=1}^{N} n_{j} \times 1$ vector $x_{e}$ contains states of each system in the network:

$$
x_{e}[k]=\left[\begin{array}{c}
x_{1}[k]  \tag{7.18}\\
x_{2}[k] \\
\vdots \\
x_{N}[k]
\end{array}\right]
$$

The matrices $A_{e}, B_{e}, C_{e}$ and $D_{e}$ will be determined in terms of network topology and the dynamics of individual nodes/systems.

### 7.3.1. Hierarchical Structuring of Complex Networks



Figure 7.5: Hierarchical Structuring of Complex Networks with Linear Processes

The underlying topology of the network, together with the input and output links is sketched in the left lower part of Fig 7.4, while the processes within each node/system of the network are presented in the right lower part. By determining the DLSS process in (7.17), we determine the network dynamics. Thus, we can abstract the network dynamics with a DLSS process, as provided in the right upper part of Fig 7.4. This abstraction is analogous to abstracting the network topology by a node, as shown in the left upper part of Fig 7.4.

An example of hierarchical structuring is provided in Fig 7.5. We use three layers of abstraction, namely Layer $L_{0}$, Layer $L_{1}$ and Layer $L_{2}$. A network $G_{1}$ of $N$ interconnected
nodes with internal dynamics is presented in the Layer $L_{1}$. The dynamics of the network $G_{1}$ are abstracted by the dynamics within the node 2 of the network $G_{2}$, in a higher abstraction layer $L_{2}$. There are two additional nodes in $G_{2}$ and they abstract the dynamics of another two networks from the Layer $L_{1}$. An external impact on the network dynamics from the layer $L_{1}$ represents an interconnection between the nodes/abstracted networks in $G_{2}$.

In the same time, the internal dynamics of a node from $G_{1}$ abstract the dynamics of a network from a lower abstraction layer $L_{0}$, as presented in Fig 7.5. An external impact on the dynamics of a network in abstraction layer $L_{0}$ represents an interconnection in abstraction layer $L_{1}$ and a mode of the dynamics within a node from abstraction layer $L_{2}$.

Thus, the proposed theoretical framework allows the hierarchical structuring of complex networks with linear processes. By using the same type of governing equations (DLSS governing equations) to describe both the internal dynamics within a node/system from the network and the network dynamics, we enable hierarchical structuring of complex networks.

### 7.4. EXTENDED GRAPH



Figure 7.6: Concept of the extended graph $G_{e}$

The underlying topology of the network is defined by a graph $G$. Beside nodes of the graph $G$, input and output nodes are also defined, as source of input and external links and as destination of output and external links, respectively. Therefore, we introduce the extended graph $G_{e}\left(\mathscr{N}_{e}, \mathscr{L}_{e}\right)$, that is composed of $N_{e}=\left|\mathscr{N}_{e}\right|$ nodes:

$$
\begin{equation*}
N_{e}=r+N+q \quad \mathscr{N}_{e}=\mathscr{M} \cup \mathscr{N} \cup \mathscr{P} \tag{7.19}
\end{equation*}
$$

and of $L_{e}$ links:

$$
\begin{equation*}
L_{e}=L_{\phi}+L_{w}+L_{\psi}+L_{z} \tag{7.20}
\end{equation*}
$$

The relation between the graph $G$ and the extended graph $G_{e}$ is presented in Fig. 7.6. The input nodes of the extended graph $G_{e}$ are labelled first, before the internal nodes, while the output nodes are labelled as the last $q$ nodes of $G_{e}$. Extended graph $G_{e}$ from Fig. 7.6 with labelled nodes is presented in Fig. 7.7.


Figure 7.7: Labelled nodes of the extended graph $G_{e}$ from Fig. 7.6

The adjacency matrix $W_{e}$ of the extended graph $G_{e}$ has a block structure:

$$
W_{e}=\left[\begin{array}{ccc}
O_{r \times r} & \Phi_{r \times N} & Z_{r \times q}  \tag{7.21}\\
O_{N \times r} & W_{N \times N} & \Psi_{N \times q} \\
O_{q \times r} & O_{q \times N} & O_{q \times q}
\end{array}\right]
$$

Since the input nodes have zero in-degree, the first block column of $W_{e}$ is composed of zero block matrices. Similarly, since the output nodes have zero out-degree, the third block row contains zero block matrices as well.

The links whose destination is the first internal node of $G_{e}$ are labelled first, in ascending order, relative to the source node. Next, the links connected to the second internal node are labelled. After labelling all the incoming links to the internal nodes, links whose destination is the first output node are labelled, in ascending order, relative to the source node. Then the incoming links of the second output node are labelled, in ascending order relative to the source node. The incoming links of the $q$-th output node are labelled last. The links of the extended graph $G_{e}$ from Fig. 7.6 have been labelled by our convention and presented in Fig. 7.8.

We introduce the $N_{e} \times L_{e}$ incidence matrix $\Lambda$ of extended graph $G_{e}$ in block form:

$$
\Lambda=\left[\begin{array}{cc}
\left(\Lambda_{11}\right)_{r \times\left(L_{w}+L_{\phi}\right)} & \left(\Lambda_{12}\right)_{r \times\left(L_{\psi}+L_{z}\right)}  \tag{7.22}\\
\left(\Lambda_{21}\right)_{N \times\left(L_{w}+L_{\phi}\right)} & \left(\Lambda_{22}\right)_{N \times\left(L_{\psi}+L_{z}\right)} \\
\left(\Lambda_{31}\right)_{q \times\left(L_{w}+L_{\phi}\right)} & \left(\Lambda_{32}\right)_{q \times\left(L_{\psi}+L_{z}\right)}
\end{array}\right]
$$

The first block column of $\Lambda$ refers to the links whose destination is an internal node. There are $L_{w}+L_{\phi}$ such links. The second block column of $\Lambda$ refers to the links whose


Figure 7.8: Labelled links of the extended graph $G_{e}$ from Fig. 7.6
destination is an output node. There are $L_{\psi}+L_{z}$ such links. The first block row of $\Lambda$ refers to the $r$ input nodes. Further, the second block row is related to the $N$ internal nodes, while the third block row regards the $q$ output nodes.

We define the $L_{e} \times N_{e}$ matrix $\Gamma$ as follows:

$$
\begin{equation*}
\Gamma=\frac{\Lambda^{T}+\left|\Lambda^{T}\right|}{2} \tag{7.23}
\end{equation*}
$$

where $\left|\Lambda^{T}\right|$ denotes the absolute value of each element of $\Lambda^{T}$. Matrix $\Gamma$ has a block structure:

$$
\Gamma=\left[\begin{array}{lll}
\left(\Gamma_{\phi}\right)_{\left(L_{w}+L_{\phi}\right) \times r} & \left(\Gamma_{w}\right)_{\left(L_{w}+L_{\psi}\right) \times N} & O_{\left(L_{w}+L_{\phi}\right) \times q}  \tag{7.24}\\
\left(\Gamma_{z}\right)_{\left(L_{\psi}+L_{z}\right) \times r} & \left(\Gamma_{\psi}\right)_{\left(L_{\psi}+L_{z}\right) \times N} & O_{\left(L_{\psi}+L_{z}\right) \times q}
\end{array}\right]
$$

where each block element of $\Gamma$ is of same dimensions as the according block element of transposed incidence matrix $\Lambda^{T}$ of $G_{e}$. The negative entries of $\Lambda^{T}$ define the destination node for each link of $G_{e}$ and are not contained in $\Gamma$. Therefore, the third block column of $\Gamma$ that is related to output nodes, contains zero block matrices. We observe that matrix $\Gamma$ is a zero-one matrix. Each row of $\Gamma$ regards certain link in $G_{e}$ and contains exact one non-zero component, that refers to the source node of that link.

We further introduce the $\left(L_{w}+L_{\phi}\right) \times 1$ vectors $s_{\phi}$ and $s_{w}$, as well as the $\left(L_{\psi}+L_{z}\right) \times 1$ vectors $s_{z}$ and $s_{\psi}$ as follows:

$$
\left[\begin{array}{cc}
\left(s_{\phi}\right)_{\left(L_{w}+L_{\psi}\right) \times 1} & \left(s_{w}\right)_{\left(L_{w}+L_{\phi}\right) \times 1}  \tag{7.25}\\
\left(s_{z}\right)_{\left(L_{\psi}+L_{z}\right) \times 1} & \left(s_{\psi}\right)_{\left(L_{\psi}+L_{z}\right) \times 1}
\end{array}\right]=\Gamma \cdot\left[\begin{array}{cc}
\mu_{r \times 1} & O_{r \times 1} \\
O_{N \times 1} & p_{N \times 1} \\
O_{q \times 1} & O_{q \times 1}
\end{array}\right]
$$

where $\left(s_{w}\right)_{i}$ defines the dimension of the $i$-th internal link, $\left(s_{\phi}\right)_{i}$ defines the dimension of the $i$-th input link, while $\left(s_{\psi}\right)_{i}$ and $\left(s_{z}\right)_{i}$ define the dimensions of the $i$-th output and $i$ th external link, respectively. The total number of links that are connected to the internal
nodes is $L_{\phi}+L_{w}$, while $L_{\psi}+L_{z}$ is the total number of links that have the output nodes as destination. Total dimensions $S_{w}, S_{\phi}, S_{\psi}$ and $S_{z}$ of all internal, input, output and external links, respectively, are defined as follows:

$$
\begin{array}{cc}
S_{w}=s_{w}^{T} \cdot u_{\left(L_{w}+L_{\phi}\right) \times 1} & S_{\phi}=s_{\phi}^{T} \cdot u_{\left(L_{w}+L_{\phi}\right) \times 1}  \tag{7.26}\\
S_{\psi}=s_{\psi}^{T} \cdot u_{\left(L_{\psi}+L_{z}\right) \times 1} & S_{z}=s_{z}^{T} \cdot u_{\left(L_{\psi}+L_{z}\right) \times 1}
\end{array}
$$

Since the input and internal links are connected to internal nodes, while the output and external links have output nodes as a destination, next identities hold:

$$
\begin{equation*}
S_{w}+S_{\phi}=\sum_{i=1}^{N} m_{i} \quad S_{\psi}+S_{z}=\sum_{i=1}^{q} \rho_{i} \tag{7.27}
\end{equation*}
$$

Additionally, we define the diagonal block matrices containing DLSS matrices of each system of the network, namely $\left(A_{d}\right)_{\sum_{i=1}^{N} n_{i} \times \sum_{i=1}^{N} n_{i}},\left(B_{d}\right)_{\sum_{i=1}^{N} n_{i} \times \sum_{i=1}^{N} m_{i}},\left(C_{d}\right)_{\sum_{i=1}^{N} p_{i} \times \sum_{i=1}^{N} n_{i}}$ and $\left(D_{d}\right)_{\sum_{i=1}^{N} p_{i} \times \sum_{i=1}^{N} m_{i}}$ :

$$
\left\{\begin{array}{ll}
A_{d} & =\operatorname{diagonal}  \tag{7.28}\\
B_{d} & =\operatorname{diagonal} \\
C_{d} & =\operatorname{diagonal} \\
D_{d} & =\operatorname{diagonal}
\end{array}\left[\begin{array}{llll}
A_{1} & A_{2} & \ldots & A_{N} \\
B_{1} & B_{2} & \ldots & B_{N} \\
C_{1} & C_{2} & \ldots & C_{N}
\end{array}\right]\right.
$$

Matrices $A_{d}, B_{d}, C_{d}$ and $D_{d}$ enable us to define the dynamics of each system of the network in a compact block diagonal form:

$$
\begin{cases}x_{e}[k+1] & =A_{d} \cdot x_{e}[k]+B_{d} \cdot u_{d}[k] \\ y_{d}[k] & =C_{d} \cdot x_{e}[k]+D_{d} \cdot u_{d}[k]\end{cases}
$$

where the $\sum_{i=1}^{N} m_{i} \times 1$ aggregated input vector $u_{d}$ and the $\sum_{i=1}^{N} p_{i} \times 1$ aggregated output vector $y_{d}$ are defined as follows:

$$
u_{d}=\left[\begin{array}{c}
u_{1}  \tag{7.30}\\
u_{2} \\
\vdots \\
u_{N}
\end{array}\right] \quad y_{d}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{N}
\end{array}\right]
$$

Definition 20 The aggregated input vector $u_{d}$, aggregated output vector $y_{d}$, aggregated external input vector $\eta$ and the aggregated external output vector $\xi$ are related as follows:

$$
\left\{\begin{array}{l}
u_{d}[k]=F_{w} \cdot y_{d}[k]+F_{\phi} \cdot \eta[k]  \tag{7.31}\\
\xi[k]=F_{\psi} \cdot y_{d}[k]+F_{z} \cdot \eta[k]
\end{array}\right.
$$

where the $\left(S_{w}+S_{\phi}\right) \times \sum_{i=1}^{N} p_{i}$ matrix $F_{w}$, the $\left(S_{w}+S_{\phi}\right) \times M$ matrix $F_{\phi}$, the $\left(S_{\psi}+S_{z}\right) \times \sum_{i=1}^{N} p_{i}$ matrix $F_{\psi}$ and the $\left(S_{\psi}+S_{z}\right) \times M$ matrix $F_{z}$, are composed of $\left(L_{w}+L_{\phi}\right) \times N,\left(L_{w}+L_{\phi}\right) \times r$,
$\left(L_{\psi}+L_{z}\right) \times N$ and $\left(L_{\psi}+L_{z}\right) \times r$ block elements, respectively, that are defined as follows:

$$
\begin{align*}
& \left(F_{w}\right)_{i j}=\left\{\begin{array}{ll}
I_{\left(s_{w}+s_{\phi}\right)_{i}} & \text { if }\left(\Gamma_{w}\right)_{i j}=1 \\
O_{\left(s_{w}+s_{\phi}\right)_{i} \times p_{j}} & \text { otherwise }
\end{array}\left(F_{\phi}\right)_{i j}= \begin{cases}I_{\left(s_{w}+s_{\phi}\right)_{i}} & \text { if }\left(\Gamma_{\phi}\right)_{i j}=1 \\
O_{\left(s_{w}+s_{\phi}\right)_{i} \times \mu_{j}} & \text { otherwise }\end{cases} \right. \\
& \left(F_{\psi}\right)_{i j}=\left\{\begin{array}{ll}
I_{\left(s_{\psi}+s_{z}\right)_{i}} & \text { if }\left(\Gamma_{\psi}\right)_{i j}=1 \\
O_{\left(s_{\psi}+s_{z}\right)_{i} \times p_{j}} & \text { otherwise }
\end{array}\left(F_{z}\right)_{i j}= \begin{cases}I_{\left(s_{\psi}+s_{z}\right)_{i}} & \text { if }\left(\Gamma_{z}\right)_{i j}=1 \\
O_{\left(s_{\psi}+s_{z}\right)_{i} \times \mu_{j}} & \text { otherwise }\end{cases} \right. \tag{7.32}
\end{align*}
$$

The definition is elaborated in Appendix F.2. Matrices $F_{w}, F_{\phi}, F_{\psi}$ and $F_{z}$ are defined similarly as the Kronecker products. However, each block element of these matrices is of different dimensions, which is not the case in the Kronecker product. Dimensions of the block elements vary because each vector in the network is in general of a different dimension, which is thoroughly explained in [49]. Furthermore, in Appendix F.4, we analyse homogeneous networks with identical dynamic interactions, which is a special case of the network, that allows applying the Kronecker product. Therefore, governing equations for the time dynamics of the entire network are based on the Kronecker product.

### 7.5. MAIN RESULTS

Theorem 21 The matrices $A_{e}, B_{e}, C_{e}$ and $D_{e}$ from the DLSS governing equations in (7.17):

$$
\begin{cases}x_{e}[k+1] & =A_{e} \cdot x_{e}[k]+B_{e} \cdot \eta[k] \\ \xi[k] & =C_{e} \cdot x_{e}[k]+D_{e} \cdot \eta[k]\end{cases}
$$

provided the matrix $\left(I-D_{d} \cdot F_{w}\right)$ is non-singular or $\left(D_{d} \cdot F_{w}\right)$ has not an eigenvalue 1, are explicitly determined as follows:

$$
\left\{\begin{array}{l}
A_{e}=\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}+A_{d}  \tag{7.33}\\
B_{e}=\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+B_{d} \cdot F_{\phi} \\
C_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \\
D_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z}
\end{array}\right.
$$

Proof. Appendix F. 3
Corollary 6 When there is no direct interaction between the input vector $u_{i}$ and the output vector $y_{i}$ of each system in the network (i.e. $D_{i}=O_{p_{i} \times m_{i}}, i \in \mathscr{N}$ ), the matrices $A_{e}, B_{e}$, $C_{e}$ and $D_{e}$ are explicitly determined as follows:

$$
\left\{\begin{array}{l}
A_{e}=B_{d} \cdot F_{w} \cdot C_{d}+A_{d}  \tag{7.34}\\
B_{e}=B_{d} \cdot F_{\phi} \\
C_{e}=F_{\psi} \cdot C_{d} \\
D_{e}=F_{z}
\end{array}\right.
$$

When the feedforward matrix $D_{i}$ of each node/system of $G$ is a non zero matrix (i.e. $D_{i} \neq O_{p_{i} \times m_{i}}, i \in \mathscr{N}$ ), the state vector $x_{i}$ impacts the state vector $x_{j}$ (i.e. $\left.\left(A_{e}\right)_{j i} \neq O_{n_{j} \times n_{i}}\right)$ if and only if there is a path from the node $i$ to the node $j$ in $G$ (i.e. iff $\left.\left(\sum_{k=1}^{N} W^{k}\right)_{i j}>0\right)$.

On the other side, when there is no direct relation between the input vector $u_{i}$ and the output vector $y_{i}$ for each node/system of the network (i.e. $D_{i}=O_{p_{i} \times m_{i}}, i \in \mathscr{N}$ ), the state vector $x_{i}$ influences the state vector $x_{j}$ (i.e. $\left.\left(A_{e}\right)_{j i} \neq O_{n_{j} \times n_{i}}\right)$ if and only if the node/system $i$ and node/system $j$ are direct neighbours (i.e. $w_{i j}=1$ ). Thus, the relation (7.34) is significantly simpler than the solution of the general case (7.33). The further explanation of the matrices $A_{e}, B_{e}, C_{e}$ and $D_{e}$ in terms of paths in $G_{e}$ is provided in [49].

The analysis of the continuous-time process on complex networks is provided in Appendix F.5. The solution for the network dynamics is provided both in the time domain and in the complex Laplace domain.

### 7.5.1. A NUMERICAL EXAMPLE



Figure 7.9: Network topology and the block diagram of the network dynamics, where $N=5, r=2, q=2$

We provide a numerical example of a network model with linear processes, on which we apply the results of the chapter. Therefore, we provide a network of $N=5$ nodes/systems, with $r=2$ input nodes and $q=2$ output nodes. Further, the $N \times N$ adjacency matrix $W$, the $r \times N$ matrix $\Phi$, the $N \times q$ matrix $\Psi$ and the $r \times q$ matrix $Z$ are defined as follows:

$$
\begin{array}{ll}
W=\left[\begin{array}{lllll}
0 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right] & \Psi=\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]  \tag{7.35}\\
\Phi=\left[\begin{array}{lllll}
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{array}\right] & Z=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right]
\end{array}
$$

Further, the $N \times 1$ vector $p$ containing output dimensions of each system, the $N \times 1$ vector
$n$ with number of states for each system and the $r \times 1$ vector $\mu$ that contains the dimension of external inputs are defined as follows:

$$
p=\left[\begin{array}{lllll}
1 & 1 & 1 & 1 & 1
\end{array}\right] \quad n=\left[\begin{array}{lllll}
2 & 2 & 2 & 2 & 2
\end{array}\right] \quad \mu=\left[\begin{array}{ll}
1 & 1 \tag{7.36}
\end{array}\right]
$$

while the $N \times 1$ vector $m$ with dimensions of inputs per each node/system and the $q \times 1$ vector $\rho$ containing dimensions of external outputs are computed using (7.16):

$$
m=\left[\begin{array}{lllll}
2 & 2 & 2 & 3 & 2
\end{array}\right] \quad \rho=\left[\begin{array}{ll}
2 & 1 \tag{7.37}
\end{array}\right]
$$

Parameters of the DLSS model of each node of the graph are defined below:

$$
\begin{align*}
& A_{1}=\left[\begin{array}{cc}
0.1227 & -0.0733 \\
0.0733 & 0.1227
\end{array}\right] \quad B_{1} \quad=\left[\begin{array}{ll}
0.0232 & 0.1070 \\
0.1019 & 0.1026
\end{array}\right] \\
& C_{1}=\left[\begin{array}{ll}
0.6547 & 0.1913
\end{array}\right] \quad D_{1} \quad=\left[\begin{array}{ll}
0 & 0.5000
\end{array}\right] \\
& A_{2}=\left[\begin{array}{cc}
0.3796 & -0.3920 \\
0.3920 & 0.3796
\end{array}\right] \quad B_{2} \quad=\left[\begin{array}{ll}
0.2371 & 0.1215 \\
0.4789 & 0.3491
\end{array}\right] \\
& C_{2}=\left[\begin{array}{ll}
0.0089 & 0.1603
\end{array}\right] \quad D_{2} \quad=\left[\begin{array}{ll}
0.5000 & 0
\end{array}\right] \\
& \begin{array}{l}
A_{3}=\left[\begin{array}{ll}
-0.3438 & -0.2597 \\
-0.2597 & -0.7647
\end{array}\right]
\end{array} \begin{array}{lll}
B_{3} & =\left[\begin{array}{ll}
0.0597 & 0.3568 \\
0.4729 & 0.7413
\end{array}\right] \\
C_{3}=\left[\begin{array}{ll}
0.0664 & 0.2628
\end{array}\right] & D_{3} & =\left[\begin{array}{ll}
0.5000 & 0.3394
\end{array}\right]
\end{array}  \tag{7.38}\\
& A_{4}=\left[\begin{array}{ll}
-0.3773 & -0.0779 \\
-0.0779 & -0.9613
\end{array}\right] \quad B_{4} \quad=\left[\begin{array}{lll}
0.7038 & 0.6134 & 0.4158 \\
0.2989 & 0.1345 & 0.5020
\end{array}\right] \\
& C_{4}=\left[\begin{array}{ll}
0.4997 & 0.2145
\end{array}\right] \quad D_{4} \quad=\left[\begin{array}{lll}
0 & 0.5000 & 0
\end{array}\right] \\
& A_{5}=\left[\begin{array}{cc}
0.5796 & -0.0619 \\
-0.0619 & 0.7033
\end{array}\right] \quad B_{5} \quad=\left[\begin{array}{ll}
0.1072 & 0.6859 \\
0.4328 & 0.1584
\end{array}\right] \\
& C_{5}=\left[\begin{array}{ll}
0.1089 & 0.0430
\end{array}\right] \quad D_{5} \quad=\left[\begin{array}{ll}
0.5000 & 0
\end{array}\right]
\end{align*}
$$

Network topology, with input and output nodes, is presented in the lower-left part of Fig. 7.9, while the network dynamics in from of the interconnected block diagrams are presented in the upper-left part of the Figure. By applying Theorem 21 we provide the dynamics of the entire network in the form of a DLSS system, as presented in the upperright part of the Figure. Finally, the Theorem 21 allows representing entire network topology as a node, on a higher hierarchy level.


### 7.6. CONCLUSION

In this chapter, we propose a general theoretical framework for modeling complex networks with time-invariant topology, composed of nodes with linear internal dynamics and with linear interactions between them.

Nodes perform heterogeneous higher-order internal dynamics, with multidimensional input and output vectors. The proposed framework allows to independently define each dynamic interaction between the nodes. Proper notations have been introduced for network topology and the internal dynamics of nodes. The external processes that influence the network dynamics are included in the proposed framework. The analytic solution for the network dynamics is provided in the discrete-time domain, continuous-time domain and the Laplace domain.

The assumption about linear processes on networks allows scalability of the proposed model to large-scale networks and preserves network information. Finally, the reversible hierarchical structuring of complex networks with linear processes is introduced.

## 8

## Conclusion

This thesis aims to enhance understanding of the impact of connections between node pairs on network properties and their functioning through the analysis of various topological and spectral properties of networks, as well as linear processes taking place on networks. The new knowledge presented in this thesis highlights the generality and significance of the network concept, as well as how complex interactions at a network level arise from simple node pair connections. Our findings indicate that linear processes on networks, which are proportional to the underlying graph, can be successfully used to deduce the topological properties of networks.

### 8.1. Main contributions

Our findings in Chapter 2 demonstrate that every undirected graph, with the exception of the empty graph, can be retrieved from the orthogonal eigenvectors of its corresponding adjacency matrix, though not necessarily in a unique manner. This non-uniqueness arises from the presence of co-eigenvector graphs that we have identified. These graphs possess the same set of eigenvectors, yet they have different eigenvalues. Moreover, our findings reveal that regular graphs are instances of co-eigenvector graphs, and the first non-regular pair of co-eigenvector graphs arises for $N=6$.

As previously established, the adjacency matrix raised to a certain power contains the number of walks between node pairs of that length. Encouraged by this straightforward solution, we endeavoured to find an equivalent solution for the number of paths between node pairs, where a path entails a walk with no repeated nodes. In Chapter 3, our research provides three matrix-based analytical solutions for the number of paths of a certain length between node pairs. These solutions utilise different types of walks and offer varying degrees of computational efficiency depending on the sparsity of the graph. However, unlike the number of walks, a simple analogue to the solution for the number of paths does not appear to exist.

Effective resistance measures the dissipation of energy transmitted between two nodes over the network. Originating from electrical system theory, this graph metric
provides a comprehensive view of the network from the perspective of the two nodes. In Chapter 4, we utilise the information conveyed by effective resistance to propose an iterative algorithm that solves the inverse all shortest path problem while adhering to a fixed link budget. Our approach commences with the complete graph and iteratively eliminates links until the upper bound on the shortest paths is exceeded. Our algorithm demonstrates superior performance when the given shortest path weight bounds are calculated for a sparse graph. Furthermore, we propose iterative algorithms for deterministic graph sparsification with the goal of minimising or maximising the effective graph resistance or minimising deviations in the eigenvalues of the corresponding Laplacian $Q$.

The second part of this thesis examines linear processes on complex networks at different aggregation levels. In Chapter 5, we demonstrate that a simple node embedding on a one-dimensional line can accurately identify clusters, surpassing the performance of the most effective modularity-based and spectral clustering algorithms in the literature, such as Louvain, Leiden, and Newman, while having comparable computational complexity. Our proposed node embedding is generated through a linear process of attraction and repulsion between adjacent nodes, based on the similarity of their neighbourhoods. Nodes converge to the eigenvector corresponding to the second-largest eigenvalue of the governing matrix of our linear clustering process before reaching a trivial steady state. We estimate the number of clusters and the cluster membership of each node by optimising modularity using double recursion based on this eigenvector.

Chapter 6 considers the time dynamics of a country as a network of interconnected municipalities. Using data sets containing population and area size information for Dutch municipalities from the period spanning 1830-2019, we observe that the logarithm of both area and population adheres to a normal and logistic distribution throughout the entire period studied. Furthermore, in the tails, the population distribution conforms to the power law, a phenomenon previously noted in the literature for the largest cities of a country. The changes in area distribution are mainly attributed to the merging process, whereby neighbouring municipalities are merged. Meanwhile, population distribution over time is also influenced by the processes of population increase and migration across the country. We investigate each of these processes using empirical measurements and propose the Dutch Municipality Network model, which involves three iterative steps: modelling population increase, population migration, and merging. Remarkably, the proposed model achieves high accuracy in predicting municipality mergers on a province level over a span of two centuries.

Chapter 7 examines the scenario where each node in a network exhibits internal linear dynamics, which is characterised by a state space model of a particular order, and the dynamic interactions between nodes are linear. In this context, we propose an analytic solution for the governing equation at the network level by merging the linear systems associated with individual nodes according to the underlying topology. We demonstrate that merging interconnected linear systems into a set of master governing equations is feasible without losing any information regarding the individual dynamic processes of each node. Thus, the hierarchical structuring of a network is achievable if each node exhibits linear dynamics.

### 8.2. Directions for future work

In Chapter 2, we uncover the existence of co-eigenvector graphs, which are graphs that possess the same set of eigenvectors while having different eigenvalues. Using the algorithm outlined in Figure 2.6, we discover the first pairs of co-eigenvector graphs for $N=6$ among non-regular graphs. However, it remains unclear why co-eigenvector graphs do not appear for $N<5$ and how the number of pairs of co-eigenvector graphs scales with the increasing size of the network, $N$.

The linear clustering process on networks, proposed in Chapter 5, involves clustering based on the eigenvector $y_{2}$, which corresponds to the second largest eigenvalue of the $N \times N$ matrix $W-\operatorname{diag}(W \cdot u)$, as motivated by (5.14). To enhance the clustering performance of our linear clustering process, we adopt an iterative approach that involves computing the $N \times 1$ eigenvector $y_{2}$, estimating the partition by optimising the modularity $m$ (Section 5.4.2), classifying the links, and scaling down the weights of intercommunity links (Section 5.5). The efficacy of our linear clustering process heavily relies on the scaling step, making an improved scaling approach a promising avenue for further research.

In Chapter 7, we present the solution for the dynamics of the entire network under the assumption that each node exhibits internal linear dynamics and the interactions between nodes are also linear. This result motivates the opposite approach: identifying the dynamics of each node separately from the given input-output measurements. Given a known underlying topology and estimated dynamics for each node, we employ Theorem 21 to obtain the estimated dynamics of the entire network. One possible realworld scenario where Theorem 21 can be applied is highway road networks. In such networks, each road segment can be abstracted as a node, and speed and the number of vehicles per unit of time can be used as corresponding measurements.
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## APPENDICES

## A

## Hadamard product in graph

THEORY

Spectral decomposition of the adjacency matrix $A$ of an undirected graph $G$ with $N$ nodes, defined in (2.1), consists of $N$ eigenvalues $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{N}$, contained in the $N \times 1$ vector $\lambda$ and $\Lambda=\operatorname{diag}(\lambda)$. The $N \times N$ eigenvector matrix $X$ comprises $N$ orthogonal eigenvectors $x_{1}, x_{2}, \cdots, x_{N}$ in the columns. The double orthogonality of the eigenvectors, derived in (2.3) and (2.4), implies that $X^{T} X=X X^{T}=I$, allowing to rewrite (2.1) as follows

$$
\begin{equation*}
A=\sum_{i=1}^{N} \lambda_{i} \cdot x_{i} \cdot x_{i}^{T} . \tag{A.1}
\end{equation*}
$$

The orthogonality of the eigenvectors of $A$ can be rewritten as $I=X \cdot I \cdot X^{T}$, leading to an alternative representation of the identity matrix $I$ using eigenvectors of the adjacency matrix $A$

$$
\begin{equation*}
I=\sum_{i=1}^{N} x_{i} \cdot x_{i}^{T} \tag{A.2}
\end{equation*}
$$

Furthermore, any set of $N$ orthogonal eigenvectors with unity eigenvalues define the identity matrix $I$. Because the $N \times N$ identity matrix $I$ is composed of ones on the main diagonal and zeros elsewhere, it holds that $I=I \circ I$, leading to an alternative representation:

$$
I=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} .
$$

The $N \times 1$ all-one vector $u=I \cdot u$, after importing the above relation, translates into

$$
u=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} \cdot u
$$

The inner product $\left(x_{i} \circ x_{j}\right)^{T} \cdot u=x_{j}^{T} \cdot x_{i}$ equals 0 if $i \neq j$, otherwise 1 , transforming the relation above further

$$
\begin{equation*}
u=\sum_{i=1}^{N}\left(x_{i} \circ x_{i}\right) \tag{A.3}
\end{equation*}
$$

The equation (A.3) can be formulated as $\Xi \cdot u=u$, which is already derived in Appendix (B.1), because the $N \times 1$ all-one vector $u$ is an eigenvector of the $N \times N$ Hadamard product $\Xi=X \circ X$, corresponding to eigenvalue 1 . Finally, the $N \times N$ all-one matrix $J=u \cdot u^{T}$ can be obtained from (A.3)

$$
\begin{equation*}
J=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(x_{i} \circ x_{i}\right) \cdot\left(x_{j} \circ x_{j}\right)^{T} . \tag{A.4}
\end{equation*}
$$

## A.1. GRaph WALKS AND PATHS

The adjacency matrix $A$ of an undirected, unweighted graph is composed of either zeros or ones, from where it follows that $A=A \circ A$, which after importing (A.1) transforms into

$$
\begin{equation*}
A=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i} \cdot \lambda_{j} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} . \tag{A.5}
\end{equation*}
$$

The $k$-th power of the adjacency matrix $A$,

$$
\begin{equation*}
A^{k}=X \cdot \Lambda^{k} \cdot X^{T}=\sum_{i=1}^{N} \lambda_{i}^{k} \cdot x_{i} \cdot x_{i}^{T} . \tag{A.6}
\end{equation*}
$$

comprises the number of length $k$ walks between node pairs, as proved in Theorem 6, where $\left(A^{k}\right)_{i j}$ denotes the number of length $k$ walks between node $i$ and node $j$. Diagonal elements $\left(A^{k}\right)_{i i}$ define the number of closed walks of length $k$ (see Definition 9) and compose the $N \times 1$ vector

$$
\operatorname{diag}\left(A^{k}\right)=\left(I \circ A^{k}\right) \cdot u
$$

After importing (A.2) and (A.1) into the relation above, we obtain

$$
\begin{equation*}
\operatorname{diag}\left(A^{k}\right)=\sum_{i=1}^{N} \lambda_{i}^{k} \cdot\left(x_{i} \circ x_{i}\right) . \tag{A.7}
\end{equation*}
$$

Using the Hadamard product $\Xi=X \circ X$, defined in (2.5), we provide an alternative representation of (A.7)

$$
\begin{equation*}
\operatorname{diag}\left(A^{k}\right)=\Xi \cdot \lambda^{k} \tag{A.8}
\end{equation*}
$$

On the other side, the Hadamard product $A^{k} \circ A^{m}$ of the $k$-th power $A^{k}$ and the $m$-th power $A^{m}$ of the adjacency matrix $A$,

$$
A^{k} \circ A^{m}=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}^{k} \cdot \lambda_{j}^{m} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T},
$$

after right multiplying with the all-one vector $u$ and using the orthogonality of eigenvectors, transforms into

$$
\begin{equation*}
\left(A^{k} \circ A^{m}\right) \cdot u=\sum_{i=1}^{N} \lambda_{i}^{k+m} \cdot\left(x_{i} \circ x_{i}\right) . \tag{A.9}
\end{equation*}
$$

By comparing the right-hand side of relation (A.7) and relation (A.9), we conclude

$$
\begin{equation*}
\operatorname{diag}\left(A^{k}\right)=\left(A^{k-m} \circ A^{m}\right) \cdot u \tag{A.10}
\end{equation*}
$$

where $0<m<k$. A straightforward explanation of the above relation is that the number of closed walks of length $f$ for node $i$ equals the sum of the number of length $k-m$ walks from node $i$ to another node $j$, times the number of length $m$ walks in the opposite direction, i.e. from node $j$ to node $i$.

## A.2. Laplacian matrix $Q$

In this section we try to connect the eigenvectors of the $N \times N$ Laplacian matrix

$$
Q=\Delta-A
$$

to those of the adjacency matrix $A$. Similar to the spectral decomposition of the adjacency matrix $A$ in (A.1), the Laplacian $Q$ has the following spectral decomposition

$$
\begin{equation*}
Q=Y \cdot \operatorname{diag}(\mu) \cdot Y^{T} \tag{A.11}
\end{equation*}
$$

where the $N$ orthogonal eigenvectors $y_{1}, y_{2}, \ldots y_{N}$ are contained in the $N \times N$ eigenvector matrix $Y$, while the $N \times N$ diagonal matrix $\operatorname{diag}(\mu)$ contains eigenvalues $\mu_{1} \geq \mu_{2} \geq \ldots \mu_{N}$ on its main diagonal. Due to orthogonality of eigenvectors of the Laplacian $Q$, relation (A.11) can be transformed as follows

$$
\begin{equation*}
Q=\sum_{i=1}^{N} \mu_{i} \cdot y_{i} \cdot y_{i}^{T} . \tag{A.12}
\end{equation*}
$$

The degree diagonal matrix $\Delta=I \circ A^{2}$, after importing (A.1) and (A.2), transforms into

$$
\begin{equation*}
Q=\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} \cdot\left(\lambda_{i}-\lambda_{j}\right)^{2} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} \tag{A.13}
\end{equation*}
$$

and can be further transformed as follows

$$
Q=0 \cdot \sum_{i=1}^{N}\left(x_{i} \circ x_{i}\right) \cdot\left(x_{i} \circ x_{i}\right)^{T}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \cdot\left(\lambda_{i}-\lambda_{j}\right)^{2} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}
$$

that, after importing (A.3), translates into

$$
\begin{equation*}
Q=0 \cdot u \cdot u^{T}+\sum_{i=1}^{N-1} \sum_{j=i+1}^{N}\left(\lambda_{i}-\lambda_{j}\right)^{2} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} . \tag{A.14}
\end{equation*}
$$

Since it holds $\Delta=I \circ Q$ and $\Delta=I \circ A^{2}$, we obtain

$$
\begin{equation*}
\sum_{i=1}^{N} \sum_{j=1}^{N} \mu_{i} \cdot\left(y_{i} \circ x_{j}\right) \cdot\left(y_{i} \circ x_{j}\right)^{T}=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}^{2} \cdot\left(x_{i} \circ y_{j}\right) \cdot\left(x_{i} \circ y_{j}\right)^{T} \tag{A.15}
\end{equation*}
$$

Table A. 1 provides and overview of derived identities using Hadamard product and spectral decomposition of graph-related matrices.

Table A.1: List of derived identities using Hadamard product and spectral decomposition of graph-related matrices.

| $A=X \cdot \operatorname{diag}(\lambda) \cdot X^{T}$ | $A=\sum_{i=1}^{N} \lambda_{i} \cdot x_{i} \cdot x_{i}^{T}$ |
| :---: | :---: |
| $A=A \circ A$ | $A=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i} \cdot \lambda_{j} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $A^{k}=X \cdot \operatorname{diag}(\lambda)^{k} \cdot X^{T}$ | $A=\sum_{i=1}^{N} \lambda_{i}^{k} \cdot x_{i} \cdot x_{i}^{T}$ |
| $A^{k} \circ A^{m}$ | $A^{k} \circ A^{m}=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}^{k} \cdot \lambda_{j}^{m} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $\left(A^{k} \circ A^{m}\right) \cdot u$ | $\left(A^{k} \circ A^{m}\right) \cdot u=\sum_{i=1}^{N} \lambda_{i}^{k+m} \cdot\left(x_{i} \circ x_{i}\right)$ |
| $u^{T} \cdot\left(A^{k} \circ A^{m}\right) \cdot u$ | $u^{T} \cdot\left(A^{k} \circ A^{m}\right) \cdot u=\sum_{i=1}^{N} \lambda_{i}^{k+m}$ |
| $I=X \cdot I \cdot X^{T}$ | $I=\sum_{i=1}^{N} x_{i} \cdot x_{i}^{T}$ |
| $\operatorname{diag}\left(\operatorname{diag}\left(A^{k}\right)\right)=I \circ\left(A^{k}\right)$ | $\operatorname{diag}\left(\operatorname{diag}\left(A^{k}\right)\right)=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}^{k} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $\operatorname{diag}\left(A^{k}\right)=\left(I \circ\left(A^{k}\right)\right) \cdot u$ | $\operatorname{diag}\left(A^{k}\right)=\sum_{i=1}^{N} \lambda_{i}^{k} \cdot\left(x_{i} \circ x_{i}\right)$ |
| $\operatorname{trace}\left(A^{k}\right)=u^{T} \cdot\left(I \circ\left(A^{k}\right)\right) \cdot u$ | $\operatorname{trace}\left(A^{k}\right)=\sum_{i=1}^{N} \lambda_{i}^{k}$ |
| $I=I \circ I$ | $I=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $u=I \cdot u$ | $u=\sum_{i=1}^{N}\left(x_{i} \circ x_{i}\right)$ |
| $J=u \cdot u^{T}$ | $J=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(x_{i} \circ x_{i}\right) \cdot\left(x_{j} \circ x_{j}\right)^{T}$ |
| $O=A \circ I$ | $O=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $D=I \circ A^{2}$ | $D=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i}^{2} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $Q=Y \cdot \operatorname{diag}(\mu) \cdot Y^{T}$ | $Q=\sum_{i=1}^{N} \mu_{i} \cdot y_{i} \cdot y_{i}^{T}$ |
| $Q=D-A$ | $Q=\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{1}{2} \cdot\left(\lambda_{i}-\lambda_{j}\right)^{2} \cdot\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T}$ |
| $Q=Q \circ(A+I)$ | $Q=\sum_{i=1}^{N} \sum_{j=1}^{N} \mu_{i} \cdot\left(\lambda_{j}+1\right) \cdot\left(y_{i} \circ x_{j}\right) \cdot\left(y_{i} \circ x_{j}\right)^{T}$ |
| $D=Q \circ I$ | $D=\sum_{i=1}^{N} \sum_{j=1}^{N} \mu_{i} \cdot\left(y_{i} \circ x_{j}\right) \cdot\left(y_{i} \circ x_{j}\right)^{T}$ |
| $A=(-Q) \circ A$ | $A=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(-\mu_{i}\right) \cdot \lambda_{j} \cdot\left(y_{i} \circ x_{j}\right) \cdot\left(y_{i} \circ x_{j}\right)^{T}$ |

## B

## Appendix for Chapter 2

## B.1. Function of a symmetric matrix and the stochas-

 TIC MATRIX $\Xi$From the general relation for diagonalizable matrices (see e.g. [142, p. 526]),

$$
\begin{equation*}
f(A)=\sum_{k=1}^{N} f\left(\lambda_{k}\right) x_{k} x_{k}^{T} \tag{B.1}
\end{equation*}
$$

valid for a function $f$ defined on the eigenvalues $\left\{\lambda_{k}\right\}_{1 \leq k \leq N}$ of the $N \times N$ symmetric matrix $A$, the element for node $j$ equals

$$
\begin{equation*}
(f(A))_{j j}=\sum_{k=1}^{N} f\left(\lambda_{k}\right)\left(x_{k}\right)_{j}^{2} \tag{B.2}
\end{equation*}
$$

Written in matrix form for all $1 \leq j \leq N$ results in

$$
\left[\begin{array}{c}
(f(A))_{11}  \tag{B.3}\\
(f(A))_{22} \\
(f(A))_{33} \\
\vdots \\
(f(A))_{N N}
\end{array}\right]=\left[\begin{array}{ccccc}
\left(x_{1}\right)_{1}^{2} & \left(x_{2}\right)_{1}^{2} & \left(x_{3}\right)_{1}^{2} & \cdots & \left(x_{N}\right)_{1}^{2} \\
\left(x_{1}\right)_{2}^{2} & \left(x_{2}\right)_{2}^{2} & \left(x_{3}\right)_{2}^{2} & \cdots & \left(x_{N}\right)_{2}^{2} \\
\left(x_{1}\right)_{3}^{2} & \left(x_{2}\right)_{3}^{2} & \left(x_{3}\right)_{3}^{2} & \cdots & \left(x_{N}\right)_{3}^{2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\left(x_{1}\right)_{N}^{2} & \left(x_{2}\right)_{N}^{2} & \left(x_{3}\right)_{N}^{2} & \cdots & \left(x_{N}\right)_{N}^{2}
\end{array}\right]\left[\begin{array}{c}
f\left(\lambda_{1}\right) \\
f\left(\lambda_{2}\right) \\
f\left(\lambda_{3}\right) \\
\vdots \\
f\left(\lambda_{N}\right)
\end{array}\right]
$$

We write (B.3) in matrix form as $\psi=\Xi \chi$ with the vectors

$$
\psi=\left[\begin{array}{c}
(f(A))_{11} \\
(f(A))_{22} \\
(f(A))_{33} \\
\vdots \\
(f(A))_{N N}
\end{array}\right] \text { and } \chi=\left[\begin{array}{c}
f\left(\lambda_{1}\right) \\
f\left(\lambda_{2}\right) \\
f\left(\lambda_{3}\right) \\
\vdots \\
f\left(\lambda_{N}\right)
\end{array}\right]
$$

where the $N \times N$ matrix $\Xi=X \circ X$ is defined in (2.5).
Since $\Xi u=u$ and $\Xi^{T} u=u$, by "double orthogonality" of (2.3) and (2.4), and since each element $0 \leq\left(x_{k}\right)_{j}^{2} \leq 1$, the matrix $\Xi$ with squared eigenvector components of a diagonalizable matrix $A$ is doubly ${ }^{1}$-stochastic [51] with largest eigenvalue equal to 1 . The latter property follows from the Perron-Frobenius Theorem of non-negative matrices. The product ${ }^{2}$ of two doubly-stochastic matrices is also a doubly-stochastic matrix. The doubly-stochastic matrix $\Xi$ also provides a vehicle to generate sharp inequalities, for which we refer to the book of Marshall et al. [143].

The $N \times N$ doubly-stochastic matrix $\Xi$ in (2.5) can have a rank that is lower than $N$, in contrast to the $N \times N$ orthogonal eigenvector matrix $X$, whose rank always equals $N$. The fact that $\Xi$ is not necessary of full rank, i.e. $\operatorname{det}(\Xi)=0$ is possible, is exploited in the proof of Theorem 1 in Appendix B. 2 for graph recovery.
B.1.1. The function $f(z)=z^{k}$

Let us denote the vector $\lambda^{k}=\left(\lambda_{1}^{k}, \lambda_{2}^{k}, \ldots, \lambda_{N}^{k}\right)$ so that, for the function $f(z)=z^{k}$ in (B.3) where $k$ is a non-negative integer, we can write (B.3) as

$$
\begin{equation*}
\operatorname{diag}\left(\left(A^{k}\right)_{j j}\right) u=\Xi \lambda^{k} \tag{B.4}
\end{equation*}
$$

where $u=(1,1, \ldots, 1)$ is the all-one vector. From (B.4) and $u^{T} \Xi=u^{T}$, we find the wellknown trace relation [51], namely that $u^{T} \operatorname{diag}\left(\left(A^{k}\right)_{j j}\right) u=\operatorname{trace}\left(A^{k}\right)=u^{T} \lambda^{k}=\sum_{j=1}^{N} \lambda_{j}^{k}$.

If the inverse $\Xi^{-1}$ of $\Xi$ exists, then it holds, for any integer $k$, that

$$
\begin{equation*}
\lambda^{k}=\Xi^{-1} \operatorname{diag}\left(\left(A^{k}\right)_{j j}\right) u \tag{B.5}
\end{equation*}
$$

Thus, the eigenvalue $\lambda_{m}$ of a symmetric matrix $A$ to any, non-negative integer power $k$ can be written as a linear combination of the diagonal elements of $A^{k}$,

$$
\lambda_{m}^{k}=\sum_{i=1}^{N}\left(\Xi^{-1}\right)_{m i}\left(A^{k}\right)_{i i}
$$

whereas $\Lambda^{k}=X^{T} A^{k} X$ shows that

$$
\begin{equation*}
\lambda_{m}^{k}=\sum_{i=1}^{N} \sum_{j=1}^{N}\left(A^{k}\right)_{i j}\left(x_{m}\right)_{i}\left(x_{m}\right)_{j} \tag{B.6}
\end{equation*}
$$

[^35]We can write (B.4) for integers $k$ ranging from $k=0$ up to $k=N-1$,

$$
\left[\begin{array}{ccccc}
1 & a_{11} & \left(A^{2}\right)_{11} & \cdots & \left(A^{N-1}\right)_{11}  \tag{B.7}\\
1 & a_{22} & \left(A^{2}\right)_{22} & \cdots & \left(A^{N-1}\right)_{22} \\
1 & a_{33} & \left(A^{2}\right)_{33} & \cdots & \left(A^{N-1}\right)_{33} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & a_{N N} & \left(A^{2}\right)_{N N} & \cdots & \left(A^{N-1}\right)_{N N}
\end{array}\right]=\Xi .\left[\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \cdots & \lambda_{1}^{N-1} \\
1 & \lambda_{2} & \lambda_{2}^{2} & \cdots & \lambda_{2}^{N-1} \\
1 & \lambda_{3} & \lambda_{3}^{2} & \cdots & \lambda_{3}^{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \lambda_{N} & \lambda_{N}^{2} & \cdots & \lambda_{N}^{N-1}
\end{array}\right]
$$

where the right-hand side matrix is an $N \times N$ Vandermonde matrix $V=V(\lambda)$, whose determinant is $\operatorname{det} V(\lambda)=\Pi_{j>i}\left(\lambda_{j}-\lambda_{i}\right)=\prod_{i=1}^{N} \prod_{j=i+1}^{N}\left(\lambda_{j}-\lambda_{i}\right)$. The Hadamard product $V(\lambda) \circ V(\lambda)=V\left(\lambda^{2}\right)$ is again a Vandermonde matrix. If we denote the left-hand side $N \times N$ matrix in (B.7) by

$$
Y=\left[\begin{array}{lllll}
1 & \operatorname{diag}\left((A)_{j j}\right) u & \operatorname{diag}\left((A)_{j j}^{2}\right) u & \cdots & \operatorname{diag}\left((A)_{j j}^{N-1}\right) u
\end{array}\right]
$$

then the matrix form of (B.7) is

$$
\begin{equation*}
Y=\Xi . V \tag{B.8}
\end{equation*}
$$

From the rank property of a product of matrices, it follows that

$$
\begin{equation*}
\operatorname{rank}(Y) \leq \min (\operatorname{rank}(\Xi), \operatorname{rank}(V)) \tag{B.9}
\end{equation*}
$$

The determination of $\operatorname{rank}(\Xi)$ based on (B.7) is, however, not obvious. Only if all eigenvalues of the matrix $A$ are distinct, then $\operatorname{det} V \neq 0$ and $\Xi=Y . V^{-1}$, which shows that $\operatorname{rank}(\Xi)=\operatorname{rank}(Y)$, because $V$ is of full rank, i.e. $\operatorname{rank}(V)=N$.

## B.1.2. EIGENSTRUCTURE OF THE MATRIX $\Xi$

Let us denote the eigenvalue equation of the asymmetric ${ }^{3} N \times N$ matrix $\Xi$ by

$$
\begin{equation*}
\Xi w_{j}=\xi_{j} w_{j} \tag{B.10}
\end{equation*}
$$

Double-stochasticity combined with the Perron-Frobenius theorem tells us that $\xi_{1}=1 \geq$ $\left|\xi_{j}\right|$ for any $j>1$ and $w_{1}=u$. Each eigenvalue $\xi_{j}$ of the asymmetric matrix $\Xi$ thus lies within the unit circle and is either real on $[-1,1]$ or occurs in complex conjugate pairs, i.e. if $\operatorname{Im} \xi_{j} \neq 0$, then existence of $\xi_{j}$ implies existence of its complex conjugate $\xi_{j}^{*}$. The corresponding eigenvector $w_{j}^{*}$ of $\xi_{j}^{*}$ follows by taking the complex conjugate of the eigenvalue equation (i.e. replacing $i$ by $-i$ ), thus $\Xi w_{j}^{*}=\xi_{j}^{*} w_{j}^{*}$. All eigenvalues of $\Xi^{m}$, i.e. $\xi_{j}^{m}$ for $1 \leq j \leq N$ and for any positive integer $m$, lie within the unit circle and the largest eigenvalue $\xi_{1}=1$ possesses the all-one vector $u$ as eigenvector. This fact follows from (a) the above eigenvalue equation and (b), separately, from the property that the product of two doubly-stochastic matrices is also a doubly-stochastic matrix. The trace of the matrix $\Xi$ is trace $(\Xi)=\sum_{j=1}^{N}\left(x_{j}\right)_{j}^{2} \geq 0$, implying that the sum of the eigenvalues of $\Xi$ is non-negative. It follows from $\operatorname{trace}\left(\Xi^{2}\right)=\sum_{j=1}^{N} \xi_{j}^{2}=\sum_{i=1}^{N} \sum_{k=1}^{N}\left(x_{k}\right)_{i}^{2}\left(x_{i}\right)_{k}^{2}$ that $\sum_{k=1}^{N}\left(\operatorname{Re} \xi_{k}\right)^{2} \geq \sum_{k=1}^{N}\left(\operatorname{Im} \xi_{k}\right)^{2}$.

[^36]Since the matrix $\Xi$ is asymmetric, the eigenvectors are not necessarily orthogonal, but only independent (provided that $\Xi$ is not defective and that there exist $N$ independent eigenvectors). We find from the eigenvalue equation (B.10) that (a) $w_{k}^{T} \Xi w_{j}=$ $\xi_{j} w_{k}^{T} w_{j}$ and (b) $w_{j}^{T} \Xi w_{k}=\xi_{k} w_{j}^{T} w_{k}$ and subtraction

$$
\left(\xi_{j}-\xi_{k}\right) w_{k}^{T} w_{j}=w_{k}^{T} \Xi w_{j}-w_{j}^{T} \Xi w_{k}=w_{k}^{T}\left(\Xi-\Xi^{T}\right) w_{j}
$$

indicates that orthogonality between $w_{k}$ and $w_{j}$, for $j \neq k$, only holds for symmetric matrices. Thus, $w_{j}^{T} w_{k}$ is not necessarily zero if $k \neq j$.

Lemma 22 All eigenvectors $w_{j}$ of a doubly-stochastic matrix $\Xi$ with $j>1$ are orthogonal to $w_{1}=u$.

Proof: Right-multiplying the transpose of the eigenvalue equation (B.10) by the allone vector yields $w_{j}^{T} \Xi^{T} u=\xi_{j} w_{j}^{T} u$. After using $\Xi^{T} u=u$, we find that $0=\left(\xi_{j}-1\right) w_{j}^{T} u$, which implies that any eigenvector $w_{j}$, except for $w_{1}=u$ belonging to $\xi_{1}=1$, is orthogonal to the all-one vector $u$.

A consequence of Lemma 22 is that the sum of the components of an eigenvector $w_{j}$ with $j>1$ of a doubly-stochastic matrix is zero.

## B.1.3. Application to the Laplacian

The Laplacian matrix $Q=\Delta-A$ is a symmetric, semi-definite matrix [51]. The eigenvalue equation $Q z_{j}=\mu_{j} z_{j}$ defines the normalized eigenvector $z_{j}$ belonging to the eigenvalue $\mu_{j}$. The set of Laplacian eigenvalues is ordered as $0=\mu_{N} \leq \mu_{N-1} \leq \cdots \leq \mu_{1}$. The matrix equation (B.4) for $k=1$ relates the degree vector $d=\left(d_{1}, d_{2}, \ldots, d_{N}\right)$ of the graph to the eigenvalue vector $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{N}\right)$,

$$
\begin{equation*}
d=\Xi_{Q} \mu \tag{B.11}
\end{equation*}
$$

where the stochastic matrix $\Xi_{Q}$ in (2.5) consists of column vectors $\left(\left(z_{1}\right)_{j}^{2},\left(z_{2}\right)_{j}^{2}, \ldots,\left(z_{N}\right)_{j}^{2}\right)$, where $\left(z_{k}\right)_{j}$ is the $j$-th component of the $k$-th eigenvector of $Q$ belonging to $\mu_{k}$. The general relation (B.7) simplifies for the Laplacian matrix $Q=\Delta-A$ to

$$
\left[\begin{array}{ccccc}
1 & d_{1} & \left(Q^{2}\right)_{11} & \cdots & \left(Q^{N-1}\right)_{11} \\
1 & d_{2} & \left(Q^{2}\right)_{22} & \cdots & \left(Q^{N-1}\right)_{22} \\
1 & d_{3} & \left(Q^{2}\right)_{33} & \cdots & \left(Q^{N-1}\right)_{33} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & d_{N} & \left(Q^{2}\right)_{N N} & \cdots & \left(Q^{N-1}\right)_{N N}
\end{array}\right]=\Xi_{Q} \cdot\left[\begin{array}{ccccc}
1 & \mu_{1} & \mu_{1}^{2} & \cdots & \mu_{1}^{N-1} \\
1 & \mu_{2} & \mu_{2}^{2} & \cdots & \mu_{2}^{N-1} \\
1 & \mu_{3} & \mu_{3}^{2} & \cdots & \mu_{3}^{N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

Analogously to the adjacency matrix, also for the Laplacian $Q$ the matrix $\Xi_{Q}$ is singular, i.e. $\operatorname{det} \Xi_{Q}=0$. This follows from orthogonality (2.3) of eigenvectors and the fact that $z_{N}=\frac{1}{\sqrt{N}} u$, because the sum of the first $N-1$ columns in $\Xi_{Q}$ in (2.5) is a multiple of the last column. Hence, besides the largest eigenvalue at $1, \Xi_{Q}$ (and $\Xi_{Q}^{T}$ ) has also a zero eigenvalue. The obvious consequence is that $\Xi_{Q} \mu=d$ in (B.11) cannot be inverted.

However, when deleting the last column corresponding to $\mu_{N}=0$ and last row, the resulting $(N-1) \times(N-1)$ matrix $\widetilde{\Xi}_{Q}\left(\right.$ a minor of $\left.\Xi_{Q}\right)$ can be inverted and the $(N-1) \times 1$ eigenvalue vector $\widetilde{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{N-1}\right)$ can be determined,

$$
\begin{equation*}
\widetilde{\mu}=\left(\widetilde{\Xi}_{Q}\right)^{-1} \tilde{d} \tag{B.12}
\end{equation*}
$$

where the vector $\widetilde{d}=\left(d_{1}, d_{2}, \ldots, d_{N-1}\right)$. With $\mu_{N}=0$, the entire eigenvalue vector $\mu$ is found as a linear function $\mu(d)$ of the unknown degree vector $d$, where element $d_{N}=$ $2 L-u^{T} \widetilde{d}$ follows from $u^{T} \mu=2 L$, where $L$ denotes the number of links in the graph.

Given the orthogonal eigenvector matrix $Z$ of the Laplacian, the Laplacian eigenvalue vector $\mu$ is obtained from (B.12) as a linear combination in the unknown degrees $d_{1}, d_{2}, \ldots, d_{N-1}, d_{N}$ and we can compute

$$
Q=Z \operatorname{diag}(\mu(d)) Z^{T}
$$

Similar as in the proof of Theorem 1, the off-diagonal Laplacian elements $q_{i j}=-a_{i j}$ are zero-one elements, from which the unknown degree vector $\widetilde{d}=\left(d_{1}, d_{2}, \ldots, d_{N-1}\right)$, where the integer degree $d_{i} \in[0, N-1]$, can be determined by enumeration. In contrast to (B.11) for the Laplacian $Q$, the zero-diagonal property of the adjacency matrix $A$, equivalent to $\Xi \lambda=0$ in (2.8), significantly simplifies the graph recovery process, especially when $\operatorname{rank}(\Xi)$ is high.

## B.2. Proof of Theorem 1

Section 2.3.1 has illustrated that the minimum $\operatorname{rank}(\Xi)=1$ can appear in the complete graph. We now prove our main result.

Proof of Theorem 1: Given the orthogonal eigenvector matrix $X$ of the adjacency matrix $A$ of an undirected graph, the Hadamard product $\Xi=X \circ X$ in (2.5) can be computed.

If the matrix $\Xi$ has $n \geq 1$ eigenvectors belonging to the zero eigenvalue, then $\operatorname{rank}(\Xi)=N-n$ and the dimension $n$ of the kernel or null space obeys $1 \leq n \leq N-1$, because $1 \leq \operatorname{rank}(\Xi) \leq N-1$. The kernel space corresponding to $\Xi$ is spanned by $n$ linearly independent, real vectors $v_{1}, v_{2}, \ldots, v_{n}$ and each vector $v_{m}$ of the kernel space is orthogonal to all the row vectors of the matrix $\Xi$. The eigenvalue vector $\lambda$, which obeys $\Xi \lambda=0$ in (2.8), can thus be written as a linear combination of the $n$ independent kernel vectors

$$
\begin{equation*}
\lambda=\sum_{m=1}^{n} \beta_{m} v_{m} \tag{B.13}
\end{equation*}
$$

where $\beta_{m}$ for $1 \leq m \leq n$ are real, unknown numbers. The adjacency matrix $A=X \Lambda X^{T}$ is constructed with (B.13) as

$$
\begin{equation*}
A=\sum_{m=1}^{n} \beta_{m} X \operatorname{diag}\left(v_{m}\right) X^{T} \tag{B.14}
\end{equation*}
$$

and each element is $a_{i j}=\sum_{m=1}^{n} \beta_{m}\left(X \operatorname{diag}\left(v_{m}\right) X^{T}\right)_{i j}$.

We remark that $\left(X \operatorname{diag}\left(v_{m}\right) X^{T}\right)_{j j}=0$ for any $1 \leq j \leq N$. Indeed, using $X \operatorname{diag}(q) X^{T}=\sum_{k=1}^{N} q_{k} x_{k} x_{k}^{T}$ and $\left(x_{k} x_{k}^{T}\right)_{i j}=\left(x_{k}\right)_{i}\left(x_{k}\right)_{j}$, yields

$$
\left(X \operatorname{diag}\left(v_{m}\right) X^{T}\right)_{j j}=\left(\sum_{k=1}^{N}\left(v_{m}\right)_{k} x_{k} x_{k}^{T}\right)_{j j}=\sum_{k=1}^{N}\left(v_{m}\right)_{k}\left(x_{k}\right)_{j}^{2}
$$

Row $j$ of the eigenvalue equation (B.10) in Section B.1.2 of the matrix $\Xi$ (with $\Xi_{i j}=\left(x_{j}\right)_{i}^{2}$ ) equals $\sum_{k=1}^{N}\left(w_{l}\right)_{k}\left(x_{k}\right)_{j}^{2}=\xi_{l}\left(w_{l}\right)_{j}$. Since each vector $v_{m}$ of the kernel space belongs to eigenvalue $\xi_{l}=0$ with multiplicity $n$ in (B.10), we find that $\left(X \operatorname{diag}\left(v_{m}\right) X^{T}\right)_{j j}=0$. Thus, the information that the diagonal elements, $a_{j j}=0$ for $1 \leq j \leq N$, cannot be used to determine the unknowns $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$. Hence, we must invoke the off-diagonal elements of the adjacency matrix.

Any selection of $n$ off-diagonal elements $a_{i j}=\sum_{m=1}^{n} \beta_{m}\left(X \operatorname{diag}\left(v_{m}\right) X^{T}\right)_{i j}$, where $i \neq j$, can be chosen. Without loss of generality, we confine ourselves to $n$ off-diagonal elements that lie on a particular row $r$, but also $n$ elements $a_{i j}$ on an upper-diagonal (with $j=i+k$ and $k>0$ ) may be considered. Row $r$ of the adjacency matrix $A$, up to column $n$, is written as the linear set, in which $a_{r r}$ is omitted as equation and replaced by that of element $a_{r ; n+1}$,

$$
\left[\begin{array}{cccc}
\left(X \operatorname{diag}\left(v_{1}\right) X^{T}\right)_{r 1} & \left(X \operatorname{diag}\left(v_{2}\right) X^{T}\right)_{r 1} & \cdots & \left(X \operatorname{diag}\left(v_{n}\right) X^{T}\right)_{r 1}  \tag{B.15}\\
\left(X \operatorname{diag}\left(v_{1}\right) X^{T}\right)_{r 2} & \left(X \operatorname{diag}\left(v_{2}\right) X^{T}\right)_{r 2} & \cdots & \left(X \operatorname{diag}\left(v_{n}\right) X^{T}\right)_{r 2} \\
\vdots & \vdots & \ddots & \vdots \\
\left(X \operatorname{diag}\left(v_{1}\right) X^{T}\right)_{r n} & \left(X \operatorname{diag}\left(v_{2}\right) X^{T}\right)_{r n} & \cdots & \left(X \operatorname{diag}\left(v_{n}\right) X^{T}\right)_{r n}
\end{array}\right]\left[\begin{array}{c}
\beta_{1} \\
\beta_{2} \\
\vdots \\
\beta_{n}
\end{array}\right]=\left[\begin{array}{c}
a_{r 1} \\
a_{r 2} \\
\vdots \\
a_{r n}
\end{array}\right]
$$

The linear set (B.15) is sufficient to determine all remaining unknowns $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$, provided that the rank of the left-hand side $n \times n$ matrix, say $M$, is $n$, else a row different from $r$ of the adjacency matrix $A$ must be taken (or generally a different selection of $n$ off-diagonal elements). The $n \times n$ matrix $M$ with $\operatorname{rank}(M)=n$ can be inverted and the unknowns $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ can be expressed in terms of the partial row vector ( $a_{r 1}, a_{r 2}, \ldots, a_{r n}$ ). The only complicating factor is that the partial row vector ( $a_{r 1}, a_{r 2}, \ldots, a_{r n}$ ) is not precisely known, only that each element is either zero or one. A recipe for any chosen row $1 \leq r \leq N$ is to (i) create all $2^{n}-1$ possible partial, zero-one row vectors ( $a_{r 1}, a_{r 2}, \ldots, a_{r n}$ ), excluding all zeros, (ii) determine all unknowns $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ by solving the set (B.15) and (iii) compute the eigenvalue vector $\lambda$ from (B.13) and (iv) check whether the resulting matrix $X \operatorname{diag}(\lambda) X^{T}$ is a zero-one matrix, which is a possible adjacency matrix corresponding to the orthogonal eigenvector matrix $X$. Equation $\Xi \lambda=0$ in (2.8) ensures that there must at least be one partial row vector ( $a_{r 1}, a_{r 2}, \ldots, a_{r n}$ ) out of the $2^{n}-1$ possible combinations that leads to a zero-one matrix.

We cannot exclude, however, that only one adjacency matrix is retrieved. In other words, it may happen that $l>1$ different adjacency matrices of $l$ different undirected graphs are found, that all possess the same orthogonal eigenvector matrix $X$, but a different eigenvalue vector $\lambda$.

## APPENDIX FOR CHAPTER 3

## C.1. $N \times N$ MATRIX $F_{k}$

We derive the first two sum terms of the $N \times N$ matrix $F_{k}$ in (3.8). Firstly, we split the first term in (3.7) into two sum terms, where for the second sum term it holds $j_{2}=k$

$$
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i+2}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k]\right)=\sum_{i_{1}=0}^{k-3} \sum_{j_{1}=i_{1}+2}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k]\right)+\sum_{i_{2}=0}^{k-2} M\left(\mathscr{W}_{\left(i_{2}, k\right)}[k]\right)
$$

Because the counters $i_{1}<k$ and $j_{1}<k$ of the first sum terms in the equation above are always smaller than $k$, we import (3.2) and further transform the equation above

$$
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i+2}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k]\right)-\sum_{i_{1}=0}^{k-3} \sum_{j_{1}=i_{1}+2}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k-1]\right) \cdot A=\sum_{i_{2}=0}^{k-2} A^{i_{2}} \cdot\left(I \circ A^{k-i_{2}}\right)
$$

Similarly, we transform the second sum term in (3.7) by excluding the case $j_{2}=k$ from the sum term

$$
\begin{align*}
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, j_{2}\right)}[k]\right) & =\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, j_{2}\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, k\right)}[k]\right) \tag{C.1}
\end{align*}
$$

We further exclude the case $j_{1}=k$ from both sum term on the right-hand side of (C.1) and obtain

$$
\begin{align*}
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathscr{W}_{\left(i_{2}, j_{2}\right)}[k]\right) & =\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathscr{W}_{\left(i_{2}, j_{2}\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, k\right)}[k] \cap \mathscr{W}_{\left(i_{2}, j_{2}\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-2} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathscr{W}_{\left(i_{2}, k\right)}[k]\right)  \tag{C.2}\\
& +\sum_{i_{1}=0}^{k-2} \sum_{i_{2}=i_{1}}^{k-2} M\left(\mathscr{W}_{\left(i_{1}, k\right)}[k] \cap \mathscr{W}_{\left(i_{2}, k\right)}[k]\right)
\end{align*}
$$

The first sum term can be split in two sub walks as in (3.1), transforming (C.2) as follows

$$
\begin{align*}
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathbb{W}_{\left(i_{2}, j_{2}\right)}[k]\right) & =\sum_{i_{1}=0}^{k-3} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-3} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k-1] \cap \mathscr{W}_{\left(i_{2}, j_{2}\right)}[k-1]\right) \cdot A \\
& +\sum_{i_{1}=0}^{k-2} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} A^{i_{1}} \cdot\left(I \circ\left(A^{i_{2}-i_{1}} \cdot\left(I \circ A^{j_{2}-i_{2}}\right) \cdot A^{k-j_{2}}\right)\right)  \tag{C.3}\\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-2} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, k\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-4} \sum_{i_{2}=i_{1}+2}^{k-2} A^{i_{1}} \cdot\left(I \circ A^{i_{2}-i_{1}}\right) \cdot\left(I \circ A^{k-i_{2}}\right)
\end{align*}
$$

The third sum term on the right-hand side of the relation above can be split into three sum terms, where $i_{2}<j_{1}$, secondly $i_{2}=j_{1}$ and finally where $i_{2}>j_{1}$, allowing us to transform (C.3) as follows

$$
\begin{align*}
& \sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, j_{2}\right)}[k]\right)=\sum_{i_{1}=0}^{k-3} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-3} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k-1] \cap W_{\left(i_{2}, j_{2}\right)}[k-1]\right) \cdot A \\
& +\sum_{i_{1}=0}^{k-2} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} A^{i_{1}} \cdot\left(I \circ\left(A^{i_{2}-i_{1}} \cdot\left(I \circ A^{j_{2}-i_{2}}\right) \cdot A^{k-j_{2}}\right)\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{j_{1}-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, k\right)}[k]\right)  \tag{C.4}\\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap \mathbb{W}_{\left(j_{1}, k\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=j_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{k-2} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, k\right)}[k]\right) \\
& +\sum_{i_{1}=0}^{k-4} \sum_{i_{2}=i_{1}+2}^{k-2} A^{i_{1}} \cdot\left(I \circ A^{i_{2}-i_{1}}\right) \cdot\left(I \circ A^{k-i_{2}}\right) \text {. }
\end{align*}
$$

Finally, the second sum term of the $N \times N$ matrix $F_{k}$ is defined as follows

$$
\begin{align*}
\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k} M\left(W_{\left(i_{1}, j_{1}\right)}[k] \cap W_{\left(i_{2}, j_{2}\right)}[k]\right) & \sum_{i_{1}=0}^{k-3} \sum_{j_{1}=i_{1}+2}^{k-2} \sum_{i_{2}=i_{1}}^{k-3} \sum_{j_{2}=q_{2}}^{k-1} M\left(\mathscr{W}_{\left(i_{1}, j_{1}\right)}[k-1] \cap W_{\left(i_{2}, j_{2}\right)}[k-1]\right) \cdot A \\
& +\sum_{i_{1}=0}^{k-2} \sum_{i_{2}=i_{1}}^{k-2} \sum_{j_{2}=q_{2}}^{k-1} A^{i_{1}} \cdot\left(I \circ\left(A^{i_{2}-i_{1}} \cdot\left(I \circ A^{j_{2}-i_{2}}\right) \cdot A^{k-j_{2}}\right)\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=i_{1}}^{j_{1}-1} A^{i_{1}} \cdot\left(A^{i_{2}-i_{1}} \circ A^{j_{1}-i_{2}} \circ A^{k-j_{1}}\right)  \tag{C.5}\\
& +\sum_{i_{1}=0}^{k-4} \sum_{j_{1}=i_{1}+2}^{k-2} A^{i_{1}}\left[I \circ A^{j_{1}-i_{1}}\right) \cdot\left(I \circ A^{k-j_{1}}\right) \\
& +\sum_{i_{1}=0}^{k-2} \sum_{j_{1}=i_{1}+2}^{k-1} \sum_{i_{2}=j_{1}+1}^{k-2} A^{i_{1}} \cdot\left(I \circ A^{j_{1}-i_{1}}\right) \cdot A^{i_{2}-j_{1}} \cdot\left(I \circ A^{k-i_{2}}\right) \\
& +\sum_{i_{1}=0}^{k-4} \sum_{i_{2}=i_{1}+2}^{k-2} A^{i_{1}} \cdot\left(I \circ A^{i_{2}-i_{1}}\right) \cdot\left(I \circ A^{k-i_{2}}\right) .
\end{align*}
$$

## C.2. COUNTING THE NUMBER OF LENGTH $k$ PATHS RECURSIVELY

```
DetermineKPaths ( \(A, N, k\) )
Input: \(A, N, k\)
Output: \(P\)
1. \(P \leftarrow O_{N \times N}\)
2. for \(i \leftarrow 1\) to \(N\)
3. \(\quad T \leftarrow\) COMPUTEKPaths \(\left(O_{N \times 1}, A, i, 0, k\right)\)
4. \(\quad\) Store \(T\) as the \(i\)-th row of \(P\)
5. end for
6. return \(P\)
```

Figure C.1: Metacode for calling the recursive algorithm for determining the number of length $k$ paths between node pairs in a graph, with the graph size $N$, hopcount $k$ and the $N \times N$ adjacency matrix $A$ as input. Algorithm returns the $N \times N$ path matrix $P_{k}$

Compared to the recursive algorithm shown in Figure 3.10, the modified recursive function in Figure C. 2 increments the $N \times 1$ node-based path vector $T$ by considering the neighbours $j$ of the destination node $n_{h}$ (line 4). This is done only if the hop count $h$ of these paths matches the input hop count $k$ (line 3). If they match, the recursion ends and the path vector $T$ is returned (line 5). Otherwise, the recursion is called for any neighbour $j$ of the destination node $n_{h}$ (line 10) that has a non-zero degree (line 9), after removing all links adjacent to the destination node $n_{h}$ (line 7).

The adjusted recursion is called as outlined in Algorithm C.1, where initially the $N \times N$ length $k$ path matrix $P_{k}$ is initialised as a zero matrix (line 1). Next, the recursive function is called for each node (line 3), while the $N \times 1$ node-based path vector $T$, obtained for

```
ComputeKpaths ( \(T, A, n_{h}, h, k\) )
Input: \(T, A, n_{h}, h, k\)
Output: \(T\)
1. \(h \leftarrow h+1\)
2. \(\mathscr{N}_{n_{h}} \leftarrow\left\{j \mid j \in \mathscr{N}, a_{n_{h}, j}=1\right\}\)
3. if \(h=k\)
4. \(\quad T_{j} \leftarrow T_{j}+1\), where \(j \in \mathscr{N}_{n_{h}}\)
5. return \(T\)
6. else
7. \(\quad a_{n_{h}, j} \leftarrow 0\) and \(a_{j, n_{h}} \leftarrow 0\), where \(j \in \mathscr{N}_{n_{h}}\)
8. for \(m \leftarrow 1\) to \(\left|\mathscr{N}_{n_{k}}\right|\)
9. if \(\left|\mathscr{N}_{j_{m}}\right|>0\)
10. \(\quad T \leftarrow\) COMPUTEKPATHS \(\left(T, A, j_{m}, h, k\right)\)
11. end if
12. end for
13. end if
14. return \(T\)
```

Figure C.2: Metacode of the recursive algorithm for determining all length $k$ paths in a graph, with the $N \times N$ adjacency matrix $A$, the $(N-1) \times N$ node-based path matrix $T$, destination node $n_{k}$ and hopcount $k$ as input. The recursive function returns the $(N-1) \times N$ node-based path matrix $T$.
node $i$ is stored as the $i$ th row of $P_{k}$ (line 4).

## D

## Appendix for Chapter 5

## D.1. CLUSTERING ALGORITHMS

## D.1.1. Louvain Method

The Louvain method is a simple, yet powerful heuristic clustering algorithm, proposed by Blondel et al. [14]. The method is based on an iterative, unsupervised, two-step procedure that optimizes modularity $m$. Initially, a directed graph $G$ with an $N \times N$ weighted adjacency matrix $M$ is partitioned in $N$ clusters, where each node constitutes its own cluster or community.

In the first stage, the algorithm examines how the graph modularity $m$ changes if a node $i$ would be assigned to a community of its neighbouring node $j \in \mathscr{N}_{i}$. The modularity gain $\Delta m$ in case node $i$ is assigned to community $h$ of adjacent node $j$ has been determined in [14] as

$$
\begin{align*}
\Delta m= & \left(\frac{\sum_{\mathrm{in}}+2 \sum_{l: C_{l j}=1} M_{i l}}{2 L}-\left(\frac{\sum_{\mathrm{tot}}+d_{i}}{2 L}\right)^{2}\right)-  \tag{D.1}\\
& \left(\frac{\sum_{\text {in }}}{2 L}-\left(\frac{\sum_{\text {tot }}}{2 L}\right)^{2}-\left(\frac{d_{i}}{2 L}\right)^{2}\right),
\end{align*}
$$

where the sum of the weights of intra-community links in $h$ is $\sum_{\mathrm{in}}$, while $\sum_{\text {tot }}$ denotes the sum of the weights of all links in $G$ incident to any node in community $h$. Node $i$ is assigned to the community with the largest positive gain in modularity $m$. In case all computed gains $\Delta m$ are either negative or smaller than a predefined small positive threshold value, node $i$ remains in its original community. The first stage ends when modularity $m$ cannot be further increased by re-assigning nodes to communities of neighbours.

In the second stage of an iteration, the weighted graph from the first stage is transformed into a new weighted graph, where each community is presented by a node. The link weight between two nodes $h$ and $g$ equals the sum of weights of all links between communities $h$ and $g$ in the graph from the first stage. Furthermore, the weight of a selfloop of node $g$ in the new graph equals the sum of weights of all intra-community links
in cluster $g$ of the graph from the previous stage. The new graph is provided to the first stage in the next iteration. The algorithm stops when modularity $m$ cannot be increased further. The time complexity of the Louvain method is linear in the number of links $O(L)$ on sparse graphs [14].

## D.1.2. LEIDEN METHOD

The Louvain method, while being one of the most popular clustering algorithms in the literature, suffers from identifying poorly connected or even disconnected communities. This defect was first discovered by Traag et al., who proposed the Leiden algorithm in [145], an improvement of the Louvain method that estimated graph partition while guaranteeing connected communities. The Leiden algorithm consists of three iterative steps:

1 Local moving of nodes, an improved version of the first step of the Louvain algorithm, described in (D.1). Louvain algorithm visits each node randomly until modularity cannot be improved by moving a node to a different community. While doing so, Louvain also visits nodes that cannot be moved. On the contrary, the Leiden algorithm visits only those nodes whose adjacent nodes have been moved. It is achieved by placing nodes in a queue and iteratively checking whether it is possible to improve the quality function by updating the cluster membership of a node. When a node is moved to another community, its neighbours from other communities are placed in the queue.

2 Refinement of the partition, where each node is assigned its own community. Nodes are only locally merged, i.e. within communities estimated in the previous stage. Two nodes from the same community are merged only in case both nodes are well connected to the community from the previous stage. At the end of the refinement stage, partitions from the first stage are often split into multiple communities.

3 Aggregation of the network, based on the refined partition from the previous step, as in the second stage of the Louvain algorithm.

The Leiden algorithm performs clustering faster than the Louvain algorithm while providing in general between partitions [145]. In Section 5.6, we compare the performance of the Leiden algorithm with the proposed linear clustering process on both synthetic and real-world networks.

## D.1.3. Newman's Method of Optimal Modularity

Newman [84] proposed a clustering algorithm that is based on modularity optimisation. The algorithm starts with estimating the bisection of a graph $G$, generating the highest modularity $m$ from (5.3), that can be rewritten as follows:

$$
\begin{equation*}
m=\frac{1}{4 L} y^{T} \cdot M \cdot y \tag{D.2}
\end{equation*}
$$

where the $N \times 1$ vector $y$ is composed of values 1 and -1 , denoting cluster membership of each node, while the $N \times N$ modularity matrix $M=A-\frac{1}{2 L} \cdot d \cdot d^{T}$ has the following eigenvalue decomposition

$$
\begin{equation*}
M=\sum_{i=1}^{N} \zeta_{i} \cdot z_{i} \cdot z_{i}^{T} \tag{D.3}
\end{equation*}
$$

where the $N \times 1$ eigenvector $z_{i}$ corresponds to the $i$-th eigenvalue $\zeta_{i}$. Further, the vector $y=\sum_{j=1}^{N}\left(z_{j}^{T} \cdot y\right) \cdot z_{j}$ can be written as a linear combination of eigenvectors $\left\{z_{i}\right\}_{1 \leq i \leq N}$, which transforms (D.2) to

$$
\begin{equation*}
m=\frac{1}{4 L} \sum_{i=1}^{N} \zeta_{i} \cdot\left(z_{j}^{T} \cdot y\right)^{2} \tag{D.4}
\end{equation*}
$$

In order to maximise the modularity $m$, Newman [84] proposed to define $y_{i}=1$, in case $\left(z_{1}\right)_{i}>0$, otherwise $y_{i}=-1$. In a next iteration, the same procedure of spectral division into two partitions is repeated on both sub-graphs. However, using only the block submatrix of $M$, corresponding to cluster $g$ in next iteration would not take into account inter-community links. Instead, for the estimated cluster $g$, the modularity matrix $M_{g}$ is updated as

$$
\begin{equation*}
M_{g}=m_{i j}-\left(\sum_{k \in g} m_{i k}\right) \cdot \delta_{i j} \tag{D.5}
\end{equation*}
$$

where Kronecker delta $\delta_{i j}=1$ if $i=j$, otherwise $\delta_{i j}=0$. The algorithm stops when the modularity $m$ cannot be further improved.

## D.1.4. NON-BACK TRACKING MATRIX

The non-back tracking clustering method estimates the number of clusters in a network, based on the spectrum of the non-back tracking matrix $B$, that contains information about 2-hop directed walks in a network $G$, that are not closed [19]. Given an undirected network $G(\mathscr{N}, \mathscr{L})$, for each link $i \sim j$ between nodes $i$ and $j$, two directed links ( $i \rightarrow j$ ) and $(j \rightarrow i)$ are created. By transforming each link in $G$ into a bi-directional link pair, we compose in total $2 L$ links. The $2 L \times 2 L$ non-back tracking matrix $B$ is defined as follows:

$$
B_{(u \rightarrow v),(w \rightarrow z)}= \begin{cases}1 & \text { if } v=w \text { and } u \neq z  \tag{D.6}\\ 0 & \text { otherwise }\end{cases}
$$

where $v, w, z \in \mathscr{N}$. Since the non-back tracking matrix $B$ is asymmetric, its eigenvalues are generally complex. Furthermore, a vast majority of eigenvalues lie within a circle in complex plain, with centre at the origin and with radius equal to the square root of the largest eigenvalue. Krzakala et al. [19] hypothesized that the number of clusters in $G$ equals the number of real-valued eigenvalues outside the circle. Computing the eigenvalues of the non-back tracking matrix $B$ is of computational complexity $O\left(L^{3}\right)$. However, the complexity can be reduced to $O\left(N^{3}\right)$, as explained in [9, p. 20]. The nonback tracking matrix method is denoted as NBTM in Section 5.6.

## D.2. RANDOM GRAPH BENCHMARKS

## D.2.1. STOCHASTIC BLOCK MODEL

In this paper, we focus on the symmetric stochastic block model (SSBM), where only two different link probabilities are defined. Two nodes are connected via a link with probability $p_{i n}$ if they belong to the same cluster, otherwise, the direct link exists with probability $p_{\text {out }}$. Communities emerge when the link density within clusters is larger than the inter-community link probability $p_{\text {in }}>p_{\text {out }}$. Furthermore, we restrict clusters to be of the same size:

$$
n_{i}=\frac{N}{c}, i \in\{1,2, \ldots, c\},
$$

which causes the expected degree to be the same for each node:

$$
\begin{equation*}
E[D]=\frac{b_{\text {in }}+(c-1) \cdot b_{\text {out }}}{c} \tag{D.7}
\end{equation*}
$$

irrespective of its cluster membership. We further consider a sparse and assortative SSBM. The SBMM is called sparse and assortative when the link probabilities $p_{i n}=\frac{b_{i n}}{N}$ and $p_{\text {out }}=\frac{b_{\text {out }}}{N}$ are defined upon positive constants $b_{\text {in }}>b_{\text {out }}$ that stay constant when $N \rightarrow \infty$. Decelle et al. [146, 147] found that when the difference $b_{\text {in }}-b_{\text {out }}$ is above the detectability threshold

$$
\begin{equation*}
b_{\text {in }}-b_{\text {out }}>c \cdot \sqrt{E[D]} \tag{D.8}
\end{equation*}
$$

it is theoretically possible to recover cluster membership of the nodes; otherwise, the community structure of a network is not distinguishable from randomness. The threshold (D.8) marks a phase transition between the undetectable and the theoretically detectable regime of the SSBM.

## D.2.2. LFR BENCHMARK

Lancichinetti et al. proposed in [97] the LFR benchmark, providing more realistic random graphs with a built-in community structure than SSBM graphs. Opposite to SSBM graphs (where each node has the same expected degree), the authors argue that the degree distributions in real-world networks are usually heterogeneous. Furthermore, the tails of degree distributions often obey the power law [148]. Next, by restricting clusters to be the same size, we neglect the observed properties of community size distribution in real-world networks that are often heavy-tailed [149]. Therefore, the LFR benchmark produces a graph with the following characteristics:

1 Each node has a degree sampled from a power law distribution, whose exponent equals the input parameter $\gamma$.

2 The size of each community is sampled from a power law distribution, whose exponent equals the input parameter $\beta$.

3 A fraction $1-\mu$ of each node's links are intra-community.
In addition to the above-introduced parameters, the LFR benchmark assumes the network size $N$, the average degree $d_{a v}$ and the number of communities $c$ as inputs.

## D.3. LCP IN CONTINUOUS TIME

We explain the physical intuition of our clustering process in continuous time $t$, where the position $x_{i}(t)$ of a node $i$ is assumed to change continuously with time $t$. The change $x_{i}(t+\Delta t)-x_{i}(t)$ in position of node $i$ at time $t$ for small increments $\Delta t$ is proportional to the sum over neighbours $j$ of the difference $x_{j}(t)-x_{i}(t)$ in position weighted by the resultant force between attraction and repulsion:

$$
\begin{align*}
\frac{d x_{i}(t)}{d t}=\sum_{j \in \mathscr{N}_{i}}( & \frac{\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}{d_{j} d_{i}}- \\
& \left.\frac{\frac{1}{2} \cdot \delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{d_{j} d_{i}}\right) \cdot\left(x_{j}(t)-x_{i}(t)\right) \tag{D.9}
\end{align*}
$$

where $\alpha$ and $\delta$ are, in the continuous-time setting, the rates (with units $\mathrm{s}^{-1}$ ) for attraction and repulsion, respectively. The law (D.9) of the nodal positioning $x_{i}(t)$ for each $i \in \mathscr{N}$ deviates from physical repulsion between charged particles, where the force is proportional to $\left(x_{j}(t)-x_{i}(t)\right)^{-b}$ for some positive number $b$. The important advantage of the law (D.9) is its linearity that allows an exact mathematical treatment. The linear dynamic process (D.9) is proportional to the underlying graph, which we aim to cluster; a non-linear law depends intricately on the underlying graph and may result in a lesser clustering. The drawback of the linear dynamic process (D.9), as investigated below in Section 5.3.3, lies in the steady state, where the attractive and repulsive forces are precisely in balance.

After dividing both sides by $\delta$,

$$
\frac{d x_{i}(t)}{d(\delta t)}=\sum_{j \in \mathscr{N}_{i}}\left(\frac{\frac{\alpha}{\delta} \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}{d_{i} d_{j}}-\frac{\frac{1}{2} \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{d_{i} d_{j}}\right) \cdot\left(x_{j}(t)-x_{i}(t)\right)
$$

and defining the normalized time by $t^{*}=\delta t$ and the effective attraction rate $\tau=\frac{\alpha}{\delta}$, the governing equation (D.9) reduces to

$$
\begin{equation*}
\frac{d x_{i}\left(t^{*}\right)}{d t^{*}}=\sum_{j \in \mathscr{N}_{i}}\left(\frac{\tau \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}{d_{i} d_{j}}-\frac{\left(\frac{\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|}{2}-1\right)}{d_{i} d_{j}}\right) \cdot\left(x_{j}\left(t^{*}\right)-x_{i}\left(t^{*}\right)\right) \tag{D.10}
\end{equation*}
$$

The position $x_{i}\left(t^{*}\right)$ of node $i$ is now expressed in the dimensionless time $t^{*}$, where the actual time $t=\frac{t^{*}}{\delta}$ is measured in units of $\frac{1}{\delta}$. By scaling or normalizing the time, the repulsion strength or rate $\delta$ has been eliminated, illustrating that the clustering process only depends upon one parameter, the effective attraction rate $\tau$. Relation (5.1) indicates that the weight of the position difference

$$
w_{i j}=\frac{\tau \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)-\left(\frac{\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|}{2}-1\right)}{d_{i} d_{j}}
$$

lies in the interval $\left(-\frac{\frac{d_{i}+d_{j}}{2}-1}{d_{i} d_{j}}, \frac{\tau}{d_{i}}\right)$ and that the elements $w_{i j}=w_{j i}$ define the symmetric $N \times N$ weight matrix $W$, which is specified in (5.10). Although symmetry is physically not
required ${ }^{1}$, the analysis below is greatly simplified, because eigenvalues and eigenvectors of a symmetric matrix are real.

We rewrite the law (D.10) as

$$
\frac{d x_{i}\left(t^{*}\right)}{d t^{*}}=\sum_{j \in \mathscr{N}_{i}} w_{i j} x_{j}\left(t^{*}\right)-x_{i}\left(t^{*}\right) \sum_{j \in \mathscr{N}_{i}} w_{i j} \sum_{j=1}^{N} a_{i j} w_{i j} x_{j}\left(t^{*}\right)-x_{i}\left(t^{*}\right) v_{i}
$$

where $v_{i}=\sum_{j \in \mathscr{N}_{i}} w_{j}=\sum_{j=1}^{N} a_{i j} w_{i j}$ is independent of time $t^{*}$. The cluster positioning law (D.9) for the vector $x\left(t^{*}\right)$ in continuous time is, in matrix form,

$$
\begin{equation*}
\frac{d x\left(t^{*}\right)}{d t^{*}}=(A \circ W-\operatorname{diag}(v)) x\left(t^{*}\right) \tag{D.11}
\end{equation*}
$$

where the Hadamard product [94] is denoted by $\circ$ and the vector $v=(A \circ W) u$. The corresponding solution of (D.11) is [150, eq. (6)]

$$
\begin{equation*}
x\left(t^{*}\right)=e^{(A \circ W-\operatorname{diag}((A \circ W) u)) t^{*}} x(0) \tag{D.12}
\end{equation*}
$$

which illustrates that a steady state is reached, provided that the real part of the largest eigenvalue of the matrix $H=(A \circ W-\operatorname{diag}((A \circ W) u))$ is not positive.

## D.4. Proof of Theorems

## D.4.1. Proof of Theorem 19

Similarly as in Section D.3, we rewrite the sum over all neighbours in the governing equation (5.7) in terms of the elements of the $N \times N$ adjacency matrix $A$ :

$$
\begin{equation*}
x_{i}[k+1]-x_{i}[k]=\sum_{j=1}^{N} \frac{a_{i j}}{d_{i} d_{j}}\left(x_{j}[k]-x_{i}[k]\right)\left(\alpha\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|-\frac{1}{2} \delta\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|\right)\right) . \tag{D.13}
\end{equation*}
$$

Firstly, we denote the $N \times 1$ vector $\tilde{d}=\Delta^{-1} \cdot u$ composed of the inverse nodal degrees:

$$
\tilde{d}=\left[\begin{array}{llll}
\frac{1}{d_{1}} & \frac{1}{d_{2}} & \ldots & \frac{1}{d_{N}} \tag{D.14}
\end{array}\right]^{T}
$$

In the sequel, we will deduce the corresponding matrix form of (D.13). With (5.1) and (5.2), the degree $d_{i}$ of node $i$ distracted by the number of common neighbours between nodes $i$ and $j$ (5.2), equals the number of node $i$ neighbours, not adjacent to node $j$ :

$$
\begin{equation*}
\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|=\left(d \cdot u^{T}-A^{2}\right)_{i j} \tag{D.15}
\end{equation*}
$$

Similarly, the number of node $j$ neighbours that do not share link with node $i$ has following matrix form:

$$
\begin{equation*}
\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|=\left(u \cdot d^{T}-A^{2}\right)_{i j} \tag{D.16}
\end{equation*}
$$

${ }^{1}$ The process described by

$$
\frac{d x_{i}(t)}{d t}=\sum_{j \in \mathscr{N}_{i}} \frac{\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)-\delta \cdot\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|-1\right)}{d_{j} d_{i}} \cdot\left(x_{j}(t)-x_{i}(t)\right)
$$

also works.

Finally, the position difference ( $x_{j}[k]-x_{i}[k]$ ) between nodes $i$ and $j$ at time $k$ equals the $i j$-th element of the matrix below:

$$
\begin{equation*}
\left(x_{j}[k]-x_{i}[k]\right)=\left(u \cdot x^{T}[k]-x[k] \cdot u^{T}\right)_{i j} \tag{D.17}
\end{equation*}
$$

while dividing by node $i(j)$ degree $d_{i}\left(d_{j}\right)$ is equivalent to product with the $i j$-th element of the $N \times N$ matrix $\left(\tilde{d} \cdot u^{T}\right)_{i j}$ and $\left(u \cdot \tilde{d}^{T}\right)_{i j}$, respectively. By implementing matrix notations (5.2), (D.15), (D.16) and (D.17) into the governing equation (D.13) and by applying the distributive property of the Hadamard product [94, p. 477] we obtain:

$$
\begin{align*}
x[k+1]-x[k]= & \left(\left(u \cdot x^{T}[k]-x[k] \cdot u^{T}\right) \circ A \circ\right. \\
& \left(u \cdot \tilde{d}^{T}\right) \circ\left(\tilde{d} \cdot u^{T}\right) \circ\left((\alpha+\delta) \cdot\left(A^{2}+A\right)-\right.  \tag{D.18}\\
& \left.\left.\frac{1}{2} \delta \cdot\left(u \cdot d^{T}+d \cdot u^{T}\right)\right)\right) \cdot u .
\end{align*}
$$

We define the $N \times N$ topology-based matrix $W$ as follows:

$$
\begin{align*}
W= & A \circ\left(u \cdot \tilde{d}^{T}\right) \circ\left(\tilde{d} \cdot u^{T}\right) \circ \\
& \left((\alpha+\delta) \cdot\left(A^{2}+A\right)-\frac{1}{2} \delta\left(u \cdot d^{T}+d \cdot u^{T}\right)\right) . \tag{D.19}
\end{align*}
$$

Using the distributive property of a Hadamard product [94, p. 477], we develop the equation (D.19) further:

$$
\begin{align*}
W= & (\alpha+\delta) \cdot\left(\left(u \cdot \tilde{d}^{T}\right) \circ\left(\tilde{d} \cdot u^{T}\right) \circ A \circ\left(A^{2}+A\right)\right)- \\
& \frac{1}{2} \delta\left(A \circ\left(u \cdot \tilde{d}^{T}\right) \circ\left(\tilde{d} \cdot u^{T}\right) \circ\left(u \cdot d^{T}\right)\right)-  \tag{D.20}\\
& \frac{1}{2} \delta\left(A \circ\left(u \cdot \tilde{d}^{T}\right) \circ\left(\tilde{d} \cdot u^{T}\right) \circ\left(d \cdot u^{T}\right)\right) .
\end{align*}
$$

Since the Hadamard product is commutative [94, p. 477], we can reorder the products in previous equation. The Hadamard product $\left(u \cdot \tilde{d}^{T}\right) \circ\left(u \cdot d^{T}\right)$ equals all-one matrix $J$. Similarly, the product $\left(\tilde{d} \cdot u^{T}\right) \circ\left(d \cdot u^{T}\right)=J$. We further transform the Hadamard product of $\left(A \circ A^{2}+A\right)$ and the outer products $\left(u \cdot \tilde{d}^{T}\right)$ and $\left(\tilde{d} \cdot u^{T}\right)$ into product with diagonal matrices $\Delta^{-1} \cdot\left(A \circ A^{2}+A\right) \cdot \Delta^{-1}$. Thus, equation (D.20) transforms to (5.10). Substituting (D.19) into (D.18) yields

$$
\begin{equation*}
x[k+1]-x[k]=\left(\left(u \cdot x^{T}[k]-x[k] \cdot u^{T}\right) \circ W\right) \cdot u . \tag{D.21}
\end{equation*}
$$

The Hadamard product of a matrix with an outer product of two vectors is equivalent to the product with diagonal matrices of vectors composing the outer product [94, p. 477]. Thus, we further transform the governing equation (D.21):

$$
\begin{equation*}
x[k+1]-x[k]=W \cdot \operatorname{diag}(x[k]) \cdot u-\operatorname{diag}(x[k]) \cdot(W \cdot u) \tag{D.22}
\end{equation*}
$$

where the last term $\operatorname{diag}(x[k]) \cdot(W \cdot u)$ represents the Hadamard product of two vectors, $x[k] \circ(W \cdot u)$ and can be presented as $\operatorname{diag}(W \cdot u) \cdot x[k]$. Thus, the equation transforms into (5.9) which completes the proof.

## D.4.2. Proof of Property 2

We observe that

$$
W \cdot u-\operatorname{diag}(W \cdot u) \cdot u=0
$$

implying that the all-one vector $u$ is an eigenvector of the matrix $W-\operatorname{diag}(W \cdot u)$ belonging to the zero eigenvalue. Therefore, the $N \times N$ matrix $I+W-\operatorname{diag}(W \cdot u)$ has an eigenvalue 1 corresponding to the all-one vector $u$.

By the Perron-Frobenius theorem [4] for a non-negative matrix, the principal eigenvector, belonging to the largest eigenvalue, has non-negative components. Since the eigenvector $u$ has non-negative components and all eigenvectors of a symmetric matrix are orthogonal, it follows that the all-one vector $u$ is the Perron or principal eigenvector belonging to the largest eigenvalue 1 of the matrix $I+W-\operatorname{diag}(W \cdot u)$ and, thus, all other real eigenvalues are, in absolute value, smaller than 1.

## D.4.3. Proof of Property 3

The non-negativity of the matrix $I+W-\operatorname{diag}(W \cdot u)$ implies that $w_{i j} \geq 0$ for $i \neq j$ and $1+w_{i i}-\sum_{k=1}^{N} w_{i k} \geq 0$, hence,

$$
1 \geq \sum_{k=1 ; k \neq i}^{N} w_{i k} \geq 0
$$

Equivalently, the symmetric matrix $W-\operatorname{diag}(W \cdot u)$ has positive off-diagonal elements, but negative diagonal elements, similarly to the infinitesimal generator of a Markov chain (which is minus a weighted Laplacian [64]). Introducing the explicit expression (5.11) and requiring that each element $w_{i j}$ is non-negative,

$$
w_{i j}=a_{i j} \frac{\alpha \cdot\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)-\delta \cdot\left(\frac{\left|\mathscr{N}_{j}\right| \cdot \mathscr{N}_{i}\left|+\left|\mathscr{N}_{i}\right| \mathscr{N}_{j}\right|}{2}-1\right)}{d_{i} d_{j}} \geq 0
$$

leads to

$$
\frac{\alpha}{\delta} \geq \frac{1}{2} \cdot \frac{\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)}
$$

which holds for any $i, j \neq i \in \mathscr{N}$. With (5.1), (5.2) and $d_{i}=(A u)_{i}=\left(A^{2}\right)_{i i}$, the condition for the ratio $\frac{\alpha}{\delta}$ becomes

$$
\begin{aligned}
\frac{\alpha}{\delta} & \geq \max _{i, j \neq i \in \mathscr{N}} \frac{1}{2} \cdot \frac{\left(\left|\mathscr{N}_{j} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{j}\right|-2\right)}{\left(\left|\mathscr{N}_{j} \cap \mathscr{N}_{i}\right|+1\right)} \\
& =\max _{i, j \neq i \in \mathscr{N}} \frac{d_{i}+d_{j}}{2\left(\left(A^{2}\right)_{i j}+1\right)}-1
\end{aligned}
$$

which simplifies to

$$
\begin{equation*}
\frac{\alpha}{\delta} \geq d_{\max }-1 \tag{D.23}
\end{equation*}
$$

We write $\sum_{k=1 ; k \neq i}^{N} w_{i k}$ with (5.11) as

$$
\begin{aligned}
\sum_{k=1 ; k \neq i}^{N} w_{i k}= & \frac{1}{d_{i}} \sum_{k=1}^{N} a_{i k}\left(\frac{\alpha \cdot\left(\left|\mathscr{N}_{k} \cap \mathscr{N}_{i}\right|+1\right)}{d_{k}}\right. \\
& \left.-\frac{\frac{\delta}{2} \cdot\left(\left|\mathscr{N}_{k} \backslash \mathscr{N}_{i}\right|+\left|\mathscr{N}_{i} \backslash \mathscr{N}_{k}\right|-2\right)}{d_{k}}\right)
\end{aligned}
$$

Introducing (5.1) and (5.2),

$$
\begin{aligned}
\sum_{k=1 ; k \neq i}^{N} w_{i k} & =\frac{1}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\alpha \cdot\left(\left(A^{2}\right)_{i k}+1\right)-\frac{\delta}{2} \cdot\left(d_{i}+d_{k}-2\left(\left(A^{2}\right)_{i k}+1\right)\right)}{d_{k}} \\
& =\frac{\alpha}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}-\frac{\delta}{2 d_{i}} \sum_{k=1}^{N} a_{i k}\left(\frac{d_{i}}{d_{k}}+1-\frac{2\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}\right)
\end{aligned}
$$

leads, with $d_{i}=\sum_{k=1}^{N} a_{i k}$, to

$$
\sum_{k=1 ; k \neq i}^{N} w_{i k}=\frac{\alpha+\delta}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}-\frac{\delta}{2}-\frac{\delta}{2} \sum_{k=1}^{N} \frac{a_{i k}}{d_{k}}
$$

The second condition $\sum_{k=1 ; k \neq i}^{N} w_{i k} \leq 1$,

$$
\frac{\alpha+\delta}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}-\frac{\delta}{2}-\frac{\delta}{2} \sum_{k=1}^{N} \frac{a_{i k}}{d_{k}} \leq 1
$$

must hold for all $i \in \mathscr{N}$, which translates to

$$
\begin{aligned}
1 & \geq \max _{i \in \mathcal{N}}\left(\frac{\alpha+\delta}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}-\frac{\delta}{2}-\frac{\delta}{2} \sum_{k=1}^{N} \frac{a_{i k}}{d_{k}}\right) \\
& \geq(\alpha+\delta) \max _{i \in \mathcal{N}} \frac{1}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}}-\frac{\delta}{2}-\frac{\delta}{2} \min _{i \in \mathcal{N}} \sum_{k=1}^{N} \frac{a_{i k}}{d_{k}}
\end{aligned}
$$

With $\left(\left(A^{2}\right)_{i k}+1\right) \leq d_{k}$ if $a_{i k}=1$, we have $\frac{1}{d_{i}} \sum_{k=1}^{N} a_{i k} \frac{\left(\left(A^{2}\right)_{i k}+1\right)}{d_{k}} \leq 1$, while $\frac{d_{i}}{d_{\text {min }}} \geq$ $\sum_{k=1}^{N} \frac{a_{i k}}{d_{k}} \geq \frac{d_{i}}{d_{\text {max }}}$. Hence, the second condition becomes

$$
\begin{equation*}
1 \geq \alpha+\frac{\delta}{2}\left(1-\frac{d_{\min }}{d_{\max }}\right) \tag{D.24}
\end{equation*}
$$

illustrating that $\alpha \leq 1$. Combining the two conditions (D.23) and (D.24) into a linear set of inequalities

$$
\left\{\begin{array}{c}
0 \geq-\alpha+\delta\left(d_{\max }-1\right) \\
1 \geq \alpha+\frac{\delta}{2}\left(1-\frac{d_{\min }}{d_{\max }}\right)
\end{array}\right.
$$

or in matrix form, where $\succ$ denotes componentwise inequalities [151, p. 32, 40]

$$
\left[\begin{array}{l}
0 \\
1
\end{array}\right] \succ\left[\begin{array}{cc}
-1 & \left(d_{\max }-1\right) \\
1 & \frac{1}{2}\left(1-\frac{d_{\min }}{d_{\max }}\right)
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\delta
\end{array}\right]
$$

yields, after inversion, the bounds (5.15) and (5.16).

# D.5. Influence of $\alpha$ and $\delta$ on the eigenvalues $\beta_{k}$ and 

 THE EIGENVECTOR $y_{2}$

Figure D.1: Gap $\beta_{2}-\beta_{3}$ between the second and the third largest eigenvalue of the $N \times N$ matrix $W-\operatorname{diag}(W \cdot u)$, for different values of the attractive $\alpha$ and repulsive $\delta$ strength (left-hand side figure). Relative difference $\frac{\beta_{3}-\beta_{2}}{\beta_{3}}$, for different values of the attractive $\alpha$ and repulsive $\delta$ strength (right-hand side figure). An SSBM network with $N=1000$ nodes, $c=5$ clusters is used for both plots, with $b_{\text {in }}=25$ and $b_{\text {out }}=2.5$.

Figure D. 1 shows that influence of the attractive and repulsive strength $\alpha$ and $\delta$ on the eigenvalue gap $\beta_{2}-\beta_{3}$ is relatively small if $\alpha$ and $\delta$ are not too small and obeying the bounds (5.15) and (5.16). While the difference increases when the attraction strength $\alpha$ is increasing, the repulsive strength $\delta$ has no visible influence on the eigenvalue gap.

The eigenvalue $\beta_{2}$ depends on the community structure of a graph. Figure D. 2 reveals positive correlation between the eigenvalue $\beta_{2}$ and the modularity index $m$ of a graph. As the modularity index increases, the eigenvalue $\beta_{2}$ approaches value 1. In the limit case, when there are only intra-community links in the network, $\beta_{2}=1$, indicating the eigenvector $y_{2}$ represents a steady state.

Figure D. 3 reveals that the repulsive strength $\delta$ does not affect the eigenvector $y_{2}$ components significantly. Eigenvector $y_{2}$ components of nodes from the same cluster are better distinguished from the remaining components of $y_{2}$ for smaller values of repulsive strength $\delta$.


Figure D.2: The eigenvalue $\beta_{2}$ versus the modularity index $m$ of an SSBM graph of $N=999$ nodes and $c=3$ clusters, and an SSBM graph of $N=1000$ nodes, with $c=4,10$ clusters, respectively. The parameters $b_{i n}$ and $b_{\text {out }}$ are varied, while keeping average degree $d_{a v}=7$ fixed. For each combination of $b_{i n}$ and $b_{o u t}$, the modularity index $m$ and the eigenvalue $\beta_{2}$ are computed. The correlation is presented in case only interactions between direct neighbours are allowed (left-hand side figure) and in case interactions between each pair of nodes are allowed (right-hand side figure).

Eigenvector $y_{2}$ depndence on the repulsive strength $\delta$


$$
\alpha=0.05
$$

Eigenvector $y_{2}$ depndence on the repulsive strength $\delta$
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Figure D.3: Sorted eigenvector $\hat{y_{2}}$ components for different values of the repulsive strength $\delta$, in case of a SSBM network of $N=100$ nodes, $c=4$ clusters and with parameters $b_{\text {in }}=25$ and $b_{\text {out }}=1$. The attraction rate equals $\alpha=0.05$ (left-hand side figure) and $\alpha=0.5$ (right-hand side figure), while the repulsive strength $\delta$ obeys bounds in (5.16).

## D.6. Complexity of LCP

The computational complexity of LCP consists of three parts: the computation of (i) the $N \times N$ matrix $W$ in (5.10), (ii) the $N \times 1$ eigenvector $y_{2}$ of the matrix $W-\operatorname{diag}(W u)$ and (iii) the identification of the clusters based on the sorted eigenvector $\hat{y_{2}}$.

```
Algorithm 2 Computation of the \(N \times N\) matrix \(A \circ A^{2}\).
Require: \(A\) denotes the adjacency matrix, \(N\) denotes number of links, while the set of
    node \(i\) neighbours is denoted by \(\mathscr{N}_{i}\).
    \(A_{s} \leftarrow O_{N \times N}\)
    for \(i \leftarrow 1\) to \(N\) do
        for \(j \leftarrow \mathscr{N}_{i}\) do
            for \(m \leftarrow\left(\mathscr{N}_{j} \backslash\{1,2, \ldots, i\}\right) \cap \mathscr{N}_{i}\) do
                \(\left(A_{s}\right)_{i, m} \leftarrow\left(A_{s}\right)_{i, m}+1 \quad \triangleright\) Account for the 2-hop walk \((i \rightarrow j \rightarrow m)\)
            end for
        end for
    end for
    \(A_{s} \leftarrow A_{s}+A_{s}^{T}\)
    return \(A_{s}\)
```


## D.6.1. Computing the $N \times N$ matrix $W$

The $N \times N$ matrix $A \circ A^{2}$ in (5.10) requires the highest computational effort. Generally, computing the square of a matrix involves $O\left(N^{3}\right)$ elementary operation, but the zeroone structure of the adjacency matrix significantly reduces the operations. We provide below an efficient algorithm for the computation of $A \circ A^{2}$, whose entries determine the number of 2-hop walks between any two direct neighbours in the network.

We initialize the $N \times N$ matrix $A \circ A^{2}$ with zeros and only compute elements above the main diagonal, because $A \circ A^{2}$ is symmetric. The algorithm identifies all 2-hop walks between any two direct neighbours and accordingly updates the matrix. Let us consider a node $i$ with $d_{i}$ neighbours, denoted as $\mathscr{N}_{i}$. For a neighbouring node $j \in \mathscr{N}_{i}$, we increment the elements $\left(A \circ A^{2}\right)_{i m}$ by 1 , where $m \in\left(\mathscr{N}_{j} \backslash\{1,2, \ldots, i\}\right) \cap \mathscr{N}_{i}$, accounting for 2-hop walks $i \rightarrow j \rightarrow m$. By repeating the procedure for each node, we compute all the elements above the main diagonal. Finally, we sum the generated matrix with its transpose to obtain $A \circ A^{2}$. Since the algorithm 2 is based on incrementing the matrix entries per each 2-hop walk between direct neighbours, the number of operations equals the sum $s=u^{T} \cdot\left(A \circ A^{2}\right) \cdot u$ of all elements of $A \circ A^{2}$

$$
\begin{equation*}
s=\sum_{i=1}^{N} \sum_{j=1}^{N} \lambda_{i} \cdot \lambda_{j}^{2} \cdot u^{T}\left(x_{i} \circ x_{j}\right) \cdot\left(x_{i} \circ x_{j}\right)^{T} u \tag{D.25}
\end{equation*}
$$

The eigenvectors of the adjacency matrix $A$ are orthogonal. Therefore $\left(x_{i} \circ x_{j}\right)^{T} \cdot u=$ $x_{i}^{T} \cdot x_{j}=0$ if $i \neq j$, otherwise it equals 1 and (D.25) further simplifies to

$$
\begin{equation*}
s=\sum_{i=1}^{N} \lambda_{i}^{3}, \tag{D.26}
\end{equation*}
$$

which equals 6 times number of triangles in the network [51, p. 31], because a 2-hop walk between adjacent nodes $i$ and $j$ over a common neighbour $m$ is equivalent to a triangle $i \rightarrow m \rightarrow j \rightarrow i$. The computational complexity of $A \circ A^{2}$ thus reduces to $O\left(d_{a v} \cdot L\right)$, as presented in Figure D.4. For a given matrix $A \circ A^{2}$, the computational complexity of the $N \times N$ matrix $W$ is $O(L)$, because (5.10) can be transformed into Hadamard product terms (i.e. element-based operations).


Figure D.4: Sum of the cubed eigenvalues $\lambda$ of the adjacency matrix $A$ (blue circles) and product of the average degree $d_{a v}$ and number of links $L$ (red line), for an Erdős-Rényi random graph with $N=300$ nodes, versus the relative mean degree $\frac{d_{a v}}{N}$ (left-hand side figure) and $d_{a v} \cdot L$ (right-hand side figure).

## D.6.2. Computing the $N \times 1$ Eigenvector $y_{2}$

The eigenvector $y_{2}$ corresponds to the second largest eigenvalue $\beta_{2}$ of the $N \times N$ matrix $W-\operatorname{diag}(W \cdot u)$. The largest eigenvalue $\beta_{1}=1$ corresponds to the eigenvector $y_{1}=\frac{1}{\sqrt{N}} u$. Computing the eigenvector $y_{2}$ is equivalent to computing the largest eigenvector of the matrix $W-\operatorname{diag}(W \cdot u)-\frac{1}{N} \cdot u \cdot u^{T}$, which can be executed using the power method [51], for a given matrix $W$, with computational complexity $O(L)$.

## D.6.3. COMPUTING THE CLUSTER MEMBERSHIP FUNCTION

We apply the recursive algorithm 1 to identify communities based on the $N \times 1$ eigenvector $y_{2}$. The number of iterations of the algorithm ideally equals $T=\log _{2} c$, while in worst case scenario there are $c$ iterations. Given a fixed number $c$ of communities, the computational complexity within an iteration is $O(L)$, as shown in pseudocode 1 . The number of clusters $c$ may depend upon $N$ and is in worst case equal to $N$. Thus, computational complexity increases in worst case to $O(N \cdot L)$.

## D.6.4. SCALING THE INTER-COMMUNITY LINKS

Between two iterations of the linear clustering process, we identify inter-community links and scale their weights, as defined in (5.27). The computational complexity of this step is $O(L)$, as the ranking difference of neighbouring nodes is computer over each link.

Finally, computational complexity of the entire proposed clustering process equals $O(N \cdot L)$, because $d_{a v}=O(N)$.

## E

## Appendix for Chapter 6

## E.1. Datasets Description

Since 1809, the nature and evolution of the Dutch society and economy were recorded in national statistics such as municipality-related population and surface measurements. From this data we selected three datasets which together describe the national year-onyear dynamics at the municipality level:

1 Population measurements of each municipality,
2 Digital geometries representing the area of each municipality,
3 Municipality merging.
Population measurements have been collected from two different sources. In period (1809-1960) the population data set is obtained from the Historical Database of Dutch Municipalities ${ }^{1}$ (HDNG), collected by the International Institute of Social History, which is part of the Royal Netherlands Academy of Arts and Sciences. Further, the number of inhabitants per Dutch municipality in period (1960-2019) is obtained from the Statistics Netherlands ${ }^{2}$ (CBS).

The other two datasets are collected from the online repositories of the CBS website. While digital geometries and the municipality merging datasets exist for each year in the period (1830-2019) consistent in time, population data sets cover in total more than two centuries, but with varying time resolution. A detailed overview of the availability of data sets over time is provided in Figure E.1.

## E.2. Coding schemes identifying municipalities

In this research, two complementary coding schemes are used to identify municipalities and their geographic area, namely the four digit Central Bureau of Statistics code (CBS

[^37]

Figure E.1: Datasets Overview.
code) and the five digit Amsterdam code (AMS code). The CBS code identifies municipalities that existed since 1830, while the Amsterdam code can be traced back to Dutch municipalities that existed since 1812. The CBS code identifies specific administrative entities (municipality names), while the Amsterdam code identifies specific geographical areas on which municipalities are/were located.


Figure E.2: Municipality merging example of Alphen aan den Rijn in 1918.

Whenever municipal restructuring leads to a municipality merger or a name change, a new CBS code is generated and assigned to the new municipality. However, the new municipality is assigned an existing Amsterdam code that belonged to one of the municipalities that were involved in the merging process, in order to ensure the historical continuity of the geographical area. As exemplified in Figure E.2, the municipality with the largest population passes on its Amsterdam code to the newly formed municipal-
ity. For example, when a municipality annexes an adjacent municipality, the Amsterdam code of the annexing municipality is preserved and the Amsterdam code of an annexed municipality is abolished, while all their CBS codes are abolished. The CBS code can be considered a unique identifier for a municipality, because it uniquely specifies a municipal entity that exists (or has existed) for a certain defined time period. The Amsterdam code, however, is not a unique municipality identifier; it has been designed in such a way that all Dutch municipalities possess an Amsterdam code that can be traced back to an Amsterdam code of a Dutch municipality which existed in 1812.

## E.3. Municipality merging

During the researched period (1830-2019) we analysed the process of municipality merging and municipality name changing. We distinguish five event types, of which each involves discontinuation of the CBS code of the municipalities involved. In case of a merging/renaming event, the CBS code is abolished (becomes inactive) at the end of year $k$, and the administrative change takes place at the beginning of the following year $k+1$. The five event types (A-E) are explained below:

- Type A (Annexation): the abolished municipality is annexed by an existing (usually adjacent) municipality at the end of year k . This process is officially called 'light merger' (in Dutch: lichte samenvoeging) and the CBS code of the abolished municipality becomes inactive in year $\mathrm{k}+1$. This reclassification type has occurred 542 times in total during the studied time period (1830-2019).
- Type B (Border split): the area of the abolished municipality is split among an existing municipality and a newly formed municipality. This reclassification type is a combination of Type A and Type C, as both processes occur at the same time within the former municipality's boundaries. This reclassification type has occurred 10 times during the studied time period (1830-2019).
- Type C (Coalition): the abolished municipality, along with other neighboring municipalities which are abolished at the end of the same year k , form a coalition by creating a new municipality. The new municipality is assigned a new CBS code at the beginning of year $\mathrm{k}+1$, and the CBS codes of the merger participants become inactive at the end of year k . This process is officially called 'regular merger' (in Dutch: Reguliere samenvoeging). This reclassification type has occurred 502 times during the studied time period (1830-2019).
- Type D (Dutch and/or Frisian Name-change): only the official name of a municipality is changed in Dutch or Frisian language, while its borders remain unchanged. The municipality is assigned a new CBS code at the beginning of year $k+1$, and the old CBS code of the municipality becomes inactive at the end of year k. A main difference between the Amsterdam and CBS coding schemes is that the municipality retains its Amsterdam code when undergoing a name-change. A
municipality name-change has occurred 56 times during the studied time period (1830-2019).
- Type E (Exchanged internationally): the area of a municipality is exchanged between a neighboring country and the Netherlands. In case a municipality is allocated to a neighboring country, it is recorded in statistics to be no longer part of the Netherlands in year $\mathrm{k}+1$. This reclassification type has occurred 2 times during the studied time period (1830-2019). The municipalities Tudderen (Drostambt) and Elten, both annexed after the Second World War by Germany in 1963.


## E.4. Municipality merging process demonstrated on a PLANAR GRAPH

Although the municipality merging process introduced in Section 6.3.1 changed the topology significantly, the average degree of the DMN remained almost unchanged, $d_{a v}[k] \approx 5$. Figure E. 3 shows a planar graph with two examples of centrally positioned merging municipality nodes, each having a degree 5. On the right-hand side of the Figure E. 3 the different of the two merger examples are given.


Figure E.3: Two merging process examples demonstrated on a planar graph.

Two adjacent nodes $i$ and $j$ can have either $\left|\mathscr{N}_{i}[k] \cap \mathscr{N}_{j}[k]\right|=2$ or $\left|\mathscr{N}_{i}[k] \cap \mathscr{N}_{j}[k]\right|=3$ common neighbours. When nodes $i$ and $j$ are merged into one node, the number of
nodes $N[k+1]$ and number of links $L[k+1]$ in the next year $k+1$ change as follows

$$
\begin{aligned}
L[k+1] & =L[k]-\left|\mathscr{N}_{i}[k] \cap \mathscr{N}_{j}[k]\right|-1 \\
N[k+1] & =N[k]-1 .
\end{aligned}
$$

We perform the merging of two adjacent municipalities and provide the updated topology on the right-hand side of Figure E.3. The conservation law on the average degree $d_{a v}[k+1]$, when nodes $i$ and $j$ are merged at the end of the year $k$, can be obtained by importing $d_{a v}[k]=2 \frac{L[k]}{N[k]}$ into the above equation

$$
\begin{equation*}
d_{a \nu}[k+1]=\left(1+\frac{1}{N[k]-1}\right) \cdot d_{a v}[k]-2 \frac{\left|\mathscr{N}_{i}[k] \cap \mathscr{N}_{j}[k]\right|-1}{N[k]-1} . \tag{E.1}
\end{equation*}
$$

We further consider a case when three municipalities $i, j$ and $m$ are merged into one, at the end of year $k$. The newly formed municipality in the following year $k+1$ is connected to another municipality if either municipality $i, j$ or $m$ was connected to that municipality in year $k$. Therefore, the degree of the newly formed municipality equals $\left|\mathscr{N}_{i} \cup \mathscr{N}_{j} \cup \mathscr{N}_{m}\right|$. To determine the number of removed links $L[k+1]-L[k]$ in the DMN due to the merger, we apply the inclusion-exclusion formula (see for example [64, p.10]) and obtain
$\left|\mathscr{N}_{i} \cup \mathscr{N}_{j} \cup \mathscr{N}_{m}\right|=\left|\mathscr{N}_{i}\right|+\left|\mathscr{N}_{j}\right|+\left|\mathscr{N}_{m}\right|-\left|\mathscr{N}_{i} \cap \mathscr{N}_{j}\right|-\left|\mathscr{N}_{i} \cap \mathscr{N}_{m}\right|-\left|\mathscr{N}_{j} \cap \mathscr{N}_{m}\right|+\left|\mathscr{N}_{i} \cap \mathscr{N}_{j} \cap \mathscr{N}_{m}\right|$,
from where we derive the number of nodes $N[k+1]$ and the number of links $L[k+1]$ in the year $k+1$

$$
\begin{aligned}
L[k+1] & =L[k]-\left|\mathscr{N}_{i} \cap \mathscr{N}_{j}\right|-\left|\mathscr{N}_{i} \cap \mathscr{N}_{m}\right|-\left|\mathscr{N}_{j} \cap \mathscr{N}_{m}\right|-a_{i j}[k]-a_{i m}[k]-a_{j m}[k]+\left|\mathscr{N}_{i} \cap \mathscr{N}_{j} \cap \mathscr{N}_{m}\right| \\
N[k+1] & =N[k]-2,
\end{aligned}
$$

leading to the following conservation law of the average degree $d_{a v}[k]$

$$
\begin{align*}
d_{a v}[k+1]= & \left(1+\frac{1}{N[k]-2}\right) \cdot d_{a v}[k]- \\
& 2 \frac{\left|\mathscr{N}_{i} \cap \mathscr{N}_{j}\right|+\left|\mathscr{N}_{i} \cap \mathscr{N}_{m}\right|+\left|\mathscr{N}_{j} \cap \mathscr{N}_{m}\right|+a_{i j}[k]+a_{i m}[k]+a_{j m}[k]-\left|\mathscr{N}_{i} \cap \mathscr{N}_{j} \cap \mathscr{N}_{m}\right|}{N[k]-2} . \tag{E.2}
\end{align*}
$$

In case three municipalities merge into one municipality, the average degree $d_{a v}[k]$ slightly decreases in time, which is the opposite effect of when two municipalities merge. During the period 1960-2000, mergers involving more than two municipalities were common, causing a decreasing trend in the average degree $d_{a v}[k]$, as visible in the lower part of Figure 6.3.

## E.5. Different Distributions

## E.5.1. Normal Distribution

A Gaussian random variable $X=N\left(\mu, \sigma^{2}\right)$ is a continuous random variable with an extent over the entire real axis and is defined [64] by the distribution function $F_{X}(x)=$ $\operatorname{Pr}[X \leq x]$ as

$$
\begin{equation*}
F_{X}(x)=\frac{1}{\sigma \cdot \sqrt{2 \pi}} \int_{-\infty}^{x} \exp \left(-\frac{(t-\mu)^{2}}{2 \sigma^{2}}\right) d t \tag{E.3}
\end{equation*}
$$

with the mean $E[X]=\mu$ and with the variance $\operatorname{Var}[X]=\sigma^{2}$. The corresponding probability density function $f_{X}(x)=\frac{d}{d x} \operatorname{Pr}[X \leq x]$ is

$$
\begin{equation*}
f_{X}(x)=\frac{e^{-\frac{(x-\mu)^{2}}{2 \sigma^{2}}}}{\sigma \cdot \sqrt{2 \pi}} \tag{E.4}
\end{equation*}
$$

## E.5.2. LOGNORMAL DISTRIBUTION

A lognormal random variable is defined as $Y=e^{X}$, where $X=N\left(\mu, \sigma^{2}\right)$ is a Gaussian or normal random variable [64]. The distribution function $F_{Y}(y)=\operatorname{Pr}[Y \leq y]=$ $\operatorname{Pr}[X \leq \log y]$ follows from (E.3), for non-negative real values of $y$, as

$$
\begin{equation*}
F_{Y}(y)=\frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\log y} \exp \left[-\frac{(t-\mu)^{2}}{2 \sigma^{2}}\right] d t \tag{E.5}
\end{equation*}
$$

The corresponding probability density function $f_{Y}(y)=\frac{d F_{Y}(y)}{d y}$ of a lognormal random variable $Y$ follows by differentiation of (E.5) as

$$
\begin{equation*}
f_{Y}(y)=\frac{\exp \left[-\frac{(\log y-\mu)^{2}}{2 \sigma^{2}}\right]}{\sigma \cdot \sqrt{2 \pi} \cdot y} \tag{E.6}
\end{equation*}
$$

The mean $E[Y]$ and the variance $\operatorname{Var}(Y)$ can be computed [64, Sec. 3.5.5] as

$$
\begin{align*}
E[Y] & =e^{\left(\mu+\frac{\sigma^{2}}{2}\right)} \\
\operatorname{Var}[Y] & =\left(e^{\sigma^{2}}-1\right) \cdot e^{\left(2 \mu+\sigma^{2}\right)} \tag{E.7}
\end{align*}
$$

## E.5.3. LOGISTIC DISTRIBUTION

A logistic random variable $X$, also known as a Fermi-Dirac random variable [64, Sec. 19.6.2], has the distribution function

$$
\begin{equation*}
F_{X}(x)=\frac{1}{1+e^{-\frac{x-\mu}{s}}}=\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{x-\mu}{2 s}\right) \tag{E.8}
\end{equation*}
$$

The probability density function (pdf) of a logistic random variable $X$ again follows by differentiation of (E.8) as

$$
\begin{equation*}
f_{X}(x)=\frac{1}{4 s} \operatorname{sech}^{2}\left(\frac{x-\mu}{2 s}\right) . \tag{E.9}
\end{equation*}
$$

It is more convenient to consider the normalized Fermi-Dirac random variable $Z=\frac{X-\mu}{s}$ that obeys ${ }^{3} F_{Z}(z)=\operatorname{Pr}[Z \leq z]=\frac{1}{1+e^{-z}}=1-\frac{1}{1+e^{z}}$. The probability generating function (pgf) $\phi(w)=E\left[e^{-w Z}\right]=\int_{-\infty}^{\infty} e^{-w t} f_{Z}(t) d t$ is the double-sided Laplace transform [64, p. 20] of $f_{Z}(t)$ and equals

$$
\varphi(w)=\int_{-\infty}^{\infty} e^{-w t} \frac{d}{d t} \frac{1}{1+e^{-t}} d t
$$

${ }^{3}$ Indeed, after letting $z=-\frac{x-\mu}{s}$ in (E.8), we have $\frac{1}{1+e^{-z}}=\operatorname{Pr}[X \leq \mu+s z]=\operatorname{Pr}\left[\frac{X-\mu}{s} \leq z\right]$.

Partial integration leads to

$$
\varphi(w)=\left.\frac{e^{-w t}}{1+e^{-t}}\right|_{-\infty} ^{\infty}+w \int_{-\infty}^{\infty} \frac{e^{-w t}}{1+e^{-t}} d t
$$

and the first term vanishes, provided that $0<\operatorname{Re}(w)<1$ holds, with $\operatorname{Re}(w)$ denoting the real part of $w$. Let $u=e^{-t}$ and $t=-\log u$, then

$$
\frac{\varphi(w)}{w}=\int_{0}^{\infty} \frac{u^{w-1}}{1+u} d u
$$

One of the Beta function integrals, $B(x, y)=\int_{0}^{\infty} \frac{t^{x-1}}{(1+t)^{x+y}} d t=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)}$, valid for $\operatorname{Re}(x)>0$ and $\operatorname{Re}(y)>0$, shows that, for $0<\operatorname{Re}(w)<1$,

$$
\varphi(w)=\Gamma(w) \Gamma(1-w)=\frac{\pi w}{\sin \pi w}
$$

where the last equality is the reflection formula of the Gamma function $\Gamma(w)$, valid for all complex numbers $w$. The pgf $\varphi(w)=E\left[e^{-w Z}\right]=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} E\left[Z^{n}\right] w^{n}$ contains all moments, whereas the Taylor series of $\frac{\pi w}{\sin \pi w}$ around $w=0$ equals

$$
\frac{\pi w}{\sin \pi w}=1+\sum_{n=1}^{\infty}\left(2^{1-2 n}-1\right)(2 \pi)^{2 n} B_{2 n} \frac{(-1)^{n} w^{2 n}}{(2 n)!}
$$

where $B_{n}$ is the $n$-th Bernoulli number. By equating the corresponding powers of $w$ in $\frac{\pi w}{\sin \pi w}=E\left[e^{-w Z}\right]$, we find all even moments, for $n>0$

$$
E\left[Z^{2 n}\right]=\left(2^{1-2 n}-1\right)(2 \pi)^{2 n}(-1)^{n} B_{2 n}
$$

and while all odd $E\left[Z^{2 n+1}\right]=0$ for $n \geq 0$. Since $Z=\frac{X-\mu}{s}$ is a normalized random variable, the mean $E[Z]=0$ and thus the mean $E[X]=\mu$. The variance $\operatorname{Var}[Z]=E\left[(Z-E[Z])^{2}\right]=$ $E\left[Z^{2}\right]=\frac{\pi^{2}}{3}$, because $B_{2}=\frac{1}{6}$. Hence,

$$
E\left[\left(\frac{X-\mu}{s}\right)^{2}\right]=\frac{1}{s^{2}} \operatorname{Var}[X]=\frac{\pi^{2}}{3}
$$

resulting in $\operatorname{Var}[X]=\sigma^{2}=\frac{\pi^{2} s^{2}}{3}$.

## E.5.4. LOG-LOGISTIC DISTRIBUTION

A log-logistic random variable, defined by $Y=e^{X}$ where $X$ is a logistic random variable with mean $\mu$ and variance $\sigma$, has the probability function

$$
\begin{equation*}
F_{Y}(y)=\frac{1}{1+e^{-\frac{\log (y)-\mu}{s}}}=\frac{1}{2}+\frac{1}{2} \tanh \left(\frac{\log (y)-\mu}{2 s}\right) \tag{E.10}
\end{equation*}
$$

with the corresponding probability density function

$$
\begin{equation*}
f_{Y}(y)=\frac{1}{4 s \cdot y} \operatorname{sech}^{2}\left(\frac{\log y-\mu}{2 s}\right) \tag{E.11}
\end{equation*}
$$

We concentrate first on the normalized log-logistic random variable. The probability distribution of a log-logistic random variable $Y=e^{X}$, which is always positive, is

$$
\operatorname{Pr}[Y \leq y]=\operatorname{Pr}\left[e^{X} \leq y\right]=\operatorname{Pr}[X \leq \log y]=\operatorname{Pr}\left[\frac{X-\mu}{s} \leq \frac{\log y-\mu}{s}\right]
$$

which, in terms of the normalized logistic random variable $Z$ with $\log z=\frac{\log y-\mu}{s}$ (and thus $z=\left(y e^{-\mu}\right)^{\frac{1}{s}}$ and $\left.z>0\right)$ is

$$
\operatorname{Pr}[Z \leq \log z]=\frac{1}{1+e^{-\log z}}=\frac{z}{z+1}=1-\frac{1}{z+1}
$$

and the pdf is

$$
f_{Z}(z)=\frac{1}{(z+1)^{2}}
$$

The moments

$$
E\left[Z^{k}\right]=\int_{0}^{\infty} \frac{t^{k}}{(t+1)^{2}} d t=\Gamma(k+1) \Gamma(1-k)=\frac{\pi k}{\sin \pi k}
$$

do not exist for integers $k \geq 1$.
With a little more effort, we compute the moments directly for a log-logistic random variable $Y$,

$$
E\left[Y^{k}\right]=\frac{1}{4 s} \int_{0}^{\infty} \frac{t^{k-1}}{\cosh ^{2}\left(\frac{\log t-\mu}{s}\right)} d t
$$

We modify this integral by a series of substitutions. First, let $u=\log t$, then

$$
E\left[Y^{k}\right]=\frac{1}{4 s} \int_{-\infty}^{\infty} \frac{e^{k u}}{\cosh ^{2}\left(\frac{u-\mu}{s}\right)} d u
$$

followed by the substitution $w=\frac{u-\mu}{s}$ yields

$$
E\left[Y^{k}\right]=\frac{e^{k \mu}}{4} \int_{-\infty}^{\infty} \frac{e^{k s w}}{\cosh ^{2}(w)} d w
$$

illustrating that the integral exists provided $-1<\frac{k s}{2}<1$, thus, the integer $k<\frac{2}{s}$. Next, let $p=e^{w}$, then

$$
E\left[Y^{k}\right]=e^{k \mu} \int_{0}^{\infty} \frac{p^{k s+1}}{\left(p^{2}+1\right)^{2}} d p
$$

A last substitution $t=p^{2}$ reveals again the above Beta function integral

$$
\begin{aligned}
E\left[Y^{k}\right] & =\frac{1}{2} e^{k \mu} \int_{0}^{\infty} \frac{t^{\frac{k s}{2}}}{(t+1)^{2}} d p \\
& =\frac{1}{2} e^{k \mu} \Gamma\left(\frac{k s}{2}+1\right) \Gamma\left(1-\frac{k s}{2}\right)=\frac{1}{2} e^{k \mu} \frac{\pi \frac{k s}{2}}{\sin \pi \frac{k s}{2}}
\end{aligned}
$$

Hence, provided that $-\frac{2}{s}<\operatorname{Re} \alpha<\frac{2}{s}$ where $\alpha$ is now a complex number, the $\alpha$-moments of the log-logistic random variable exists

$$
E\left[Y^{\alpha}\right]=\frac{1}{2} e^{\alpha \mu} \frac{\frac{\pi \alpha s}{2}}{\sin \frac{\pi \alpha s}{2}}
$$

The mean $\mathrm{E}[Y]$ and the variance $\mathrm{E}\left[Y^{2}\right]-(\mathrm{E}[Y])^{2}$ are

$$
\begin{cases}E[Y]=\frac{1}{4} \cdot e^{\mu} \cdot \frac{\pi s}{\sin \left(\frac{\pi s}{2}\right)} & \text { If } s<2  \tag{E.12}\\ \operatorname{Var}[Y]=\frac{1}{4} \cdot e^{2 \mu} \cdot\left(\frac{2 \pi s}{\sin (\pi s)}-\frac{1}{4} \cdot \frac{\pi^{2} s^{2}}{\sin ^{2}\left(\frac{\pi s}{2}\right)}\right) & \text { If } s<1\end{cases}
$$

## E.5.5. TAIL DISTRIBUTIONS

The probability density function $f_{Z[k]}(z)$ of the logistic distribution model in (E.9) can be transformed as follows

$$
\begin{equation*}
f_{Z[k]}(z)=\frac{1}{4 s} \cdot \frac{e^{\frac{z-\mu}{s}}}{\left(e^{\frac{z-\mu}{s}}+1\right)^{2}} \tag{E.13}
\end{equation*}
$$

We introduce the logarithm of the probability density function as $L_{l}(z)=\log \left(f_{Z[k]}(z)\right)$ and obtain from (E.13)

$$
L_{l}(z)=-\log (4 s)+\frac{z-\mu}{s}-2 \log \left(e^{\frac{z-\mu}{s}}+1\right) .
$$

Since we are interested in tail distribution, it holds $e^{\frac{z-\mu}{s}} \gg 1$, allowing us to introduce the approximation $e^{\frac{z-\mu}{s}}+1 \approx e^{\frac{z-\mu}{s}}$, simplifying the above equation as follows

$$
L_{l}(z)=-\log (4 s)-\frac{z-\mu}{s}
$$

Finally, by importing $z=\log p$, we obtain

$$
\begin{equation*}
\log \left(f_{Z[k]}(z)\right)=\frac{\mu}{s}-\log (4 s)-\frac{1}{s} \log (p) \tag{E.14}
\end{equation*}
$$

informing us that the probability density function $f_{Z[k]}(z)$ of the logistic distribution model in (E.9), decays linearly on a double logarithmic scale, for $z \gg \mu$. Therefore, the subset of the largest municipalities in population follows a power-law distribution, as discussed in Section 6.2.3.

Further, we define the logarithm of the probability density function $L_{n}(z)=$ $\log \left(f_{Z[k]}(z)\right)$ of a normal distribution in (E.4) and obtain

$$
L_{n}(z)=-\log (\sigma \sqrt{2 \pi})-\frac{(z-\mu)^{2}}{2 \pi^{2}}
$$

The above equation further transforms after importing $z=\log p$

$$
\begin{equation*}
\log \left(f_{Z[k]}(z)\right)=-\log (\sigma \sqrt{2 \pi})-\frac{(\log p-\mu)^{2}}{2 \pi^{2}} \tag{E.15}
\end{equation*}
$$

teaching us that the probability density function $f_{Z[k]}(z)$ of the normal distribution in (E.4) decreases on a double logarithmic scale as a square function of the population $p$. Tail distribution in (E.15) better fits the area per Dutch municipality, given the constraint that the sum of area per municipality $\sum_{i=1}^{N[k]} s_{i}[k]$ remains relatively constant in time.

## E.6. GOODNESS-OF-FIT TESTS

The goodness-of-fit tests Anderson-Darling (AD) and Kolmogorov-Smirnov (KS) [152, Ch. 14] are used, as shown in Figure E.4, to determine the plausibility of the hypothesis that the logarithm of the area per Dutch municipality follows either a normal or a logistic distribution. Both tests provide a $p$ value that answers how likely the hypothesis holds. These tests are based on measuring the difference (distance) between the hypothesized and measured distributions. Artificial datasets are created using the same model, and the distance is computed. Finally, the $p$ value represents the ratio of the artificial distance larger than the measured distance from the empirical data. If the computed $p$ value is close to 0 , the measured data does not agree with the hypothesized distribution, whereas $p$ close to 1 confirms the hypothesis.

## E.6.1. AREA DISTRIBUTION

Both the AD and KS tests indicate that, from 1830 until 1918, the logarithm of the area of a typical Dutch municipality follows a logistic distribution rather than a normal distribution, while from 1918 until 1990, the opposite holds. The AD and the KS test do not favour any distribution consistently during the last three decades.


Figure E.4: Anderson-Darling test (left-hand side) and Kolmogorov-Smirnov test (right-hand side) results of the normal distribution fit (red colour) and a logistic distribution fit (green colour) of the logarithm of the area $Y$ distribution in the period $1830-2019$.

## E.6.2. Population distribution

The $p$ value of the AD and KS goodness-of-fit tests is shown for both the normal and logistic distribution of the logarithmic of the population in Figure E.5. Over the entire period (1809-2019), the $p$ value of the AD and the KS goodness-of-fit tests indicates that the logarithm of population $Z[k]$ per municipality follows the logistic distribution more closely than the normal distribution.


Figure E.5: The $p$ value of the Anderson-Darling test (left-hand side) and Kolmogorov-Smirnov test (righthand side) for the hypothesis that the logarithm of population vector $Z[k]$ follows the normal (red colour) and logistic (green colour) distribution model in the period 1809-2019.

## E.7. CONSERVATION LAWS OF POPULATION AND AREA

## E.7.1. Area evolution

In this section, we analyse a merger case when $N_{a}[k]=|\mathscr{A}[k]|$ municipalities are abolished at the end of year $k$ and annexed by an existing municipality $\eta \in \mathscr{N}[k]$. The mean $y_{a v}[k]$ of the $N[k] \times 1$ logarithm of area vector $y[k]$ evolves after the merger as follows

$$
\begin{equation*}
y_{a \nu}[k]=\frac{1}{N[k]} \sum_{i \in \mathcal{N}[k]} y_{i}[k]=\frac{1}{N[k]} \log \left(\prod_{i \in \mathcal{N}[k]} s_{i}[k]\right), \tag{E.16}
\end{equation*}
$$

while in the next year $k+1$, after abolishing $N_{a}[k]$ municipalities into a single new municipality $\eta$ with area $s_{\eta}[k+1]=s_{\eta}[k]+\sum_{j \in \mathscr{A}[k]} s_{j}[k]$ in year $k+1$, we obtain

$$
y_{a \nu}[k+1]=\frac{1}{N[k]-N_{a}[k]} \log \left(\prod_{j \in \mathscr{N}[k] \backslash(\eta \cup \mathscr{A}[k])} s_{j}[k]\right)+\frac{1}{N[k]-N_{a}[k]} \log \left(\sum_{i \in \eta \cup \mathscr{A}[k]} s_{i}[k]\right) .
$$

By adding and subtracting the term $\frac{1}{N[k]-N_{a}[k]} \sum_{j \in \eta \cup \mathscr{A}[k]} \log \left(s_{j}[k]\right)$ from the above relation, we obtain

$$
\begin{aligned}
y_{a v}[k+1]= & \frac{N[k]}{N[k]-N_{a}[k]} y_{a v}[k]-\frac{1}{N[k]-N_{a}[k]} \sum_{j \in \eta \cup \mathscr{A}[k]} \log \left(s_{j}[k]\right)+ \\
& \frac{1}{N[k]-N_{a}[k]} \log \left(\sum_{i \in \eta \cup \mathscr{A}[k]} s_{i}[k]\right),
\end{aligned}
$$

from where the governing equation for the average of logarithm of the area vector $y_{a v}[k]$ is as follows

$$
\begin{equation*}
y_{a v}[k+1]=y_{a v}[k]+\frac{N_{a}[k]}{N[k]-N_{a}[k]} \cdot y_{a v}[k]+\frac{1}{N[k]-N_{a}[k]} \log \left(\frac{\sum_{i \in \eta \cup \mathscr{A}[k]} s_{i}[k]}{\prod_{j \in \eta \cup \mathscr{A}[k]} s_{j}[k]}\right) . \tag{E.17}
\end{equation*}
$$

## E.7.2. Population Evolution

Based on the revealed rank size distribution of population per municipality, presented in Figure 6.14, municipality $i$ population in year $k$ can be approximated as

$$
\begin{equation*}
z_{i}[k] \approx-\beta[k] \cdot \log r_{i}[k]+z_{A}[k], \tag{E.18}
\end{equation*}
$$

where $z_{A}[k]=\log \left(x_{A}[k]\right)$ denotes the logarithm of Amsterdam population in year $k$. By assuming that the ranking of a municipality $i$ does not change $r_{i}[k+1]=r_{i}[k]$ between years $k$ and $k+1$, we obtain

$$
\begin{equation*}
z_{i}[k+1]=-\beta[k+1] \cdot \log r_{i}[k]+\log \left(p_{A}[k+1]\right) \tag{E.19}
\end{equation*}
$$

By combining (6.14) and (E.19), the difference $z_{i}[k+1]-z_{i}[k]$ in logarithm of the population of the $i$-th municipality in two consecutive years $k$ and $k+1$ follows

$$
z_{i}[k+1]-z_{i}[k]=-(\beta[k+1]-\beta[k]) \cdot \log r_{i}[k]+\left(z_{A}[k+1]-z_{A}[k]\right) .
$$

After importing (6.12), the relation above translates into

$$
\log \left(\frac{p_{i}[k+1]}{p_{i}[k]}\right)=-b_{1} \cdot \log r_{i}[k]+\left(\log \left(p_{A}[k+1]\right)-\log \left(p_{A}[k]\right)\right)
$$

Finally, we obtain the population increase of municipality $i$ in year $k$

$$
\frac{p_{i}[k+1]}{p_{i}[k]}=\left(r_{i}[k]\right)^{-b_{1}} \cdot \frac{p_{A}[k+1]}{p_{A}[k]} .
$$

By assuming that each municipality follows the rank-size distribution in the equation above, we derive the mean $z_{a v}[k]$ as follows

$$
\begin{equation*}
z_{a v}[k]=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]}\left(-\beta[k] \cdot \log r_{i}[k]+z_{A}[k]\right)=-\beta[k] \cdot \log \left(N[k]!\frac{1}{N[k]}\right)+z_{A}[k] . \tag{E.20}
\end{equation*}
$$

After importing (E.18) and (E.20) into the definition of the variance $\operatorname{Var}(z[k])$, we obtain

$$
\operatorname{Var}(z[k])=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]}\left(z_{A}[k]+\beta[k] \cdot \log \left(N[k]!\frac{1}{N[k]}\right)-\beta[k] \cdot \log r_{i}[k]-z_{A}[k]\right)^{2}
$$

that further simplifies as follows

$$
\begin{equation*}
\operatorname{Var}(z[k])=\beta^{2}[k] \cdot g(N[k]) \tag{E.21}
\end{equation*}
$$

where

$$
g(N[k])=\frac{1}{N[k]} \sum_{i=1}^{N[k]}\left(\log \frac{N[k]!\frac{1}{N[k]}}{r_{i}}\right)^{2}=\frac{1}{N[k]} \sum_{i=1}^{N[k]}\left(\log \frac{N[k]!\frac{1}{N[k]}}{i}\right)^{2}
$$

when the sum terms are ordered in descending order. Equation (E.21) teaches us that, for a given $N[k]$, the variance $\operatorname{Var}(z[k])$ is a square function of the rank-size distribution slope $\beta[k]$.

## E.7.3. RANK-SIZE DISTRIBUTION VERSUS POWER-LAW DISTRIBUTION

Under the assumptions introduced in Section 6.3.3, we derive the following probability distribution function

$$
\begin{equation*}
\operatorname{Pr}\left(X[k]>x_{i}\right)=\frac{r_{i}}{N[k]} \tag{E.22}
\end{equation*}
$$

From (6.14), we obtain

$$
r_{i}[k]=\left(\frac{x_{i}[k]}{x_{A}[k]}\right)^{-\frac{1}{\beta[k]}},
$$

transforming further relation (E.22)

$$
\operatorname{Pr}\left(X[k]>x_{i}\right)=\frac{1}{N[k]} \cdot\left(\frac{x_{i}[k]}{x_{A}[k]}\right)^{-\frac{1}{\beta[k]}} .
$$

On the other side, probability distribution function of the power-law distribution is

$$
\operatorname{Pr}\left(X[k]>x_{i}\right)=x_{i}^{-(\tau[k]-1)} .
$$

By comparing the last relation with (E.22), we obtain

$$
\frac{1}{\beta[k]} \approx \tau[k]-1
$$

leading to the dependece between the rank-size distribution slope $\beta[k]$ and the exponent of the power-law distribution $\tau[k]$

$$
\beta[k]=\frac{1}{\tau[k]-1}
$$

## E.8. Properties of the Migration Model

Theorem 23 The proposed migration model (6.24) does not change the total population over time, but internally redistributes the population among neighbouring municipalities:

$$
\begin{equation*}
T[k]=T[0], k>0 \tag{E.23}
\end{equation*}
$$

Proof Total population in year $k$ is denoted as $T[k]=u^{T} \cdot p[k]$. The total population $T[k+1]$ in the following $k+1$ is as follows:

$$
T[k+1]=u^{T} \cdot p[k+1]
$$

By implementing (6.24) we obtain:

$$
T[k+1]=u^{T} \cdot\left(I+\alpha \cdot M^{T}[k]+\delta \cdot M[k]-\delta \cdot \operatorname{diag}\left(M^{T}[k] \cdot u\right)-\alpha \cdot \operatorname{diag}(M[k] \cdot u)\right) \cdot p[k] .
$$

We further group terms of the previous equation

$$
\begin{align*}
T[k+1] & =T[k] \\
& +\left(\delta \cdot\left(M^{T} \cdot u\right)^{T}-\delta \cdot\left(M^{T} \cdot u\right)^{T}\right) \cdot p[k]  \tag{E.24}\\
& +\left(\alpha \cdot(M \cdot u)^{T}-\alpha \cdot(M \cdot u)^{T}\right) \cdot p[k]
\end{align*}
$$

from where we conclude $T[k+1]=T[k]$ or $T[k]=T[0]$, which completes the proof.

Theorem 24 The proposed migration model, defined in (6.24), is in a steady state if the following condition holds for each node $i \in \mathscr{N}[k]$ :

$$
\begin{equation*}
\left.p_{i}[k]=\frac{\left.\sum_{j \in \cdot \mathcal{N}_{i}^{+}[k]} \delta \cdot p_{j}[k]+\sum_{m \in \mathcal{N}_{i}^{-}} \alpha \cdot k\right]}{} \alpha \cdot p_{m}[k]\right] \tag{E.25}
\end{equation*}
$$

where $\mathscr{N}_{i}^{+}[k]=\left\{j \mid j \in \mathscr{N}_{i}[k] p_{i}[k]>p_{j}[k]\right\}$ defines a set of neighbours of node $i$, that have a larger population, while the set of smaller neighbours is given by $\mathscr{N}_{i}^{-}[k]=\{j \mid j \in$ $\left.\mathscr{N}_{i}[k], p_{i}[k]<p_{j}[k]\right\}$.

Proof We transform the governing equation (6.24) of the migration model into a nodelevel governing equation:

$$
\begin{align*}
p_{i}[k+1] & =p_{i}[k] \\
& +\sum_{j \in \mathcal{N}_{i}^{+}[k]} \delta \cdot p_{j}[k]+\sum_{m \in \mathcal{N}_{i}^{-}[k]} \alpha \cdot p_{m}[k]  \tag{E.26}\\
& -\sum_{j \in \mathcal{N}_{i}^{+}[k]} \alpha \cdot p_{i}[k]-\sum_{m \in \mathcal{N}_{i}^{-}[k]} \delta \cdot p_{i}[k]
\end{align*}
$$

We implement the steady state equality $p_{i}[k+1]=p_{i}[k]$ into (E.26) and obtain:

$$
\begin{equation*}
\left(\sum_{j \in \mathscr{N}_{i}^{+}[k]} \alpha+\sum_{m \in \mathcal{N}_{i}^{-}[k]} \delta\right) \cdot p_{i}[k]=\sum_{j \in \mathcal{N}_{i}^{+}[k]} \delta \cdot p_{j}[k]+\sum_{m \in \mathscr{N}_{i}^{-}[k]} \alpha \cdot p_{m}[k], \tag{E.27}
\end{equation*}
$$

from where we conclude

$$
\begin{equation*}
p_{i}[k]=\frac{\sum_{j \in \mathcal{N}_{i}^{+}[k]} \delta \cdot p_{j}[k]+\sum_{m \in \mathscr{N}_{i}^{-}[k]} \alpha \cdot p_{m}[k]}{\alpha \cdot d_{i}^{+}+\delta \cdot d_{i}^{-}} \tag{E.28}
\end{equation*}
$$

which completes the proof.

## E.9. List of Notations

Four tables with the list of used notations in the paper are provided below.

Table E.1: Notations used in the paper for the Dutch Municipality Network

| Notation | Explanation |
| :---: | :--- |
| $k$ | Year $k$ |
| $N[k]$ | Number of active municipalities in year $k$ |
| $N_{a}[k]$ | Number of abolished municipalities in year $k$ |
| $N_{n}[k]$ | Number of newly established municipalities in year $k$ |
| $\mathscr{N}^{[ }[k]$ | Set of active municipalities in year $k$ |
| $\mathscr{A}[k]$ | Set of abolished municipalities at the end of year $k$ |
| $\mathscr{N}_{i}[k]$ | Set of municipality $i$ neighbouring municipalities in year $k$ |
| $\mathscr{N}_{i}^{+}[k]$ | Set of municipality $i$ neighbours with larger population in year $k$ |
| $\mathscr{N}_{i}^{-}[k]$ | Set of municipality $i$ neighbours with smaller population in year $k$ |
| $d_{i}[k]$ | Degree of node $i$ in year $k$ |
| $d_{i}^{+}[k]$ | Number of municipality $i$ neighbours with larger population in year $k$ |
| $d_{i}^{-}[k]$ | Number of municipality $i$ neighbours with smaller population in year $k$ |
| $d_{a v}[k]$ | Average degree of the DMN in year $k$ |
| $L[k]$ | Number of links in the DMN in year $k$ |
| $\mathscr{L}[k]$ | Set of links in the DMN in year $k$ |
| $A[k]$ | Adjacency matrix of the DMN in year $k$ |
| $a_{i j}[k]$ | $i j$-th element of the adjacency matrix $A[k]$ in year $k$ |

Table E.2: Notations used for the analysis of population dynamics

| Notation | Explanation |
| :---: | :--- |
| $p_{i}[k]$ | Population of municipality $i$ in year $k$ |
| $p_{A}[k]$ | Population of Amsterdam in year $k$ |
| $z_{i}[k]$ | Logarithm of the population size of municipality $i$ in year $k$ |
| $z_{A}[k]$ | Logarithm of the population size of municipality Amsterdam in year $k$ |
| $p[k]$ | The $N[k] \times 1$ vector of the population per municipality in year $k$ |
| $z[k]$ | The $N[k] \times 1$ vector of logarithm of the population size per municipality in year $k$ |
| $p_{a v}[k]$ | Average population per municipality in year $k$ |
| $z_{a v}[k]$ | Average logarithm of the population per municipality in year $k$ |
| $P[k]$ | Population random variable in year $k$ |
| $Z[k]$ | Logarithm of the population random variable in year $k$ |
| $T[k]$ | Total population of The Netherlands in year $k$ |
| $M[k]$ | The $N[k] \times N[k]$ migration matrix of the DMN in year $k$ |
| $m_{i j}[k]$ | ij-th element of the migration matrix M[k] in year $k$ |
| $\alpha[k]$ | Forward migration rate in year $k$ |
| $\delta[k]$ | Backward migration rate in year $k$ |
| $c_{1}[k]$ | Estimated slope of the population increase in year $k$ |
| $c_{2}[k]$ | Estimated additive constant of the population increase in year $k$ |
|  |  |

Table E.3: Notations used for the area and the merging process

| Notation | Explanation |
| :---: | :--- |
| $s_{i}[k]$ | Area size of municipality $i$ in year $k$ |
| $y_{i}[k]$ | Logarithm of the area size of municipality $i$ in year $k$ |
| $s[k]$ | The $N[k] \times 1$ vector of area size per municipality in year $k$ |
| $y[k]$ | The $N[k] \times 1$ vector of logarithm of the area size per municipality in year $k$ |
| $s_{a v}[k]$ | Average area size per municipality in year $k$ |
| $y_{a v}[k]$ | Average logarithm of the area size per municipality in year $k$ |
| $S[k]$ | Area random variable in year $k$ |
| $Y[k]$ | Logarithm of the area random variable in year $k$ |
| $x_{i}[k]$ | Abolishment Likelihood index of municipality $i$ in year $k$ |
| $x[k]$ | The $N[k] \times 1$ vector with an Abolishment Likelihood index per municipality in year $k$ |

Table E.4: Notations used for distribution functions

| Notation | Explanation |
| :---: | :--- |
| $\mu_{n}[k]$ | Shape parameter of the normal distribution in year $k$ |
| $\sigma_{n}[k]$ | Scale parameter of the normal distribution in year $k$ |
| $\mu_{l}[k]$ | Shape parameter of the logistic distribution in year $k$ |
| $\sigma_{l}[k]$ | Scale parameter of the logistic distribution in year $k$ |
| $\beta[k]$ | Population rank-size distribution slope in year $k$ |
| $b_{1}[k]$ | First parameter of a linear fit of $\beta[k]$ |
| $b_{2}[k]$ | Second parameter of a linear fit of $\beta[k]$ |
| $\tau[k]$ | Exponent of the power-law distribution in year $k$ |
| $C[k]$ | Normalisation constant of the power-law distribution in year $k$ |
| $E[P]$ | Expectation of the random variable $P$ |
| $\operatorname{Var}(P)$ | Variance of the random variable $P$ |
| $\operatorname{Cov}(P)$ | Covariance of the random variable $P$ |
| $p$ | $p$ value of a goodness-of-fit test |

## F

## Appendix for Chapter 7

## F.1. List of Notations

Table F.1: Notations for the graph $G$ and DLSS models

| Notation | Explanation |
| :---: | :--- |
| $G$ | Graph |
| $\mathscr{N}$ | Set of $N$ nodes of graph $G$ |
| $\mathscr{L}$ | Set of $L$ links of graph $G$ |
| $N$ | Number of nodes in graph $G$ |
| $L$ | Number of links in graph $G$ |
| $W$ | Adjacency matrix of graph $G$ |
| $A_{i}$ | State matrix of a DLSS model of node/system $i$ |
| $B_{i}$ | Input matrix of a DLSS model of node/system $i$ |
| $C_{i}$ | Output matrix of a DLSS model of node/system $i$ |
| $D_{i}$ | Feedforward matrix of a DLSS model of node/system $i$ |
| $A_{d}$ | Diagonal block matrix composed of $A_{i}$ matrices, $i \in \mathscr{N}$ |
| $B_{d}$ | Diagonal block matrix composed of $B_{i}$ matrices, $i \in \mathscr{N}$ |
| $C_{d}$ | Diagonal block matrix composed of $C_{i}$ matrices, $i \in \mathscr{N}$ |
| $D_{d}$ | Diagonal block matrix composed of $D_{i}$ matrices, $i \in \mathscr{N}$ |
| $A_{e}$ | State matrix of a DLSS model of the network |
| $B_{e}$ | Input matrix of a DLSS model of the network |
| $C_{e}$ | Output matrix of a DLSS model of the network |
| $D_{e}$ | Feedforward matrix of a DLSS model of the network |

Table F.2: Notations for the links in $G_{e}$

| Notation | Explanation |
| :---: | :--- |
| $l_{w}$ | Vector with number of internal links connected to each internal node in $G_{e}$ |
| $l_{\phi}$ | Vector with number of input links connected to each internal node in $G_{e}$ |
| $l_{\psi}$ | Vector with number of output links connected to each output node in $G_{e}$ |
| $l_{z}$ | Vector with number of external links connected to each output node in $G_{e}$ |
| $L_{w}$ | Total number of internal links in $G_{e}$ |
| $L_{\phi}$ | Total number of input links in $G_{e}$ |
| $L_{\psi}$ | Total number of output links in $G_{e}$ |
| $L_{z}$ | Total number of external links in $G_{e}$ |
| $s_{w}$ | Vector with number of components of each internal link in $G_{e}$ |
| $s_{\phi}$ | Vector with number of components of each input link in $G_{e}$ |
| $s_{\psi}$ | Vector with number of components of each output link in $G_{e}$ |
| $s_{z}$ | Vector with number of components of each external link in $G_{e}$ |
| $S_{w}$ | Total number of components of all internal links in $G_{e}$ |
| $S_{\phi}$ | Total number of components of all input links in $G_{e}$ |
| $S_{\psi}$ | Total number of components of all output links in $G_{e}$ |
| $S_{z}$ | Total number of components of all external links in $G_{e}$ |

## F.2. Elaboration of Definition 20

We recall the definition of the matrix $\Gamma$ :

$$
\Gamma=\left[\begin{array}{lll}
\left(\Gamma_{\phi}\right)_{\left(L_{w}+L_{\psi}\right) \times r} & \left(\Gamma_{w}\right)_{\left(L_{w}+L_{\psi}\right) \times N} & O_{\left(L_{w}+L_{\phi}\right) \times q} \\
\left(\Gamma_{z}\right)_{\left(L_{\psi}+L_{z}\right) \times r} & \left(\Gamma_{\psi}\right)_{\left(L_{\psi}+L_{z}\right) \times N} & O_{\left(L_{\psi}+L_{z}\right) \times q}
\end{array}\right]
$$

Matrix $\Gamma$ preserves information of the source node of each link in $G_{e}$. Each row of the matrix $\Gamma$ contains exactly one non-zero element and this element is equal to 1 .

When $\left(\Gamma_{w}\right)_{i j}=1$, it means that $j$-th internal node provides the $i$-th link of $G_{e}$. In case $\left(\Gamma_{\phi}\right)_{i j}=1$, we conclude that the $i$-th link of $G_{e}$ originates from the $j$-th input node. The links connected to the internal nodes are defined with the matrices $\Gamma_{w}$ and $\Gamma_{\phi}$. There are $L_{w}+L_{\phi}$ such links (i.e. internal and input links).

Remaining $L_{\psi}+L_{z}$ links of $G_{e}$ are connected to the output nodes and they are defined by the matrices $\Gamma_{\psi}$ and $\Gamma_{z}$ (i.e. output and external links). For $\left(\Gamma_{\psi}\right)_{i j}=1$, we conclude that the $\left(L_{w}+L_{\phi}+i\right)$-th link of $G_{e}$ originates from the $j$-th internal node. Analogously, $\left(\Gamma_{z}\right)_{i j}=1$ indicates that the $j$-th input node provides the $\left(L_{w}+L_{\phi}+i\right)$-th link of $G_{e}$.

In case all the links in $G_{e}$ are one-dimensional, i.e. $p_{i}=1$ and $\mu_{j}=1$, where $i \in \mathscr{N}$, $j \in \mathscr{M}$, the following relations hold:

$$
\left\{\begin{array}{l}
u_{d}[k]=\Gamma_{w} \cdot y_{d}[k]+\Gamma_{\phi} \cdot \eta[k] \\
\xi[k]=\Gamma_{\psi} \cdot y_{d}[k]+\Gamma_{z} \cdot \eta[k]
\end{array}\right.
$$

The definitions of the matrices $F_{w}, F_{\phi}, F_{\psi}$ and $F_{z}$ represent the generalization of the matrices $\Gamma_{w}, \Gamma_{\phi}, \Gamma_{\psi}$ and $\Gamma_{z}$, respectively, in case when not all the links in $G_{e}$ are onedimensional.

Table F.3: Notations for the processes in $G_{e}$

| Notation | Explanation |
| :---: | :---: |
| $k$ | Discrete time variable |
| $t$ | Continuous time variable |
| $s$ | Complex variable |
| $n_{i}$ | Number of states of $i$-th node/system in $G$ |
| $n$ | Vector with number of states of each node/system in $G$ |
| $m_{i}$ | Dimension of the input vector $u_{i}$ of the $i$-th node/system in $G$ |
| $m$ | Vector with dimension of the input vector $u_{i}$ of each node/system in $G(i \in \mathscr{N})$ |
| $p_{i}$ | Dimension of the output vector $y_{i}$ of the $i$-th node/system in $G$ |
| $p$ | Vector with dimension of the output vector $y_{i}$ of each node/system in $G(i \in \mathscr{N})$ |
| $x_{i}$ | State vector of the $i$-th node/system in $G$ |
| $x_{e}$ | State vector of entire network |
| $X_{e}(s)$ | Laplace transform of the state vector $x_{e}(t)$ |
| $u_{i}$ | Input vector of the $i$-th node/system in $G$ |
| $u_{d}$ | Aggregated input vectors $u_{i}$ of each node/system in $G(i \in \mathscr{N})$ |
| $U_{d}(s)$ | Laplace transform of the aggregated input vector $u_{d}(t)$ |
| $y_{i}$ | Output vector of the $i$-th node/system in $G$ |
| $y_{d}$ | Aggregated output vectors $y_{i}$ of each node/system in $G(i \in \mathscr{N})$ |
| $Y_{d}(s)$ | Laplace transform of the aggregated output vector $y_{d}(t)$ |
| $\mu$ | Set of input nodes in $G_{e}$ |
| $r$ | Number of input nodes in $G_{e}$ |
| $\mu_{i}$ | Dimension of the $i$-th external input vector $\eta_{i}$ |
| $\mu$ | Vector with dimension of the external input vector $\eta_{i}$ of each input node in $G_{e}(i \in \mathscr{M})$ |
| M | Sum of elements of the vector $\mu$ |
| $\eta_{i}$ | The $i$-th external input vector in $G_{e}$ |
| $H_{i}(s)$ | Laplace transform of the $i$-th external input vector $\eta_{i}(t)$ |
| $\eta$ | Aggregated external input vector |
| $H(s)$ | Laplace transform of the aggregated external input vector $\eta(t)$ |
| $\mathscr{P}$ | Set of output nodes in $G_{e}$ |
| 9 | Number of output nodes in $G_{e}$ |
| $\rho_{i}$ | Dimension of the $i$-th external output vector $\xi_{i}$ in $G_{e}$ |
| $\rho$ | Vector with dimension of the external output vector $\xi_{i}$ of each input node in $G_{e}(i \in \mathscr{P})$ |
| $P$ | Sum of elements of the vector $\rho$ |
| $\xi_{i}$ | The $i$-th external output vector in $G_{e}$ |
| $\Xi_{i}(s)$ | Laplace transform of the i-th external output vector $\xi_{i}(t)$ |
| $\xi$ | Aggregated external output vector |
| $\Xi(s)$ | Laplace transform of the aggregated external output vector $\xi(t)$ |
| $H_{i}(s)$ | Matrix of transfer functions of the $i$-th node/system in $G$ |
| $G_{d}(s)$ | Diagonal matrix composed of matrices $H_{i}(s)$ of each node/system in $G(i \in \mathscr{N})$ |
| $G_{e}(s)$ | Matrix of transfer functions of the entire network |

## F.3. Proof of Theorem 21

After substituting the first relation from (7.31) into the second relation from (7.29) we obtain:

$$
y_{d}[k]=C_{d} \cdot x_{e}[k]+D_{d} \cdot F_{w} \cdot y_{d}[k]+D_{d} \cdot F_{\phi} \cdot \eta[k]
$$

Table F.4: Notations for the extended graph $G_{e}$

| Notation | Explanation |
| :---: | :--- |
| $G_{e}$ | Extended graph |
| $\mathscr{N}_{e}$ | Set of $N_{e}$ nodes of extended graph $G_{e}$ |
| $\mathscr{L}_{e}$ | Set of $L_{e}$ links of extended graph $G_{e}$ |
| $N_{e}$ | Number of nodes in extended graph $G_{e}$ |
| $L_{e}$ | Number of links in extended graph $G_{e}$ |
| $W_{e}$ | Adjacency matrix of extended graph $G_{e}$ |
| $\Lambda$ | Incidence matrix of extended graph $G_{e}$ |
| $\Gamma$ | Transposed incidence matrix $\Lambda$ with all negative entries set to 0 |
| $\Gamma_{w}$ | Internal sub-matrix of $\Gamma$ |
| $\Gamma_{\phi}$ | Input sub-matrix of $\Gamma$ |
| $\Gamma_{\psi}$ | Output sub-matrix of $\Gamma$ |
| $\Gamma_{z}$ | External sub-matrix of $\Gamma$ |
| $\Phi$ | Matrix that defines the input links existence |
| $\Psi$ | Matrix that defines the output links existence |
| $Z$ | Matrix that defines the external links existence |
| $F$ | Extension of the matrix $\Gamma$ for higher-dimensional vectors in $G_{e}$ |
| $F_{w}$ | Internal topology matrix, defined upon $\Gamma_{w}$ |
| $F_{\phi}$ | Input topology matrix, defined upon $\Gamma_{\phi}$ |
| $F_{\psi}$ | Output topology matrix, defined upon $\Gamma_{\psi}$ |
| $F_{z}$ | External topology matrix, defined upon $\Gamma_{z}$ |

Under the assumption $\operatorname{det}\left(I-D_{d} \cdot F_{w}\right)^{-1} \neq 0$, we further obtain:

$$
\begin{equation*}
y_{d}[k]=\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot x_{e}[k]+\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right) \cdot \eta[k] \tag{F.1}
\end{equation*}
$$

After substituting relation (F.1) into first relation from (7.31), we obtain the expression for the aggregated input vector $u_{d}$ :

$$
\begin{equation*}
u_{d}[k]=F_{w} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot x_{e}[k]+\left(F_{w} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{\phi}\right) \cdot \eta[k] \tag{F.2}
\end{equation*}
$$

Further, after substituting relation (F.2) into first relation from (7.29), we obtain:

$$
x_{e}[k+1]=\left(A_{d}+B_{d} \cdot F_{w} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}\right) \cdot x_{e}[k]+\left(B_{d} \cdot F_{w} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot D_{d} \cdot F_{\phi}+B_{d} \cdot F_{\phi}\right) \cdot \eta[k]
$$

from where we recognize the matrices $A_{e}$ and $B_{e}$ :

$$
\left\{\begin{array}{l}
A_{e}=A_{d}+\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \\
B_{e}=\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+B_{d} \cdot F_{\phi}
\end{array}\right.
$$

Finally, after substituting expression for the aggregated output vector $y_{d}$ from (F.1) into second relation from (7.31), we obtain:

$$
\xi[k]=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot x_{e}[k]+F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot D_{d} \cdot F_{\phi} \cdot \eta[k]+F_{z} \cdot \eta[k]
$$

Hence, we find:

$$
\left\{\begin{array}{l}
C_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \\
D_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z}
\end{array}\right.
$$

which completes the proof.

## F.4. HOMOGENEOUS NETWORK WITH IDENTICAL INTERACTIONS BETWEEN THE NODES

In the following subsection, we examine the simplest network with linear processes, i.e. a homogeneous network (a network with nodes that perform identical internal dynamics) with identical dynamic interactions between the nodes/systems. Consequently, dimensions of the external input (7.8) and external output (7.10) vectors, as well of the input (7.6) and output vectors (7.7) are the same:

$$
\begin{equation*}
m_{i}=p_{j}=\mu_{l}=\rho_{\nu}=p_{1} \quad i, j \in \mathscr{N} \quad l \in \mathscr{M} \quad v \in \mathscr{P} \tag{F.3}
\end{equation*}
$$

Node/system $i$ performs internal dynamics defined by (7.4), where the $n_{i} \times n_{i}$ state ma$\operatorname{trix} A$, the $n_{i} \times m_{i}$ input matrix $B$, the $p_{i} \times n_{i}$ output matrix $C$ and the $p_{i} \times m_{i}$ feed-forward matrix $D$ are identical for each node/system in the network. For identical interactions, instead of stacking incoming vectors of a certain node into an input/external output vector as in (7.16), they are summed:

$$
\begin{align*}
& u_{i}[k]=\sum_{j \in \mathcal{N}, w_{j i}=1} y_{j}[k]+\sum_{l \in \mathscr{M}, \phi_{l i}=1} \eta_{l}[k] \\
& \xi_{i}[k]=\sum_{j \in \mathcal{N}, \psi_{j i}=1} y_{j}[k]+\sum_{l \in \mathscr{M}, z_{l i}=1} \eta_{l}[k] \tag{F.4}
\end{align*}
$$

Therefore, Definition 20 for a homogeneous network with identical interactions reduces to:

$$
\begin{cases}u_{d}[k] & =\left(W^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot y_{d}[k]+\left(\Phi^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot \eta[k]  \tag{F.5}\\ \xi[k] & =\left(\Psi^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot y_{d}[k]+\left(Z^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot \eta[k]\end{cases}
$$

Analogously to the Theorem 21, we provide the parameters of the DLSS model for the time dynamics of the entire network:

$$
\left\{\begin{array}{l}
A_{e}=\left(W^{T} \otimes B\right) \cdot\left(I_{N p_{1} \times N p_{1}}-W^{T} \otimes D\right)^{-1} \cdot\left(I_{N} \otimes C\right)+\left(I_{N \times N} \otimes A\right)  \tag{F.6}\\
B_{e}=\left(W^{T} \otimes B\right) \cdot\left(I_{N p_{1} \times N p_{1}}-W^{T} \otimes D\right)^{-1} \cdot\left(\Phi^{T} \otimes D\right)+\left(\Phi^{T} \otimes B\right) \\
C_{e}=\left(\Psi^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot\left(I_{N p_{1} \times N p_{1}}-W^{T} \otimes D\right)^{-1} \cdot\left(I_{N \times N} \otimes C\right) \\
D_{e}=\left(\Psi^{T} \otimes I_{p_{1} \times p_{1}}\right) \cdot\left(I_{N p_{1} \times N p_{1}}-W^{T} \otimes D\right)^{-1} \cdot\left(\Phi^{T} \otimes D\right)+\left(Z^{T} \otimes I_{p_{1} \times p_{1}}\right)
\end{array}\right.
$$

while, in the case, the $p_{1} \times p_{1}$ feed-forward matrix $D=O_{p_{1} \times p_{1}}$, the solution for parameters of the governing model (7.34) becomes considerably simpler:

$$
\left\{\begin{array}{l}
A_{e}=\left(W^{T} \otimes B \cdot C\right)+\left(I_{N \times N} \otimes A\right)  \tag{F.7}\\
B_{e}=\left(\Phi^{T} \otimes B\right) \\
C_{e}=\left(\Psi^{T} \otimes C\right) \\
D_{e}=\left(Z^{T} \otimes I_{p_{1} \times p_{1}}\right)
\end{array}\right.
$$

## F.5. CONTINUOUS-TIME LINEAR PROCESSES ON COMPLEX NETWORKS

## F.5.1. Time-DOMAIN ANALYSIS

The continuous-time linear dynamics of the $i$-th node/system of the network obey a similar governing equation as (7.4):

$$
\left\{\begin{align*}
\frac{d x_{i}(t)}{d t} & =A_{i} \cdot x_{i}(t)+B_{i} \cdot u_{i}(t)  \tag{F.8}\\
y_{i}(t) & =C_{i} \cdot x_{i}(t)+D_{i} \cdot u_{i}(t)
\end{align*}\right.
$$

where $t$ denotes continuous time. We revise the definition of the $\sum_{i=1}^{N} m_{i} \times 1$ aggregated input vector $u_{d}$ from (7.30), the $\sum_{i=1}^{N} p_{i} \times 1$ aggregated output vector $y_{d}$ from (7.30), the $M \times 1$ aggregated external input vector $\eta$ from (7.9) and the $P \times 1$ aggregated external output vector $\xi$ from (7.11) as follows:

$$
\begin{gather*}
u_{d}(t)=\left[\begin{array}{c}
u_{1}(t) \\
u_{2}(t) \\
\vdots \\
u_{N}(t)
\end{array}\right] \quad y_{d}(t)=\left[\begin{array}{c}
y_{1}(t) \\
y_{2}(t) \\
\vdots \\
y_{N}(t)
\end{array}\right]  \tag{F.9}\\
\eta(t)=\left[\begin{array}{c}
\eta_{1}(t) \\
\eta_{2}(t) \\
\vdots \\
\eta_{r}(t)
\end{array}\right] \quad \xi(t)=\left[\begin{array}{c}
\xi_{1}(t) \\
\xi_{2}(t) \\
\vdots \\
\xi_{q}(t)
\end{array}\right]
\end{gather*}
$$

provided the matrix $\left(I-D_{d} \cdot F_{w}\right)$ is non-singular or $\left(D_{d} \cdot F_{w}\right)$ has not an eigenvalue 1, are explicitly determined as follows:

$$
\left\{\begin{array}{l}
A_{e}=\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}+A_{d}  \tag{F.12}\\
B_{e}=\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+B_{d} \cdot F_{\phi} \\
C_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \\
D_{e}=F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z}
\end{array}\right.
$$

while Corollary 1 remains the same.

## F.5.2. LAPLACE-DOMAIN ANALYSIS

The unilateral (one-sided) Laplace transform, denoted as $\mathscr{L}\{f(t)\}$, of a continuous-time function $f(t)$ that is defined for all real numbers $t \geq 0$ is the complex function $F(s)$ defined as follows:

$$
\begin{equation*}
F(s)=\mathscr{L}\{f(t)\}=\int_{0}^{\infty} e^{-s t} f(t) d t \tag{F.13}
\end{equation*}
$$

where $s$ is a complex variable. In case the function $f(t)$ is defined also for negative real numbers, the bilateral (two-sided) Laplace transform is defined as en extension of (F.13), where the limits of the integral become entire real axis:

$$
\begin{equation*}
F(s)=\mathscr{L}\{f(t)\}=\int_{-\infty}^{\infty} e^{-s t} f(t) d t \tag{F.14}
\end{equation*}
$$

The inverse Laplace transform, denoted as $\mathscr{L}^{-1}\{F(s)\}$ is defined by:

$$
\begin{equation*}
f(t)=\mathscr{L}^{-1}\{F(s)\}=\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \oint_{\gamma-i T}^{\gamma+i T} e^{s t} F(s) d s \tag{F.15}
\end{equation*}
$$

where the real number $\gamma$ defines the contour path of integration, that belongs to the region of convergence of $F(s)$.

The governing equations of the $i$-th node/system in continuous-time domain from (F.8) can be transformed into transfer functions using Laplace transform:

$$
\begin{equation*}
Y_{i}(s)=G_{i}(s) \cdot U_{i}(s)=\left(C_{i} \cdot\left(s I-A_{i}\right)^{-1} \cdot B_{i}+D_{i}\right) \cdot U_{i}(s) \tag{F.16}
\end{equation*}
$$

where the $p_{i} \times 1$ complex output vector $Y_{i}(s)$ and the $m_{i} \times 1$ complex input vector $U_{i}(s)$ are the Laplace transforms of the output vector $y_{i}(t)$ and the input vector $u_{i}(t)$, respectively. The $p_{i} \times m_{i}$ complex matrix $G_{i}(s)$ is a matrix of transfer functions between the complex vectors $Y_{d}(s)$ and $U_{d}(s)$, where the $\left(G_{i}(s)\right)_{j k}$ transfer function defines the dynamics between the $j$-th component of the complex output vector $\left(Y_{i}(s)\right)_{j}$ and the $k$-th component of the complex input vector $\left(U_{i}(s)\right)_{k}$.

The Laplace transforms of the aggregated input vector $u_{d}(t)$, aggregated output vector $y_{d}(t)$, aggregated external input vector $\eta(t)$ and aggregated external output vector
$\xi(t)$ from (F.9) are defined as follows, respectively:

$$
\begin{gather*}
U_{d}(s)=\left[\begin{array}{c}
U_{1}(s) \\
U_{2}(s) \\
\vdots \\
U_{N}(s)
\end{array}\right]  \tag{F.17}\\
Y_{d}(s)=\left[\begin{array}{c}
Y_{1}(s) \\
Y_{2}(s) \\
\vdots \\
Y_{N}(s)
\end{array}\right] \\
H(s)=\left[\begin{array}{c}
H_{1}(s) \\
H_{2}(s) \\
\vdots \\
H_{r}(s)
\end{array}\right]
\end{gather*}
$$

By defining the $\sum_{i=1}^{N} p_{i} \times \sum_{i=1}^{N} m_{i}$ complex matrix $G_{d}(s)$ as a block diagonal matrix, composed of the transfer functions $G_{i}(s)$ of each individual node/system (i.e. $i \in \mathscr{N}$ ):

$$
G_{d}(s)=\operatorname{diagonal}\left[\begin{array}{llll}
G_{1}(s) & G_{2}(s) & \ldots & G_{N}(s) \tag{F.18}
\end{array}\right]=C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot B_{d}+D_{d}
$$

we are able to define the dynamics between the complex aggregated output vector $Y_{d}(s)$ and complex aggregated input vector $U_{d}(s)$ in a compact form:

$$
\begin{equation*}
Y_{d}(s)=G_{d}(s) \cdot U_{d}(s) \tag{F.19}
\end{equation*}
$$

The aim of this subsection is to determine the $P \times M$ complex matrix $G_{e}(s)$ of transfer functions between the complex aggregated external output vector $\Xi(s)$ and the complex aggregated external input vector $H(s)$ :

$$
\begin{equation*}
\Xi(s)=G_{e}(s) \cdot H(s) \tag{F.20}
\end{equation*}
$$

where the $P \times 1$ complex aggregated external output vector $\Xi(s)$ and the $M \times 1$ complex aggregated external input vector $H(s)$ are Laplace transforms of the aggregated external input vector $\xi(t)$ and the aggregated external input vector $\eta(t)$, respectively.

The Laplace transform of the direct continuous-time analogy of Definition 1 in discrete-time domain is as follows:

$$
\left\{\begin{array}{l}
U_{d}(s)=F_{w} \cdot Y_{d}(s)+F_{\phi} \cdot H(s)  \tag{F.21}\\
\Xi(s)=F_{\psi} \cdot Y_{d}(s)+F_{z} \cdot H(s)
\end{array}\right.
$$

Theorem 26 The complex matrix $G_{e}(s)$ of transfer functions from (F.20) is explicitly determined as follows:

$$
\begin{equation*}
G_{e}(s)=F_{\psi} \cdot\left(I-G_{d}(s) \cdot F_{w}\right)^{-1} \cdot G_{d}(s) \cdot F_{\phi}+F_{z} \tag{F.22}
\end{equation*}
$$

Proof. We provide two different proofs of the Theorem 26. The first proof is based upon (F.21).

1) After substituting first relation from (F.21) into (F.19), we obtain:

$$
Y_{d}(s)=G_{d}(s) \cdot F_{w} \cdot Y_{d}(s)+G_{d}(s) \cdot F_{\phi} \cdot H(s)
$$

from where, under the assumption $\operatorname{det}\left(I-F_{w} \cdot G_{d}(s)\right) \neq 0$ we express the complex aggregated output vector $Y_{d}(s)$ :

$$
\begin{equation*}
Y_{d}(s)=\left(I-G_{d}(s) \cdot F_{w}\right)^{-1} \cdot G_{d}(s) \cdot F_{\phi} \cdot H(s) \tag{F.23}
\end{equation*}
$$

Next, we substitute (F.23) into second relation from (F.21) and obtain:

$$
\Xi(s)=\left(F_{\psi} \cdot\left(I-G_{d}(s) \cdot F_{w}\right)^{-1} \cdot G_{d}(s) \cdot F_{\phi}+F_{z}\right) \cdot H(s)
$$

which completes the proof.
2) In Theorem 25, the dynamics between the aggregated external output vector $\xi(t)$ and the aggregated external input vector $\eta(t)$ are determined by the governing equations in (F.10). Hence, the Laplace transform of the governing equations from (F.10) is actually the complex matrix $G_{e}(s)$ of transfer functions between the complex aggregated external output vector $\Xi(s)$ and the complex aggregated external input vector $H(s)$ :

$$
\begin{equation*}
G_{e}(s)=C_{e} \cdot\left(s I-A_{e}\right)^{-1} \cdot B_{e}+D_{e} \tag{F.24}
\end{equation*}
$$

After substituting (F.12) into (F.24), we obtain:

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot\left(s I-\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}-A_{d}\right)^{-1} \\
& \cdot\left(\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+B_{d} \cdot F_{\phi}\right)  \tag{F.25}\\
& +F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z}
\end{align*}
$$

We right multiply the inverse term $\left(s I-A_{e}\right)^{-1}$ from (F.25) with $\left(s I-A_{d}\right) \cdot\left(s I-A_{d}\right)^{-1}$ (i.e. with identity matrix) and regroup the terms inside the same term:

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot\left(\left(s I-A_{d}\right)-\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}\right)^{-1} \\
& \cdot\left(s I-A_{d}\right) \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+B_{d} \cdot F_{\phi}\right) \\
& +F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z} \tag{F.26}
\end{align*}
$$

After applying the property of a matrix inverse onto the product $\left(s I-A_{e}\right)^{-1} \cdot((s I-$ $\left.\left.A_{d}\right)^{-1}\right)^{-1}$ from (F.26) we obtain:

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d} \cdot\left(I-\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot C_{d}\right)^{-1} \\
& \cdot\left(\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)\right) \\
& +F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z} \tag{F.27}
\end{align*}
$$

We define the $\sum_{i=1}^{N} n_{i} \times \sum_{i=1}^{N} p_{i}$ complex matrix $K(s)$ as follows:

$$
\begin{equation*}
K(s)=\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \tag{F.28}
\end{equation*}
$$

and observe the following matrix product from (F.27):

$$
\begin{equation*}
C_{d} \cdot\left(I-K(s) \cdot C_{d}\right)^{-1} \tag{F.29}
\end{equation*}
$$

We claim the next identity holds:

$$
\begin{equation*}
C_{d} \cdot\left(I-K(s) \cdot C_{d}\right)^{-1}=\left(I-C_{d} \cdot K(s)\right)^{-1} \cdot C_{d} \tag{F.30}
\end{equation*}
$$

where the identity matrix $I$ from the left-hand side is of dimensions $\sum_{i=1}^{N} n_{i} \times$ $\sum_{i=1}^{N} n_{i}$ and the identity matrix from the right-hand side of (F.30) has dimensions $\sum_{i=1}^{N} p_{i} \times \sum_{i=1}^{N} p_{i}$. We prove (F.30) by contradiction.
We denote the difference between the left-hand and the right-hand side of (F.30) as a complex matrix $E(s)$ of dimensions $\sum_{i=1}^{N} p_{i} \times \sum_{i=1}^{N} n_{i}$ :

$$
\begin{equation*}
E(s)=C_{d} \cdot\left(I-K(s) \cdot C_{d}\right)^{-1}-\left(I-C_{d} \cdot K(s)\right)^{-1} \cdot C_{d} \tag{F.31}
\end{equation*}
$$

After left multiplying with $\left(I-C_{d} \cdot K(s)\right)$ and right multiplying with $\left(I-K(s) \cdot C_{d}\right)$ both sides of (F.31) we obtain:

$$
\left(I-C_{d} \cdot K(s)\right) \cdot E(s) \cdot\left(I-K(s) \cdot C_{d}\right)=O
$$

Left side of last equation is always zero, thus we conclude $E(s)=O$. We import the proven identity (F.30) into (F.27) and obtain:

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(I-C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1}\right)^{-1} \\
& \cdot\left(C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)\right. \\
& \left.+C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)\right)+F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z} \tag{E.32}
\end{align*}
$$

We regroup the terms inside the fourth product term of (F.32) in such a way to build a matrix, whose inverse appears as the third product term in (F.32):

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(I-C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1}\right)^{-1} \\
& \cdot\left(-\left(I-C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1}\right) \cdot\left(D_{d} \cdot F_{\phi}\right)\right. \\
& \left.+\left(D_{d} \cdot F_{\phi}\right)+C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)\right) \\
& +F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z} \tag{F33}
\end{align*}
$$

After multiplying the third and the fourth product terms from (F.33), we obtain:

$$
\begin{align*}
G_{e}(s)= & -F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} . \\
& \left(I-C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1}\right)^{-1}  \tag{F.34}\\
& \cdot\left(C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)+\left(D_{d} \cdot F_{\phi}\right)\right) \\
& +F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(D_{d} \cdot F_{\phi}\right)+F_{z}
\end{align*}
$$

The first and the third sum terms from (F.34) are the same, but with opposite signs. Hence, we obtain:

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1} \cdot\left(I-C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right) \cdot\left(I-D_{d} \cdot F_{w}\right)^{-1}\right)^{-1} \\
& \cdot\left(C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)+\left(D_{d} \cdot F_{\phi}\right)\right)+F_{z} \tag{F.35}
\end{align*}
$$

Finally, after applying the property of a matrix inverse onto the product of the second and third product terms in (F.35), we obtain the final form for $G_{e}(s)$ :

$$
\begin{align*}
G_{e}(s)= & F_{\psi} \cdot\left(I-\left(C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{w}\right)+D_{d} \cdot F_{w}\right)\right)^{-1}  \tag{F.36}\\
& \cdot\left(C_{d} \cdot\left(s I-A_{d}\right)^{-1} \cdot\left(B_{d} \cdot F_{\phi}\right)+D_{d} \cdot F_{\phi}\right)+F_{z}
\end{align*}
$$

which equals (F.22) and completes the proof.
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[^0]:    This chapter is based on [50].

[^1]:    ${ }^{1}$ The Hadamard product [57] (entrywise product) of two matrices is $(A \circ B)_{i j}=A_{i j} B_{i j}$. If $A$ and $B$ are both diagonal matrices, then $A \cdot B=A \circ B$.

[^2]:    ${ }^{2}$ Indeed, for a regular graph with degree $r$, the Laplacian is $Q=r I-A$. If $Q=Z M Z^{T}$ and $A=X \Lambda X^{T}$, we observe that $Z M Z^{T}=X(r I-\Lambda) X^{T}$, implying that $X=Z$.

[^3]:    This chapter is based on [63].

[^4]:    ${ }^{1}$ Each matrix term in (3.27) represent the $k$-th power of the adjacency matrix with reduced number of links. Therefore, complexity of computing a matrix term is $O\left(k N^{3}\right)$.

[^5]:    This chapter is partially based on [72].

[^6]:    ${ }^{1}$ We restrict the analysis to connected graphs, as the number of zero eigenvalues of Laplacian $Q$ equals the number of connected components in a graph. More precisely, relation (4.3) does not hold in the case of a disconnected graph.

[^7]:    ${ }^{2}$ The notation $\preccurlyeq$ is used for componentwise inequality, i.e. $S \preccurlyeq D$ means that $s_{i j} \leq d_{i j}$ for each $i=1,2, \ldots, N$ and each $j=1,2, \ldots, N$.

[^8]:    ${ }^{3}$ A link weight in the electric graph theory defines the inverse resistance of that link.

[^9]:    ${ }^{4}$ Link removal from a graph causes a strictly larger effective graph resistance, i.e. $R_{G}(G(\mathscr{N}, \mathscr{L} \backslash(i, j)))>$ $R_{G}(G)$, where $(i, j) \in \mathscr{L}$.

[^10]:    ${ }^{5}$ The sparsification algorithm OGSpath (OGSstar), when applied to a complete graph, eventually leads to a path (star) topology, hence the name.

[^11]:    ${ }^{6}$ In the first stair, $N-2$ links adjacent to a node are removed. In the second stair, additional $N-3$ links are removed. Thus, the degree of each node reduces after each stair.
    ${ }^{7}$ As the graph topology is more sparse, removing a link affects the shortest paths and thus the effective resistance between node pairs more.

[^12]:    This chapter is based on [81].

[^13]:    ${ }^{1}$ A solution of the classical (or standard) community problem consists of assigning a cluster membership to each node in a network.

[^14]:    This chapter is based on [99].

[^15]:    ${ }^{1}$ Urbanization|Britannica.
    ${ }^{2}$ A municipality is a city or a town or a set of localities having a dedicated local government (Municipality|Cambridge Dictionary).

[^16]:    ${ }^{3}$ The increase of the number of privately owned cars in The Netherlands is described in the 2019 publication of Statistics Netherlands; De groei van het Nederlandse personenautopark [115].
    ${ }^{4}$ While in 1947 only $15 \%$ of working population in The Netherlands worked outside the municipality where they lived, in 2006 that percentage reached $56 \%$ [115].

[^17]:    ${ }^{5}$ Population development; live births, deaths and migration by region| CBS
    ${ }^{6}$ Areas of shrinkage and anticipation areas|CBS
    ${ }^{7}$ In Dutch: krimpgebieden or krimpregio's
    ${ }^{8}$ In Dutch: anticipeergebieden or anticipeerregio's

[^18]:    ${ }^{9}$ If a pair of adjacent municipalities is exclusively connected in year $k$ via water, we record $a_{i j}=0$ in $A[k]$. Although there can be a ferry service connecting two adjacent municipalities, we record $a_{i j}=0$ because a ferry service can connect more than two municipality nodes in contrast to one link exclusively connecting two nodes. Another characteristic that complicates analysis is the fact that some ferry services are not available during an entire year $k$.
    ${ }^{10}$ The DMN research construct comprises: (I) from 1830 on, the municipality area and merging data for each year k, (II) from 1851 on, the population vectors for each year k and (III) two population vectors derived from the 1809 and 1830 censuses.
    ${ }^{11}$ In Dutch: Internationaal Instituut voor Sociale Geschiedenis.
    ${ }^{12}$ In Dutch: Centraal Bureau voor de Statistiek (CBS).

[^19]:    ${ }^{13}$ Due to road and railway infrastructure development the number of nodes in disconnected components of the DMN decreased from 191 in the year 1830 to only 5 disconnected island municipalities in the Waddenzee in the year 2019.
    ${ }^{14}$ The Flevoland province, established in 1986, has been created almost entirely from water and includes the municipalities of Almere, Zeewolde, Dronten, Lelystad, Noordoostpolder and the former island Urk.
    ${ }^{15}$ The Fermi-Dirac distribution was introduced to describe energy states of particles.

[^20]:    ${ }^{16}$ Total area of the mainland of The Netherlands is constant over time, except for the newly built land, as presented in Figure 6.4.
    ${ }^{17}$ The mean $y_{a v}[k]=\frac{1}{N[k]} \cdot \sum_{i=1}^{N[k]} \log \left(s_{i}[k]\right)=\log \left(\prod_{i=1}^{N[k]}\left(s_{i}[k]\right)^{\frac{1}{N[k]}}\right)$ represents the logarithm of the geometric mean of the $N[k] \times 1$ area vector $s[k]$.

[^21]:    ${ }^{18}$ While the left distribution tail is shifted towards the right-hand side over time because municipalities with the relatively small area are abolished, the right distribution tail is shifted due to the increase in the area of municipalities that absorbed the abolished ones.

[^22]:    ${ }^{19}$ In Dutch: Zuid-Holland
    ${ }^{20}$ In Dutch: Noord-Holland

[^23]:    ${ }^{21}$ We refer here to two opposite migration flows, from small(er) to large(r) municipalities and from large(r) to small(er) municipalities, as defined in the Introduction.

[^24]:    ${ }^{22}$ Often human behaviour seems to follow a lognormal distribution as in Twitter [120] and online social platforms like Digg [121]. To the best of our knowledge, there is no rigorous theory of why the logarithm of quantities related to human behaviour (as here population and area) appears so often.

[^25]:    ${ }^{23}$ As presented in the lower right-hand side of Figure 6.11, since 1830 until 2019 in total $\sum_{i=1830}^{2019} N_{n}[i]=19$ new municipalities have been established.

[^26]:    ${ }^{24}$ By iteration over $k$, we obtain $N[k]=N[m]-\sum_{j=p}^{m-1} N_{a}[j]$, where we assume that year $m<k$ is known or is the initial condition.

[^27]:    ${ }^{25}$ The variance $\operatorname{Var}(z[k])$ spikes in the year $k=1944$ due to the Second World War, and this year represents an outlier in the time dynamics of the DMN population distribution.

[^28]:    ${ }^{26} \mathrm{~A}$ vertical movement of the dots in the upper part of Figure 6.14 is similar to the horizontal movement of the logistic probability density function $f_{Z[k]}(z)$ over time, presented in Figure 6.9.

[^29]:    ${ }^{27}$ Under the assumption, we find an adequate time instant. However, for a given time instant, different categories are in different regions of their respective paths.

[^30]:    ${ }^{28} \mathrm{~A}$ minor percentage of municipalities with negative population increase is not presented in Figure 6.16.

[^31]:    ${ }^{29}$ In 2019, 2168 population localities were grouped into 355 Dutch domestic municipalities.

[^32]:    This chapter is based on [49].

[^33]:    ${ }^{1}$ In this work, the words node and system have been used interchangeably

[^34]:    ${ }^{2}$ Determining the rank of the matrix in (7.16) is a problem similar to the problem of determining the rank of the adjacency matrix of a directed graph, see e.g. [141].

[^35]:    ${ }^{1}$ Sinkhorn's theorem (1964) states that any matrix with strictly positive entries can be made doubly-stochastic by pre- and post-multiplication by diagonal matrices.
    ${ }^{2}$ Indeed, let $\Xi$ and $\Psi$ be two $N \times N$ doubly-stochastic matrices. Then, left-multiplying both sides in $\Xi u=u$ by $\Psi$ and using $\Psi u=u$ yields $\Psi \Xi u=u$. Similarly, left-multiplying both sides in $\Psi^{T} u=u$ by $\Xi^{T}$ and using $\Xi^{T} u=u$ yields $(\Psi \Xi)^{T} u=u$. Finally, an element of $\Psi \Xi$ equals

    $$
    0 \leq(\Psi \Xi)_{i j}=\sum_{k=1}^{N} \Psi_{i k} \Xi_{k j} \leq \min \left(\max _{1 \leq k \leq N} \Psi_{i k}, \max _{1 \leq k \leq N} \Xi_{k j}\right) \leq 1
    $$

    which demonstrates the property.

[^36]:    ${ }^{3}$ Since symmetric orthogonal eigenvector matrices exist [144], their corresponding symmetric $\Xi$ matrices have real eigenvalues in the interval $[-1,1]$.

[^37]:    ${ }^{1}$ Historische Database Nederlandse Gemeenten
    ${ }^{2}$ Centraal Bureau voor de Statistiek

