Groupwise registration for longitudinal MRI analysis of glioma
based on deep learning

Master thesis Claudia Chinea Hammecher - 4495306
Supervisors: Bo Li', Esther Bron', Frans Vos?

IBIGR, Department of Radiology and Nuclear Medicine, Erasmus MC, the Netherlands
2Department of Imaging Physics, Delft University of Technology, The Netherlands

Abstract

Glioma progression is monitored by routine MR scanning, enabling that tumor growth can be
evaluated with respect to earlier time-points. This growth may present both as a mass effect and as
an extension of abnormalities into previously healthy tissue. To accurately quantify tumor growth
and tumor-induced deformations, longitudinal intrasubject image registration is often used. How-
ever, such registration in cases with large deformations and tissue change is highly challenging.
Longitudinal image registration may benefit from groupwise strategies in which multiple images are
concurrently aligned. This avoids introducing bias towards an a priori-selected reference image. How-
ever, existing learning-based methods for image registration mostly concern pair-wise approaches.
Moreover, the few proposed learning-based methods for groupwise registration are designed for the
analysis of images without pathologies and are prone to fail to register glioma images.

To bridge this gap, we present a learning-based method for the non-linear registration of lon-
gitudinal glioma images. We adapt an existing learning-based groupwise method to handle tumor
infiltration by means of cost-function masking. The proposed method is able to register glioma im-
ages despite the presence of non-correspondences across the time-points by focusing on the normal-
appearing tissue similarity. We train the framework both in one resolution and with a multi-stage
strategy exploring multiple resolutions.

We evaluate on a dataset from the Glioma Longitudinal AnalySiS consortium and compare it to
conventional groupwise registration methods. We achieve comparable Dice coefficients, with higher
SSIM and more detailed registrations. These evaluation metrics are further improved when trained
as a multi-stage method. The proposed framework preserves the diffeomorphic conditions and the
geometric centrality of the deformation fields, while significantly reducing the runtime to under a
minute. The proposed methods may serve as an alternative to conventional toolboxes to provide
further insight into glioma growth.



1 Introduction

Glioma is the most common type of primary brain tumor, primarily occurring in the glial tissue [I].
Depending on their degree of malignant behavior, gliomas may be classified as grades I through IV
according to the World Health Organization. These grades are associated with different prognoses:
patients with the lowest grades face a median survival between 5 and 7 years [I], and patients with
grade-IV gliomas have a median survival of under 15 months [2]. The current standard practice to treat
gliomas includes a maximal safe surgical resection, followed by radiation therapy and chemotherapy [2].
Nevertheless, the highly invasive nature of glioma prevents their complete resection, causing more than
half of patients to experience recurrence within the first five years after surgery [3]. Early detection of
recurrence is critical for prognosis.

Glioma patients routinely undergo MRI scanning to monitor changes in tumor volume and tissue
composition. Such changes may present as a focalized proliferation that compresses the surrounding
structures (i.e. mass-effect), or as an infiltration of the tumor into previously normal-appearing tissue [4]
(see Fig. . Clinical studies have found that the different tumor growth patterns and the compression
of particular functional brain areas are correlated to different overall survival times [4, [5]. Accurate
quantification of the longitudinal changes of the tumor and nearby tissues might, therefore, enhance our
insight regarding how glioma develops and can be optimally treated.

Figure 1: Axial plane MR scans of a woman with left frontal lobe glioma of grade III (a)(b), which
progressed to grade IV (c)(d). (a) FLAIR imaging shows increased signal intensity, representing edema
in response to infiltrating tumor cells. (b) T1-weighted image. (¢) The tumor has further infiltrated as
shown in the FLAIR image (arrow) and mass-effects in the ventricles and shift of the midline are visible.
(d) The T1-weighted image with contrast agent further indicated the presence of necrosis (arrow) and
thus a change in tumor tissue composition [6].

Image registration aims to find a transform that spatially aligns corresponding brain structures in
two or more images [7]. The non-linear registration of longitudinal images results in transformations that
may describe the anatomical changes between time-points. Hence, this facilitates the evaluation of the
spatial patterns of the tumor over time. In longitudinal studies, follow-up images (i.e., moving image)
are typically registered to the baseline scan (i.e., reference image). However, resampling these follow-
up images and keeping the baseline untouched has been shown to introduce a bias that can affect any
subsequent analyses [7]. An alternative is to perform groupwise registration, where all transformations
are obtained simultaneously. Images are registered to a common mean-space, circumventing the need to
choose a reference image and avoid introducing bias. Joshi et al. [§] proposed a groupwise registration
method for the unbiased construction of atlases. The method finds a mean-space by iteratively registering
all images in a set to their average image. The pairwise registrations are guided by the intensity mean
squared error between a moving and average image. After the images are transformed, the average image
is again defined and used as a new reference. Other grouwpwise approaches simultaneously register all



images, such as the method proposed by Huizinga et al. [9] based on Principal Component Analysis.
The metric consists of a weighted sum of the eigenvalues. More weight is given to the higher eigenvalues
so that their total magnitude shifts to the first few during registration. As the images are aligned, fewer
eigenvalues contain most of the information shared across them.

The mentioned registration methods belong to so-called conventional strategies. They solve an inde-
pendent optimization problem for each set of images. However, this optimization can be time-consuming,
taking minutes to hours to perform the registration [I0]. In recent years, learning-based approaches have
gained increasing popularity in multiple medical image-processing topics, including groupwise image reg-
istration. Once trained, these models enable a significant acceleration in the application phase. Che
et al. [II], proposed a method for the registration of multimodal images. A modified U-Net takes as
input the stacked moving images and estimates their deformation fields. The images are warped and a
PCA-based template is constructed. The similarity between the warped images and template guides the
registration. Similarly, Zhang et al. [I2] propose a method for dynamic MRI sequences. As before, a
U-Net yields deformation vector fields for the stacked input images. The model is updated by maximiz-
ing the cross-correlation between the warped images and their mean. To ensure that the deformations
meet at the mean-space, these methods introduce in their loss function a centrality or cyclic term. These
terms minimize the sum of all the deformations or the difference between the transforms of consecutive
images. However, this supposes a trade-off between centrality and the similarity metric. Alternatively,
centrality may be enforced by subtracting the average from all the deformation fields [I3]. A limit of
these approaches is that the few proposed learning-based methods for groupwise registration are designed
for the analysis of images without pathologies. Glioma infiltration introduces a local change in tissue
composition, usually of very different intensity compared to the previously normal-appearing tissue. The
similarity metric guiding the deformations will be low within this volume, and aiming to register the
anatomical non-correspondence will lead to implausible deformations [I4) [I5]. We therefore propose a
learning-based groupwise registration method to handle non-correspondences in images.

For the registration of images with glioma and other pathologies, several approaches have been
proposed, which can be classified into different types. The first type consists of the estimation and
registration of quasi-normal images derived from the input scans. These images may be obtained by
means of low-rank decomposition [16,[17], but may result in a loss of detail and could affect the precision of
the registration. To overcome this, other similar methods propose the use of the low-rank decomposition
only within the tumor volume [I8], or variational autoencoders optimized with the information of the
normal-appearing volumes [19]. These solutions require tumor masks, and may detect large local mass-
effects as irregularities to be smoothed out. In the second type, images with pathology can be registered
to a healthy atlas. The atlas is seeded with an artificial tumor, which is expanded by a growth model to
simulate the mass-effects induced by the tumor [20] 21],22]. These sophisticated methods rely on accurate
modeling of the observed tumor. This is of particular difficulty given the sparsity of glioma growth and
the complexity in clinical practice, as the treatment may also have an influence on the tumor tissue
composition and its shape change. The last type of methods consists of the registration of images with
a cost-function masking strategy [23, [14] 24]. In these approaches, binary maps indicating the regions
to exclude are used so that the similarity function can be computed only within the corresponding
regions. The masked-out areas do not remain untransformed but are warped assuming continuity of the
surrounding deformations. This rather straightforward concept shows significant improvements [23] and
could be expanded to groupwise registration given a tumor segmentation.

In this paper, we propose a registration method for longitudinal brain MRI with glioma. We combined
the unbiased benefits of groupwise registration and the acceleration of learning-based methods, expanding
the existing method [I3]. The proposed method was optimized and evaluated on a multi-center dataset
from the Glioma Longitudinal AnalySiS consortium. Sets of three longitudinal images were extracted
from 61 subjects. The registration performance was evaluated with Dice coefficients, the Structural
Similarity Index, the standard deviation across the Jacobian determinant maps and their amount of
negative values, and the geometric centrality of the resulting deformation fields. We compared our
results to those of the state-of-the-art conventional groupwise methods available in toolboxes Elastix
[25], NiftyReg [26] and ANTs [27].

2 Methods

We expanded an existing learning-based groupwise registration approach [I3] to take into account tu-
mor presence and growth over time. Given a set of n longitudinal three-dimensional images 7 =
{I,...,I,} taken at n time-points, the proposed framework estimates a set of dense transformations



T ={T1,...,T,}. These transformations warp the images Z from their native space to the geometrical
mean space of the set.

The adopted transformation model is diffeomorphic, achieving smooth and invertible mappings. The
diffeomorphic transforms 7 are obtained by integrating stationary vector field parameterizations V =
{v1, ..., } over unit time [28] [[3]. In this framework, a convolutional neural network models a function
Gy (Z) =V, where U are the model parameters, estimating V as a set of three-dimensional vector fields.
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Figure 2: Schematic representation of the proposed framework. The first stage is trained at low resolution
by taking as input down-sampled images in native space I,,. After training, the resulting stationary
velocity fields v} are up-sampled to warp I,, and serve as an input to the second stage. Here, the residual
displacement fields are obtained by summing up-sampled velocity fields v} and v2 and trained on I,
instead of the warped images to reduce interpolation error. In the second stage, the learned parameters
G4, are fixed. During the optimization of both stages, the normal-appearance tissue masks H,, are warped
and included in the loss functions.

2.1 Multi-resolution

We implemented the proposed method with a multi-stage and multi-resolution strategy. The lower
amount of detail and relaxed regularization in the low-resolution stage may enable the registration
of larger local mass-effects caused by gliomas. The high-resolution stage was expected to refine the
deformations and register more detailed structures. A schematic representation is presented in Fig.
2l In the first stage, the larger brain structures were registered by training the proposed model with
down-sampled input images. The images were stacked along the fourth dimension and passed to a
neural network, in which the stationary velocity fields V' were estimated. After integration over unit
time, the resulting transformations 7' were used to warp the down-sampled input images, allowing the
computation of a loss function to update the network parameters.

In the second stage, a second neural network learned the residual transformations at full resolution.
After the training of the first stage, the transformations 7' were up-sampled and used to align the
original images Z. These warped images served as input for the second stage. During its training,
stationary velocity fields V? were estimated. The two sets of stationary velocity fields were composed
by summing the up-sampled V! and V2. These were then integrated over unit time to obtain the final
displacement fields 7'*2. These final displacements transformed the input images Z from their native
space to their mean-space in one step. Thus, both stages were trained separately.

2.2 Centrality of deformations

To enforce the geometric centrality of the transformations, the average velocity field was subtracted from
each estimated velocity field in V (Eq. , such that their sum was zero [I3]. For this, an additional
layer constraint projection was introduced between the output of the neural networks and the wvelocity
integration layer (Fig. [2)).
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2.3 Loss function

The framework was optimized with unsupervised loss (Eq. [3). This loss function consisted of a similarity
metric Ly, that maximized the local cross-correlation [29] between the warped images 7 o Z and their
average image I = 1 Y T,01;. A regularization term L,., = £ 37 || Vvy]|5 was introduced to encourage
smooth and continuous transformations, penalizing high spatial gradients of V [I3]. The influence of each
term was balanced with a weight A.

A loss-function masking strategy was implemented to compute the similarity only in regions of nor-
mal appearance across all images. The normal-appearance masks H = {Hj, ..., H,} (brain mask minus
tumor mask) of the input images were warped with the estimated transformations 7. These transforma-
tions should correct for mass-effects, and any residual misalignment of 7 o H was asserted to be due to
a non-correspondence. The intersection map S of all elements in 7 o H was taken to exclude all tumor
voxels from the loss functions (Fig. [2):
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3 Experiments

3.1 Dataset and data pre-processing

We used T2-weighted FLAIR MRI scans of 61 participants from the multi-center GLASS-NL study
[30]. Participants were initially diagnosed with lower-grade (grade 2 or 3) IDH-mutant astrocytoma. All
underwent 2 to 4 surgical resections, and adjuvant chemo- and radiotherapy. An average of 15.7 scans
were available per subject, taken in an average time span of 7.93 years. Due to the clinical and multi-
center nature of the data, many different acquisition parameters were used (i.e. 337 unique settings for
the 572 images used, see example in Appendix A). Brain masks were obtained with HD-BET [31], tumors
were automatically segmented using HD-GLIO [32] [33], and normal-appearing tissue segmentations were
obtained with FAST as available in FSL [34]. FLAIR images were affinely aligned to the ICBM 2009a
nonasymmetric atlas [35] B6] using Mutual Information [25]. Here, a loss-function masking approach was
used to focus the registration on the normal-appearing tissue (i.e. brain minus tumor masks). Images
were cropped to 176 x 224 x 176 voxels, removing unnecessary background information while having
sizes divisible by 24, where 4 is the downsampling factor applied in the neural networks (see subsection
Implementation). Images were N4-bias field corrected with N4ITK [37], skull-stripped by setting to zero
those voxels outside of the brain mask, and intensity standardized to zero mean and unit variance. All
experiments in the presented study were performed with n=3 images per input. Therefore, for each
subject, the available scans were grouped in all possible permutations of three images. Because we are
focusing in the analysis of tumor growth, and not the brain changes due to surgery, images included in
each set were taken in between resections. Moreover, those images acquired within the first 90 days after
a surgery were excluded, as the brain is not yet settled and surgery-related edema might be present.
The first and last images in a permutation were taken within a time interval of 2 months to 9 years.
Fig. [3| shows the varying complexity of the dataset, quantified by a histogram of the maximum change
in tumor-brain volume percentage in the permutation. The data was randomly split into 46:15 patients
(3349:90 permutations) for training and testing.

3.2 Comparison methods

The performance of the proposed methods was evaluated against state-of-the-art conventional groupwise
registration methods. These are implemented in the publicly available software packages Elastix [25],
NiftyReg [26] and ANTs [27].
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Figure 3: Histogram of the complexity of the dataset. Complexity is quantified as the maximum tumor
change between two consecutive images in a permutation: max{abs(%Ts—%T}), abs(%T5—%T5)}, where
%T, is the percentage of voxels classified as tumors in image n with respect to the number of voxels in
the brain mask.

Flastiz: The groupwise strategy presented by Huizinga et al. [J] registers all images in a set simul-
taneously. To ensure centrality, the resulting transformations are centered to zero mean. The proposed
similarity metric is based on principal component analysis (PCA). This metric is a weighted sum of the
eigenvalues obtained from the warped images. During registration, the total magnitude of the eigenvalues
shifts and only a few contain most of the information shared across the images. The transformation model
is free-form deformation with cubic B-spline: deformations are guided by a mesh of control points uni-
formly distributed on the image. B-spline curves define a continuous deformation field [38]. Parameters
can be found in El The method was implemented with Elastix v4.801.

NiftyReg: In the proposed groupwise strategy, the images of a set are initially registered to their first
image in a pairwise manner. The average deformation is subtracted from the resulting deformations and
applied to warp the input images. The average of the warped images is then computed and serves as
a reference for the new iteration of pairwise registrations. This is repeated in a total of 10 iterations.
The used similarity metric is mutual information, and registrations are performed with cubic B-splines.
The optimization is regularized by a bending energy penalty term with a weight of 0.005. The used
parameters and implementation are described in ﬂ The jobs were computed using NiftyReg v1.5.58,
submitting in parallel all the pairwise registrations.

ANTs: The images of a set are registered to the intensity average with a pairwise approach. After
the images are warped, the intensity average image is again updated. The inverse of the obtained
deformations are averaged and used to warp the latest average image toward the true mean-space [39].
This process is repeated in 4 iterations. The similarity metric guiding the registration is cross-correlation
and the transformation model is a symmetric diffeomorphism. Deformation fields are smoothed with a
Gaussian filter applying a variance of 3 voxels. The used script and parameters can be found in El The
groupwise registrations were run using ANTs v.2.3.5, computing in parallel all the pairwise registrations.

All conventional groupwise methods were evaluated on the purely non-linear registration of the test
set. They were implemented with default parameters, except for the final grid-spacing of the control
points in Elastix. Its parameter file was initially intended for larger structures (e.g. abdomen, heart) and
so a final grid spacing of bmm was found to yield a better performance. Elastix and NiftyReg allowed
the input of masks and they were executed as such with the normal-appearance masks. All experiments
were executed on a CPU cluster with: AMD Operon 6172, 2.1GHz (256GB RAM and 48 cores per node),
and AMD Operon 6376, 2.3GHz (256GB RAM and 64 cores per node).

Thttps://elastix.lumc.nl/modelzoo/par0039/
2http://cmictig.cs.ucl.ac.uk/wiki/index.php/Niftyreg_Groupwise
Shttps://github.com/ANTsX/ANTs/blob/master/Scripts/antsMultivariateTemplateConstruction2.sh
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3.3 Implementation

The proposed model was implemented both as a single stage and with the proposed multi-stage strategy.
Experiments were conducted on Nvidia A40 48GB GPU and AMD EPYC 7742 CPU. Models were
implemented in Python-3.7.4, using Keras-2.2.4 with Tensorflow-1.15.2 backend. All models were trained
with the Adam optimizer with a learning rate of 173, reducing it when the similarity metric of the
validation set showed no significant improvement over 15 epochs. The order of the inputs was randomized
and the batch size was set to 1. The hyperparameters of the loss function (Eq. [3)) were empirically tuned
based on the performance on the optimization dataset. This dataset consisted of a random subset of
600 permutations from the training dataset described in section 3.1. This subset was the same across
all tuning experiments. For the proposed single-stage method, A was set to 1.50. For the multi-stage
approach, A was set to 40 in the first stage, and 1.5 in the second stage (see Appendix B for the
optimization of \).

The convolutional neural network implemented in this study was a modified UNet [I3]. Features of
the concatenated input images were extracted with 3D convolutions with a kernel size of 3 and an output
of k feature maps. For the one-stage-only implementation, we used k = [10, 20, 40, 80, 160, 80, 40, 20,
10]. Convolutions were followed by a leaky ReLu layer (a = 0.2). Four down-samplings were performed
using max-pooling with a factor of 2 and four up-samplings with tri-linear interpolation.

For the first stage of the multi-stage setting the depth of the first UNet was reduced to two max-
pooling and two up-sample layers, because the input images were already downsampled with a factor of
four. The convolutional layers had output maps with feature numbers of k = [40, 80, 160, 80, 40]. The
network of the second stage was equal to that of the one-resolution strategy.

3.4 Evaluation

The performance of the proposed method and conventional toolboxes were evaluated on the 90 permuta-
tions of the test set. The following metrics were computed to quantify the accuracy of the registration,
the geometric centrality of the resulting deformations, and their smoothness. All metrics were com-
puted within the normal-appearing volume across all images, i.e. the intersection of all the warped
normal-appearing masks.

3.4.1 Dice coefficient

The anatomical correspondence between the registered images was assessed with the Dice coefficient (Eq.
. It was computed for the normal-appearing tissue segmentation of cerebrospinal fluid (CSF), grey
matter (GM), and white matter (WM), as well as for the tumor. Results for each permutation were
obtained as the average Dice coefficient of all possible image pairs. Values by definition range between
0 (indicating poor alignment) and 1 (perfect overlap).

sk sk
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where n is the total number of images in the permutation. ||s¥|| is the number of elements in warped
segmentation of tissue-type k of the i*" image in the set.

3.4.2 Structural similarity index measure

The structural similarity index measure (SSIM) was computed to assess the perceptual similarity between
the warped images [40]. To extend the metric to n images, the reported values were calculated as the
average SSIM between every registered image I; in the set and the average of the registered images I
[41]. The metric is calculated in a sliding window w of size 7 x 7 x 7 voxels:

w
(2ur, i1, + 1) + (204, 1, +C2)
SSIM = Z Z ; 2 : (5)
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where p I'i,/ and fi;,, are the mean intensity of the " image and the average image within window w.
2

o7, and a are their variances, and o, their covariance. ¢; and ¢y are constants to ensure stability.



3.4.3 Centrality

The geometric centrality of the different methods was evaluated by averaging the obtained stationary
velocity fields V in a permutation. If the resulting transformations meet in the mean-space, this average
field should have a magnitude of zero everywhere. To quantify the centrality, the L2-norm of the average
field is computed per voxel and averaged [42]:

. 1 _
Centrality = X Z ||M($)||§’ (6)

where v(x) is the average stationary velocity field at each voxel z and X is the total number of voxels
in the normal-appearing volume (i.e., S in Eq. .

3.4.4 Smoothness of transformations

The determinant of the Jacobian matrices |Jr| was computed [43] to capture the local properties of
the deformation fields 7. Determinants of values larger than one characterize volume expansion in the
vicinity of each voxel and values under one correspond to local compression. Negative values indicate
foldings in the warped image and that the anatomical topology was not preserved [29]. Foldings were
therefore quantified as the percentage of voxels z in the normal-appearing volume such that |Jr(z)| < 0.
The smoothness of the deformations was further quantified by the standard deviations of their Jacobian
determinant maps [9]. The mean value across all deformations in the set was reported:

1 n
SDLI7| = = 3" SD(Jr). (7

3.4.5 Statistical significance

To evaluate the statistical significance of different performances, the results of all permutations from
the test set belonging to each subject were averaged. This resulted in 15 independent samples (i.e.
15 test subjects). The statistical significance was assessed with a Wilcoxon signed-rank test applying
a significance level of p < 0.05. This threshold was adjusted per validation metric by the Bonferroni
correction for multiple comparisons.

4 Results

The proposed method implemented with a single resolution (referred to as 'mask only’) significantly
improved the Dice coefficients of all brain structures between time points with respect to the affine-
only registration (Fig. left). The obtained Dice coefficients of the normal-appearing tissues were
similar to those of the conventional methods. For the tumor segmentation, the proposed method yielded
lower values. The obtained SSIM results (Fig. right) had a higher mean than those achieved by
the conventional methods, except for Elastix. The SSIM variance of all conventional methods was
much larger, with some permutations obtaining results lower than with the affine registration only. The
proposed multi-resolution strategy overall improved all these metrics with respect to the single-resolution
implementation.

Elastix presented the best centrality, followed by our multi-resolution strategy (Table . In terms of
the smoothness of the transformations, the proposed strategies showed a significantly lower percentage
of folding. For the results of the proposed mask only, the foldings were consistently zero. In the multi-
resolution strategy, two of the 90 permutations showed folding percentages in the range of 17°. The
latter strategy also resulted in lowered standard deviation of the Jacobian maps with respect to all other
methods. Particularly, Elastix and NiftyReg showed consistently less smooth deformations. The GPU
implementation of our methods had inference runtimes of under a minute, significantly faster than the
classical approaches, for which the longest average runtime was that of ANTs: 27.45 hours.

A qualitative example is presented in Fig. Here, the affine registrations of the three time points
of a permutation are presented next to the registration results of the conventional toolboxes and the
proposed methods. An additional row depicts the average of the three warped images in the mean-space,
and the overlap of their warped tumor segmentations. Here, Elastix and NiftyReg show more overlap of
the segmentations across the images, which is not always a good sign. In the third time point (i.e., image
I3) the tumor has infiltrated into previously normal-appearing tissue, leading to a loss of anatomical
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Figure 4: Registration accuracy for affine alignment only, Elastix, NiftyReg, ANTs, and our proposed
method with and without multi-resolution implementation. Left: the boxplots of Dice coefficients for
cerebrospinal fluid, grey matter, white matter, and tumor region. Right: the boxplots for average
SSIM in normal-appearing tissue. The horizontal line within the boxplots represents the median value.
Significant differences between two methods are indicated with bars over the plots, with significance
threshold p < 0.05/16 (Bonferroni correction, 16 paired tests).

Table 1: Centrality and smoothness of the estimated deformations, and the required runtime in minutes
using the methods Elastix, NiftyReg, ANTs, and the proposed framework with and without multi-
resolution implementation. Results are computed within the normal appearance tissue and averaged
over the test set. Significance reported for p < 0.05/10 (Bonferroni correction, 10 paired tests).

| Centrality | Smoothness J/ Run Time [min] ‘
I <0[%] | SD|Js| | GPU CPU
Elastix 1.008e-14 ** 6.665e-02 0.125 - 22.35
NiftyReg 4.828e-02 1.175e-02 0.159 - 32.58
ANTs 6.725e-02 3.161e-03 0.106 - 1647
Proposed (mask only) 1.033e-03 0 * 0.092 0.029 0.719 *
Proposed (mask 4 multi-resolution) 1.684¢-03 5.999¢-07 * | 0.085 ** | 0.053 0.114 *

*Significant w.r.t classical methods
**Significant w.r.t all methods

correspondence between the images. In the case of Elastix, non-anatomically plausible deformations
are seen near the tumor edge in I3: the tumor has been compressed to match those of the previous
images (see red arrow). Our proposed methods accurately register the normal-appearing tissue, but do
not fully align the resection cavity (see blue arrows). The Jacobian maps corresponding to the results
of these permutations are depicted in Fig. [6] The toolboxes Elastix and NiftyReg show much stronger
deformations in the tumor and resection volumes, which is in line with the quantitative results in Table
The Jacobian maps of the proposed methods show more detailed registrations.

5 Discussion and conclusion

We presented a deep learning-based framework for the groupwise registration of longitudinal brain MRI
with glioma. This method was able to register an image set to its mean-space despite the presence
of non-correspondences by focusing on the normal-appearing tissue similarity. When implemented in a
multi-resolution manner, registration accuracy improved compared to the single resolution registration.
This potentially indicates that stronger mass-effects were better registered. The proposed framework
achieved the Dice coefficients of CSF, GM, and WM comparable to those of state-of-the-art conventional
toolboxes.

The Dice coefficient of the tumor segmentation showed large variances in the results of all methods
(range: 0.05-0.90), which was mostly due to large fluctuations in the growth patterns of glioma. If the
tumor is highly expansive, causing the surrounding tissue to deform from one time-point to another,
the registration should be able to correct for such mass-effects. In this case, given the continuity and
regularization of the deformation fields, we expect the registered tumor segmentations to have a high
overlap. If on the contrary, the tumor largely infiltrates into previously normal-appearing tissue, a loss of
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Figure 5: Results of one longitudinal permutation with images I1, 12, and I3 taken 3, 16, and 36 months
after surgery. Overlaid on the axial slices the warped tumor segmentations. The last row shows the
average image across the warped images and all tumor segmentations. Red arrow: excessive compression
of the tumor. Blue arrows: resection cavity not aligned.

correspondence occurs. Since we focused the registration on the corresponding normal-appearing tissues
rather than the tumor itself, correct registrations may not improve tumor overlap and can lead to lower
Dice. This loss of correspondence also implies that the normal-appearing tissues cannot and should not
obtain a perfect overlap. Another reason for the lowest tumor Dice values might be the volume size of
the tumor. If their masks are small, their Dice coefficient is more susceptible to small misregistration.
Therefore, this metric serves as an indicator of the registration performance but cannot be assessed
without the context of glioma growth and the other metrics.

Elastix and NiftyReg showed the highest average tumor Dice. In qualitative results, we have observed
that this high average was accompanied by stronger deformations around the tumor. When the tumors
are mostly infiltrating this may lead to registrations that are not anatomically plausible (e.g. Fig. |5). The
Jacobian maps of these methods showed strong local compression or expansion near the tumor, which was
reflected in larger standard deviations and a larger number of foldings. These maps showed considerably
less detailed structures and so we could expect less detailed registrations. Yet, the average values of
SSIM of the aforementioned methods were high. This could reflect in a quantitative manner the over-
registration of tumor infiltration: the large deformations that deform and smooth the surrounding tissue
increased the visual similarity of the images, even if their registrations were incorrect. Interestingly, both
methods were given normal-appearing masks (brain minus tumor masks) to ignore the tumors during
the registration. Given the diffusive nature of glioma, automatic tumor segmentations were not always
accurate. These conventional toolboxes may be more susceptible to the segmentation quality. Future
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Figure 6: Example axial slices Jacobian maps, corresponding to the results observed in Figure 3. Ex-
pansions with respect to the mean-space are depicted in red while shrinking is in blue.

work could further analyze the effects of manual segmentations or expanding the volume of the currently
available masks.

A peculiarity was found in the assessment of the Jacobian maps produced by our method. Given our
cost-function masking strategy, we would expect the deformations within the tumor and the background
voxels to be zero or a smooth continuation of the surrounding deformations. Although the deformations
were more consistent within the tumor region, they were not completely smooth (see Fig. . This may
be due to the variability of glioma: each patient presents a tumor in a different location of the brain
and with varying appearance. The neural network learns these complex patterns over different subjects,
thus introducing slight deformations within the tumors. Note however that we focus the registration on
the corresponding normal-appearing tissue only. Therefore, we can disregard any small warpings within
the tumor volume during the analysis of the deformations.

The proposed method achieved high SSIM, indicating that the registrations of the normal-appearing
tissue were highly detailed, as was reflected in the Jacobian determinants maps. This is likely due to the
diffeomorphic nature of the deformation fields, which specify voxelwise transformations. ANT's also used
this transformation model, but applied a smoothing filter to the obtained fields, hence resulting in more
consistent Jacobian maps and, possibly, the lower SSIM. Moreover, diffeomorphic transforms should by
definition have no foldings in the registrations. The proposed model in one level of resolution obtained
zero foldings, while only two permutations in the multi-stage approach had foldings. The larger amount
in ANTs might be due to the numerical approximation of the integration of the velocity field over unit
time. For the other two methods, the higher standard deviation and amount of folding are related to
their B-spline transforms. A particular benefit of diffeomorphic deformations is that deformations are
invertible. Therefore, if we want to analyze the tumor growth between any two points A and B in a
permutation we can compute the required registration as the composition of the transformation of image
A to the mean-space and the inverse field from mean-space to B: Ty,p =T4 o Ty L
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Figure 7: Resulting Jacobian determinant maps of one permutation with images 11, 12, and 13, taken 2,
11, and 17 months after surgery. The maps are not completely smooth within the area where all three
tumors coincide.

Diffeomorphic transformations, however, come at a cost of higher run time. Our methods have
the advantage of obtaining detailed and invertible transformations in a much faster inference time. The
proposed model is able to achieve a performance similar to that of the conventional methods (in particular
ANTSs), while reducing the run time from tens of minutes, or even over a day, to just a fraction of a
minute. This acceleration may make the model more attractive for further analysis of glioma growth.

5.1 Miss-registration of the resection cavity

A major difference between the proposed model and the conventional methods was observed in the
example (Fig. |p} as our methods failed to align the resection cavity. Two possible reasons could explain
this phenomenon:

Firstly, our method may have learned that the compression of the resection cavity was instead a
tumor infiltration. Since there is no structure to register within the cavity, the model learned to not
register this as a non-correspondence. To circumvent this, a new experiment was run including the
CSF Dice coefficient in the loss function such that the registration would force the overlap of all CSF
structures (e.g. resection cavities and ventricles). Multiple jobs were run with this new loss, but they did
not result in an improvement in registration accuracy (Appendix C). A reason may be the quality of the
CSF masks, as these contain narrower structures that can be highly affected by noise. Therefore, this
interpretation of the resection cavity compression as an infiltration should be noted. While the resulting
deformation fields can be used to quantify the mass-effects, the miss-alignment of the tumor masks, as
seen in the bottom row of Fig. [5] represents tumor infiltration. The resection cavity compression would
therefore be accounted for in this miss-alignment.

Secondly, the model may not have learned to perform large local registrations. Indeed when we
apply a multi-resolution approach, we see an improvement in all Dice coefficients, including that of
CSF and tumor. This strategy might be able to better capture the deformations caused by the tumor,
but it should be further optimized to aim to correct for the largest mass-effects. Further experiments
were run to analyze whether the regularization term was constraining large local transformations. We
implemented again the described method in one stage only, but with no regularization of the deformation
field within or near the tumor volume. The tumor masks were dilated by three voxels and warped to the
mean-space. The loss term in Eq. |3| was then modified to only regularize the voxels outside of the overlap
of these masks. However, no significant difference was found (see results in Appendix D). More likely,
the distribution of the used dataset hindered the learning of large local deformations. As seen in Fig.
the distribution is shifted towards the small tumor changes. For reference, the qualitative example of
Fig. [5| has a maximum tumor change of about 0.04%. Adding to the data complexity, the tumor may
appear in different locations of the brain for each subject. The permutations of the 46 subjects included
in the training set may be insufficient to capture the large variability and complexity of glioma location
and growth.

5.2 Limitations and future work

A limitation of this project is the lack of parameter optimization of the conventional methods on our
dataset. Further tuning of the methods might lead to better performances. Reducing the final grid-
spacing in Elastix and NiftyReg, as well as decreasing the weight of the regularization in ANTSs, might
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result in more detailed transforms and higher SSIM. However, allowing less regularized transforms might
also lead to the registration of noise and artifacts. This could cause worse smoothness of the Jacobian
maps and possibly lower Dice coefficients. Therefore, further optimization should balance this trade-off.

The proposed framework achieved comparable performance to that of the state-of-the-art conventional
methods. Yet, we have seen that the method may not sufficiently register large local mass-effects. When
implemented in two stages, all Dice coefficients improved, likely due to the relaxed regularization in the
lower resolution. Further optimization of this strategy might further improve the registrations. The
model could be modified to include more levels of resolution (e.g. downsampling factors of two and
eight). Moreover, as previously discussed, the complexity of the employed dataset is not uniform. We
included a relatively high number of subjects with small tumor volume change, and they are more likely
to be accompanied by more subtle mass-effects. Therefore, the model might not be able to learn large
deformations. Future work could include more subjects in the dataset or compensate for the non-uniform
distribution with a weighting of the permutation’s influence on the training, giving more weight to the
more complex cases (e.g., focal loss).

Lastly, the optimization of the model relies on tumor segmentations. Alternatively, an interesting
potential for the proposed framework is the joint registration and detection of non-correspondences.
Registration and segmentation are complementary tasks, as the segmentation is needed to know which
volumes to register, while the non-correspondences after registrations define the segmentation. In our
current implementation, an additional neural network could be jointly optimized to learn the tumor
segmentations, which would then be used to mask the loss function of the registration network proposed
here. This would therefore circumvent the need for tumor segmentations.

5.3 Conclusion

The proposed deep learning-based unbiased group-wise registration algorithm is able to register a set of
longitudinal images to their mean-space despite the presence of non-correspondences. Results showed an
accuracy similar to that of state-of-the-art conventional methods while obtaining more detailed registra-
tions and significantly reducing the required run time. This method can therefore serve as an alternative
to existing classical toolboxes for the analysis of glioma growth in longitudinal brain MRI.
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A Acquisition parameters of FLAIR images

The data was collected in three different medical centers and each patient underwent multiple scans
with an average time span of 7.93 years. Due to the clinical nature of the data, many different sets of
acquisition parameters were used. In the following image, the acquisition parameters of images of three
random subjects are presented to show the parameter variety.

SUBJECT Image Inversion Time Field Strength Slice thickness Repetition Time Echo Time Pixel Spacing x Pixel Spacing y

A 11 19887.0 15 1.3 6500.0 117.831 1.2109 1.2109
A 12 1900.0 3.0 12 5600.0 451.0 0.5804 0.5804
A 13 19800.0 3.0 12 5600.0 451.0 0.5804 0.5804
A 14 2337.0 3.0 12 8000.0 131.087 0.9766 0.9766
A 15 23370 3.0 12 8000.0 131.087 0.9766 0.9766
A 16 1900.0 3.0 12 5600.0 451.0 0.5804 0.5804
A 17 2337.0 3.0 12 8000.0 131.087 0.9766 0.9766
A 18 2336.0 3.0 12 8000.0 131618 0.9766 0.9766
A 19 23370 3.0 12 8002.0 131.265 0.9766 0.9766
A 110 2400.0 1.5 1.0 7600.0 431.0 0.4883 0.4883
B 1 23400 3.0 12 8000.0 129.489 0.9766 0.9766
B 12 1900.0 3.0 12 5600.0 451.0 0.5804 0.5804
B 13 1650.0 3.0 1.12 4800.0 278.764 1.04166662693023 1.04166662693023
B 14 1900.0 3.0 12 5600.0 451.0 0.5804 0.5804
B 15 1650.0 3.0 1.12 4800.0 278.764 1.04166662693023 1.04166662693023
B 16 23430 3.0 12 8000.0 128.062 0.9766 0.9766
B I7 23420 3.0 12 38000.0 128.776 0.9766 0.9766
B 18 2400.0 15 1.0 7600.0 431.0 0.4883 0.4883
B 19 2400.0 3.0 1.0 7700.0 430.0 0.4883 0.4883
c " 23720 15 50 8000.0 82.0 0.359375 0.359375
C 12 2370.0 1.5 4.0 38000.0 82.0 0.44921875 0.44921875
[0 13 2216.3 15 5.0 7000.0 82.0 0.359375 0.359375
o 14 1900.0 3.0 12 5600.0 451.0 0.5804 0.5804
o4 15 2337.0 3.0 12 8000.0 131.087 0.9766 0.9766
o8 16 1650.0 3.0 112 4800.0 278.764 1.04166662693023 1.04166662693023

Figure 8: Acquisition parameters of the FLAIR images of subjects A, B, and C.

B Hyperparameter tuning

The weight A of the regularization term in the loss function (Eq. [3|) was tuned based on the performance
of the optimization set. In Fig. [0 the average results of each evaluation metric are presented. The results
of all Dice coefficients seem to be robust to the value of A, with changes in the power of 1le — 3. Both the
Dice coefficients of grey matter and white matter follow similar trends, peaking around A=1.5. The plots
of Dice of the cerebrospinal fluid and of the tumor decay with higher )\, with a smaller decrease between
1 and 1.5. Both these tissues have smaller volumes compared to GM and WM and thus their Dice
coeflicient is more susceptible to noise. Values of A under 1 may indicate overfitting of the registration,
i.e. the framework is registering noise or artifacts in the images. The plateau-like shape around 1 and
1.5 may then indicate an inflection point between the overfitting and insufficient registrations due to too
strong regularization.

The SSIM decreased rather constantly as the regularization becomes stronger and fewer details in
the images are registered. The standard deviation of the Jacobian, its negative values, and the centrality
decay exponentially. The stronger regularization leads to smoother and less complex deformation fields
that are better able to meet the condition of geometric centrality.

Given all these performances, the weight of A=1.5 was chosen. Similar trends were observed for the
multi-resolution strategy, where the loss function of the first stage was given A=40 and the second stage
again 1.5.
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Figure 9: Performance of the proposed strategy in one resolution with varying weights A of the regular-
ization term (Eq. . Values averaged over the test set.

C New loss with dice CSf

Gliomas infiltrate into the white matter much faster than into the grey matter, while the cerebrospinal
fluid (CSF), except for rare cases of ventricle seeding, acts as a barrier to migrating cells [44]. Therefore,
CSF tissue should not lose correspondence between images. Based on this, the Dice coefficient of the
warped CSF segmentation was included in the previous loss function (Eq. such that the registration
forces the overlap of all structures classified as CSF (e.g. resection cavities and ventricles).

1 & . 1 o R :
Loss = - Z((l — S)(Lsim (L, 1)) + Ay - - Zﬁreg(m) + A2 - Dice(CSF),

(8)

where the last term corresponds to the average CSF Dice coefficient between all image pairs (see sub-
section Evaluation).
Multiple jobs were run with this new loss, but they did not result in an improvement in performance

in any metric. A reason may be the quality of the CSF masks, as these contain narrow structures and
can be highly affected by noise.
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Values averaged over the optimization set.

D No regularization within tumor

To analyze whether the required larger deformations near the tumor were hindered by the regularization
term, we trained again the single-stage method but relaxed the regularization term in and near the
tumor. The tumor masks were dilated by three voxels and the intersection of the warped masks was
calculated (similar to Eq. . The regularization term was then calculated only over those voxels outside
of this intersection (i.e. the corresponding normal-appearing tissue, minus the dilation of the tumor).
The results of the single-stage method with the loss function in Eq. [3] and of the single-stage method
with this new loss function are presented in Fig. The performance did not change significantly over

any of the metrics.
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Figure 11: Performance of the proposed strategy in one resolution with no regularization of the defor-
mation fields within and near tumor volume. Values averaged over the optimization set.

20



	Introduction
	Methods
	Multi-resolution
	Centrality of deformations
	Loss function

	Experiments
	Dataset and data pre-processing
	Comparison methods
	Implementation
	Evaluation
	Dice coefficient
	Structural similarity index measure
	Centrality
	Smoothness of transformations
	Statistical significance


	Results
	Discussion and conclusion
	Miss-registration of the resection cavity
	Limitations and future work
	Conclusion

	Acquisition parameters of FLAIR images
	Hyperparameter tuning
	New loss with dice CSf
	No regularization within tumor

