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Abstract:
In this report the acoustic numerical analysis of a stridor patient is discussed. Stridor is an
abnormal, noisy or toned/voiced breathing sound which is caused by obstruction or malforma-
tion of pharynx, larynx, trachea or the bronchia; whereby the turbulence of air and vibration
of surrounding tissue are the source of the observed sound. There is a need for uninvasive
diagnostics because of risks involved using anaesthetics, especially on young children. To find
the obstruction from a sound signal, first one needs to know what kind of sound is produced
by what kind of geometry. Doing this numerically has the advantage of allowing one to change
only one parameter at the time. Using a hybrid approach, combining LES and the Lighthill
equation, the airflow acoustics for internal flows can be predicted. The acoustics are validated
on a reed instrument and diaphragm. The sound pressure level is of the right magnitude and
also good agreement is found for the distribution of power. The lower frequencies are however
over predicted. The fluid part is validated using PIV measurements on a simplified upper
airway model. Good agreement was found. The fluid and acoustic analysis on the different
upper airway models showed that probably for increasing constriction the sound production
mechanism shifts from turbulent sound production to tissue vibration. Therefore a rigid wall
approach is not good enough to predict the sounds generated by obstructions in stridor pa-
tients.
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Summary

In this report the acoustic numerical analysis of a stridor patient is discussed. Stridor is
an abnormal, noisy or toned/voiced breathing sound which is caused by obstruction or mal-
formation of pharynx, larynx, trachea or the bronchia; whereby the turbulence of air and
vibration of surrounding tissue are the source of the observed sound. There is a need for
uninvasive diagnostics because of risks involved using anaesthetics on young children. To find
the obstruction from sound, first one needs to know what kind of sound is produced by what
kind of geometry. Doing this numerically has the advantage of allowing one to change only
one parameter at the time (geometric wise but also boundary condition wise).

Since this is a pilot study first a computational method needs to be developed and val-
idated. From a literature study it could be determined what type of flow is encountered
and how the problem can be tackled. A large eddy simulation is chosen as the method for
simulating the flow because of its high accuracy compared to for example RANS or DES
while not being too computationally expensive. A selective Smagonrinsky model is chosen as
subgrid scale model for its performance on transitional, wall bounded flow. For the acoustics
a hybrid approach is used, because of the computational efficiency of this kinds of approaches.
From the different hybrid methods available, Lighthill’s analogy was found to be the most
appropriate. This method allows the calculation of the near field acoustics in wall bounded
flows.

After implementing the code into OpenFOAM, it is tested on a total of 4 different prob-
lems. The computational code is first used for the analysis of a reed instrument. This is
mostly an external flow problem. It was found that the decoupling of acoustics and fluid flow
can give errors in the solution. The influence of the acoustics on oscillation of the jet was
missing leading to a different fundamental frequency. However the overall resemblance was
good. The strength overlapped very good. Also the peaks in the spectrum could be explained
(but did not fully overlap).

Next an internal flow problem is analysed; namely a diaphragm model. Both numerical
and experimental data is available. This data is for two different flow velocities. For both
models the spectra overlapped at least partially with the reference data. Better agreement
was found with the experimental results than with the numerical reference. Further the U4

law, an empirical relation describing the noise increase with increasing flow velocity, could be
retrieved from the results.

The previously described two models show that the Lighthill equation can be used to
get good results for acoustic simulations in the range that is also seen for the upper airway
models. It is expected that the coupling between flow and acoustics is less of a problem for
the upper airway models. The kind of coupling seen in a reed instrument is of a different
nature than the kind of coupling that could be seen in an airway model. Further it is expected
that the results will give close to realistic power distribution, good enough to see the most
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important features. It should be noted that the lower frequencies are slightly over predicted.
Next a simplified upper airway model is analysed. The fluid results are close to experi-

mental values for the original model. Also it is shown that the implemented LES SGS model
performs better than a One equation SGS model and the pure Smagorinksy model. Further
an acoustic analysis is performed on the geometry. Two constrictions are applied just below
the glottis: one of 50% and one of 75%. The models clearly showed an increase in acoustic
sources for the constricted cases as is expected intuitively. However the propegation of the
sound towards the inlet is shown to be blocked by the constriction. This resulted in lower
than expected values, especially for the highly constricted case. However a very large pressure
drop is seen for the 75% compared to the other cases, therefore this model is more prone to
tissue into vibration (if flexible walls would be taken into account). It might be the case
that for increasing constriction the sound production mechanism shifts from turbulent sound
production to tissue vibration. Near the outlet the sound pressure level is higher than the
healthy case for the frequency range

The realistic upper airway model that is derived from a CT-scan is altered to also get
a healthy patient. These two models are analysed and show similar results as seen for the
simplified upper airway. Also for this case it is seen that part of the signal is blocked by the
constriction. At the outlet the stridor patient shows a clear increase in sound pressure level.
However at the inlet the signal not as strong, and the spectrum is even below the healthy
patient at some parts.

When looking at all results presented in the thesis it can be concluded that the Lighthill
equation can be used for flow regimes encountered in upper airways. The flow results looked
good and are accurate enough to perform an acoustic simulation. When looking at the
spectra generated by the upper airway models the overall distribution could be possible, if
compared to actual stridor sounds, however peaks are missing in the spectrum and the lower
frequencies seem over predicted. Probably the peaks can only be captured by using flexible
walls. Therefore it is needed to incorporate more physics into the computational model. A
rigid wall approach is not sufficient to predict stridor sounds numerically.



Introduction

Stridor is an abnormal, noisy or toned/voiced breathing sound which is caused by obstruction
or malformation of pharynx, larynx, trachea or the bronchia; whereby the turbulence of air and
vibration of surrounding tissue are the source of the observed sound. Especially with children
stridor is an indicator for possible severe obstruction and requires careful examination; a
narrowing by 1mm can increase airway resistance 16-fold while decreasing the cross-sectional
area by 75%. To examine a stridor patient, he/she is anesthetized and using an endoscope (a
camera on rigid/flexible tube) the upper airways can be investigated. For young children, in
particular, this is an unwanted procedure since the use of anesthetics can be a burden for the
health of the patient. Therefore less invasive diagnostic possibilities are favourable and need
to be investigated.

It might be possible to judge the obstruction that is causing the stridor, at least to some
extend, by listening to the sound that is produced. However, before one can do this first
more information is needed about the relation between obstruction and sound production.
Different parameters like, obstruction size, flexibility, location, and shape influence the sound
that is generated. To investigate this influence experimentally is difficult since every patient
has slightly different upper airways and obstruction shape. Therefore it is difficult to vary
one parameter while keeping others constant. Numerically this is less of a problem; the
model can be adapted using a computer to change a single parameters at the time. Also this
research can be performed for different patients to see whether the influence of a particular
parameter is universal (i.e. holds for every patient), such that generalizations can be made.
If all goes well this could help doctors in the future to asses the cause of stridor by using a
database of acoustic results to get a first diagnosis of the problem. The first step that needs
to be performed however is to see whether or not it is even possible, using contemporary
technology, to predict the stridor sound numerically for a given geometry, before the reversed
problem can be solved.

This report will cover a pilot study on the feasibility of acoustic analysis on stridor patients
using a numerical approach. The report is meant to be a stepping stone for future research
in the subject. Because of the nature of this study, validation of the different parts of the
computational model that is developed is very important. Simply put, the computational
model consists of an acoustic part and a fluid dynamics part. The performance of both these
parts will be checked using examples from literature that are (closely) related to the subject.
When both parts are validated, the computational model will be applied on a realistic model
to see its applicability for research in stridor.

First the goals and project set-up are discussed in the upcoming two sections. This is followed
by a chapter covering background information for the project consisting of a short descrip-
tion of the human airways and a summary of relevant work that has already been performed
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on stridor and numerical analysis of the upper airways. This will give better insight in the
problem and a better feel for what kind of results can be expected. Next the computational
model is described in chapter 2. Different options for modelling techniques exists to tackle
the fluid and acoustic part of the problem. The choices are given and argumentation to why
these choices are made is given in this chapter. These choices are validated to give some
insight into the accuracy that can be expected by using the final computational model. The
acoustic part of the validation, using a reed instrument and diaphragm model as a testcase, is
discussed in chapter 3. The validation of the fluid part, on a simplified upper airway model,
is done in chapter 4. The experience that is gained during the validation can now be used to
analyse a realistic upper airway model, for which no fluid nor acoustic data is available. This
is discussed in chapter 5. From the results of the thesis some conclusions are drawn. Further
the results are used to figure out what next steps can be taken to pave the way toward a
world where the obstructions in the airways can be determined by analysing acoustic data.
This future development is covered in chapter 7, together with the recommendations.

Goals

The main goal of this thesis is to show the feasibility of performing an acoustic analysis of a
stridor patient using a numerical approach. It is good to have some concrete points that are
to be investigated. This research aims to answer the following questions:

1. Are the acoustic waves generated by the acoustic sources propagated through an internal
domain accurately?

2. Can the difference between a healthy and stridor patient be seen based on the noise
sources/ sound propagation?

3. Can similar results be obtained for simplified and realistic models?

4. Is it possible to obtain a realistic sound spectrum using rigid walls?

Please note that since this is a pilot study, it is not expected that the sound that a stridor
patients produces can be calculated accurately immediately. The complete problem consists
of many different phenomena (i.e. tissue vibration and possibly large scale deformation,
turbulent sound production, sound convection/reflection/transmission/refraction/absorption,
unsteady cyclic in and outflow), which makes it difficult to solve the problem numerically
in one go. Probably an iterative approach is needed to find out which phenomena are most
dominant and must be taken into account. Hence for this study only a basic model is developed
and tested, which allows for further improvements in future research.

Project set up

In order to come up with a proper computational model the following steps are followed.

(a) A literature study is performed to investigate possible options for the build up of the
fluid and acoustic computational model. Also research is done in alternative meth-
ods(experimental approaches for example) and into work that has already been performed
by others in similar or comparable subjects.
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(b) The options found during this literature study are implemented (computational code
development), tested and, where needed, changed.

(c) The acoustic part is tested to see if the results are sound, by validating with published
result of test cases.

(d) The performance of the fluid part of the code is checked on an airway model of which
good reference data is available.

(e) Finally the developed tool can be applied on something new, to investigate acoustic
properties of airway models.

The first step is documented in a report by Lynch C.T. (2011)[26]. For the third step two
different (geometric) models found in the literature study are recreated using the same lay
out and parameters and are analysed using the custom created code. The acoustics of a reed
instrument and a diaphragm flow are analysed, this is documented in chapter 3. The reed in-
strument is a (partly) external flow problem, the noise sources and frequency spectrum can be
compared. Because this problem is mostly external, reflections are of lesser importance hint-
ing that this problem is probably simpler than most internal flow problems. The diaphragm
is a fully internal flow and might show behaviour that is more similar to what is seen in an
airway model. Also for this model a frequency spectrum is available. Both of these models
show velocities that could also exist in a real human airway. Also the Reynolds numbers do
not deviate much. For the reed instrument the Reynolds number based on jet velocity and jet
length is approximately 4.100, for the diaphragm based on jet velocity and aperture height the
Reynolds number is approximately 52.700, for the simplified upper airway Reynolds numbers
are seen of 10.000 and 5500 and for the realistic upper airway Reynolds numbers of 8.600 and
4.300 are seen (Using jet velocity and trachea mean diameter). Therefore it is expected that
a similar accuracy will be found when applied to an upper airway model.

The validation of the computational fluid dynamics (CFD) part of the code is tested on a
Simplified Upper Airway Model (SUAM) of which experimental data is available (covered in
chapter 4). The model is a simplified form of a computed tomography-scan CT-scan) derived
model and should show flow structures that are similar to a realist human airway model.
If the fluid flow in this model can be calculated accurately, a similar approach should yield
approximately equal accurate results for a fully realistic model This model is also used to
investigate acoustic properties of the airways by altering the cross sectional area below the
vocal cords (artificial constriction).

Finally the code is applied on a Realist Upper Airway Model (RUAM), which is derived
from a CT-scan (see chapter 4). This model is adapted to a more healthy person in a meshing
program. Although it is rather subjective whether the edited model is fully healthy it should
resemble a healthy person more closely than the original model and allow for comparison.

The different models that are introduced shortly in this section should allow to find the
answers posed in the goals section. A more elaborate description of each model is found in
the chapter corresponding to that model.





Chapter 1

Properties of the respiratory track
and stridor

This chapter will cover the most important background information concerning the respiratory
track and stridor. This knowledge is fundamental for building up a realistic computational
model, which is discussed in the next chapter. First the geometric layout of the respiratory
track is discussed in section 1.1, followed by a section covering the aerodynamic properties
of this system. Then the stridor phenomenon is discussed in section 1.3. Finally relevant
acoustic en mechanical (for the sake of completeness) properties are discussed in the last
section.

1.1 Respiratory System

The respiratory system consists of the airways, lungs and the respiratory muscles. This system
makes sure humans are able to passively exchange oxygen and carbon dioxide. Air flows in
from mouth or nostrils and are guided into the longs to the alveoli where the exchange of
gasses occurs. The system can be separated into the upper respiratory tract and the lower
respiratory tract. The upper tract consists of the nasal cavity, oral cavity, pharynx and larynx.
The lower tract can be divided into the trachea bronchial tubes, bronchioles and alveoli. This
general overview can be seen in figure 1.1; all afore mentioned parts of the respiratory system
are briefly elaborated on in the upcoming sections.

1.1.1 Nasal cavity

The nasal cavity of humans is very complex in morphology as can be seen in figure 1.2. The
flow in the left and right nostrils remain separated by the sceptum and only come together near
the nasopharynx (NP) which is at the end of the nasal cavity. In slice 2-2 one gets a better view
of the geometry; The main flow goes through the medial passage (MP) (highest velocity)[21],
while in the thinnest parts of the meatus the air slows down (edges of MM,SM,IM). Notice
how the flow needs to bend 180◦ from nostril to nasopharynx.

1.1.2 Oral cavity

The oral cavity has a somewhat easier comprehensible geometry. The most important features
can be seen in figure 1.3. Aerodynamically the uvula is the most interesting, since it looks
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Figure 1.1: General overview respiratory system

Figure 1.2: Nasal cavity layout
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like an obstruction in an otherwise relatively smooth section.

Figure 1.3: Oral cavity layout

1.1.3 Pharynx

The human pharynx is situated between the oral and nasal cavity and the larynx. It is
part of both the digestive and respiratory system. The pharynx is divided into three parts:
nasopharynx, oropharynx and laryngopharynx. This is also the place where the oral and
nasal cavity come together.

1.1.4 Larynx

The upper part of the larynx is connected to the epiglottis which makes sure no food is
directed to the trachea. The larynx also holds the vocal folds or vocal cords making it an
important organ for communication. When breathing the folds are opened where as for sound
production the folds are closed. In figure 1.4 a top view can be seen of the larynx.

1.1.5 Lower respiratory tract

The trachea serves as the connection between the larynx and the lungs. It has cartilages or
tracheal (c shaped) rings, which make sure that the trachea keeps its shape. On the inferior
side the ’pipe’ splits up at the first bifurcation, becoming the primary bronchi. One side goes
to the right three lobes, and the other to the left two lung lobes (The right side is bigger; the
left side needs to make room for the hart). The bronchi keep splitting up, until finally the
alveoli are reached where the actual gas exchange takes place. See figure 1.5 for an overview
of this.
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Figure 1.4: Larynx layout

Figure 1.5: Lower respiratory tract (left),Alveoli and bronchiole (right)
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1.1.6 Geometric parameters

Much of the literature concerning simulations of airway sections are focused on adult respi-
ratory systems. Therefore it is important to note some geometry wise differences between
infants and adults. In figure 1.6 the cross-sectional area, perimeter and hydraulic diameter
are plotted for a healthy 53-year-old male who is non-smoking, and a 5-year-old boy. In table
1.1 the volume, surface area and effective diameter are given. The data given in this section
is extracted from reference [21]. For this research, a model of an adult stridor patient is used.
This model is discussed in chapter 5. An adult model is used simply because it is the best,
most complete, model that was available of a stridor patient at the time of this study. Future
research might however be focused more on infants since this is more of a problem group as
is explained the introduction of this thesis.

Table 1.1:
aV&V (vestibule and valve region), TR (turbinate region), NP (nasopharynx).
bEffective diameter de = 4V/A.
from [21]

Anatomical sectionsa Volume, V (cm3) Surface area, A (cm2) Effective diameter, de
b (cm)

5-year-old Adult 5-year-old Adult 5-year-old Adult

V&V 3.37 5.50 23.74 35.58 0.568 0.619
TR 11.03 12.63 107.34 112.59 0.411 0.449
NP 3.95 16.33 15.27 40.93 1.034 1.595
Pharynx 2.64 13.89 14.59 45.10 0.724 1.232
Larynx 1.22 6.70 7.20 21.81 0.676 1.228
Total 22.21 55.05 168.14 256.01 0.528 0.860

1.2 Typical airflow

The human airways are very complex in shape as can be seen from the previous figures. When
one inspires, the airflow mostly flows in from the nose and travels through the airways finally
ending in the alveoli. In between, the flow needs to bend 180◦, it encounters ducts and also
cavities are passed. These features in combination with the airflow velocity allow for very
interesting flow structures and phenomena like: flow separation, recirculation, highly curved
stream lines, acceleration and deceleration, transition from laminar to turbulent flow and vice
versa.

In figure 1.7 one can see the velocity distribution of a realistic upper airway model of a
healthy 53-year-old man. Some geometric features of the airway of this man are given in
section 1.1.6. Clearly the main flow in the nasal cavity flows through the main passage while
at the outer parts, it slows down. Further if we look at the turbulent kinetic energy k (figure
1.8) we see laminar flow in the edges (where the slower velocity exists), while turbulent flow
is found in the main passage and nasopharynx. Therefore it is clear that flow in the airways
is laminar,transitional and fully turbulent[41].

To make it even more interesting flow is not only possible in one direction, neither is it
steady. Nonetheless for quiet breathing (approximately 0.2L/s, at 0.25Hz), the Strouhal
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Figure 1.6: Comparison of nasal cross-sectional area, perimeter and hydraulic diameter between a 5-
year-old boy and an adult male as a function of the distance from the nose tip. The nasal
valve is marked with a solid arrow for the child and a hollow arrow for the adult. The
vertical dashed line denotes the start of the nasopharynx (NP).(a) The cross-sectional
area (A) and (b) perimeter (P) are the summation of right and left passages.(c) The
hydraulic diameter is calculated from the relation dh = 4A/P .[21]
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Figure 1.7: Velocity fields in the nasal passages at an inhalation flow rate of 0.33L/s in (a) 3-D, (b)
sagittal, and (c) cross-sectional (coronal) views. The filled arrow marks the location of
flow separation and recirculation in the nasopharynx.[41]
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Figure 1.8: Turbulent kinetic energy, reference[41]

number is less than 0.2 in the nasal cavity. This indicates that a quasi-steady approximation
is reasonable[22]. Also Olsen et al. (1973)[31] showed experimentally that during inspiration
the steady flow assumption is valid for flow rates up to 2.5L/s. Calay et al. (2001)[10] showed
that when the peak velocity is reached flow is similar to results obtained from quasi-steady
results, during acceleration and deceleration however different velocity profiles are seen in the
model (asymmetric bifurcation model).

For an adult typical the normal flow rates are: 0.2L/s for light breathing and 1.67L/s
for heavy breathing. Using this data the Reynolds number varies from approximately 800
for light breathing to 9300 for heavy breathing[37]. For a child this is: 0.05L/s in sedentary
condition and 0.5L/s for a heavily active condition. This corresponds to a Reynolds number
of 368 and 3302 respectively[21].

1.3 Stridor

Stridor is an abnormal, noisy or toned/voiced breathing sound which is caused by obstruction
or malformation of pharynx, larynx, trachea or the bronchia; whereby the turbulence of air
and vibration of surrounding tissue are the source of the observed sound. An overview of the
causes of stridor is given in section 1.3.1. Some studies have been dedicated to the type of
noise that is produced by the obstruction(or by the throat in general). A small overview of
these studies and their results are discussed in section 1.3.2

1.3.1 Causes of stridor

There are many different types of airway obstruction that will cause stridor. In general inspi-
ratory stridor indicates upper airway tract obstruction, whereas expiratory stridor indicates
lower airway tract obstruction[36][17]. When the stridor is caused by soft tissue this can be
explained by the fact that during inspiration the negative pressure gradient in the airflow
towards the lungs creates suction; this can cause the epiglottis to be sucked toward the lung,
and combines with arytenoid tissues to create a tube with diameter much smaller than the
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remainder of the respiratory tract. Another possibility is that the soft tissue in the upper part
of the trachea collapses due to the difference between ambient pressure and the more negative
pressure in the trachea tract itself during inspiration[36]. In the lower part of the trachea
this is not a problem (in the bronchi the pressure is even lower). During the expiration the
increased pressure in the lungs can cause the trachea’s lower soft tissue to collapse (pressure
in lungs is higher than in trachea).

Especially with children stridor is an indicator for possible severe obstruction and requires
careful examination; a narrowing by 1mm can increase airway resistance 16-fold while decreas-
ing the cross-sectional area by 75%[12]. There are many possible causes for the occurrence
of the stridor phenomena. The most common cause (for children) is laryngomalacia in the
chronic case and laryngotracheitis in the acute case[45]. Laryngomalacia (see figure 1.9) oc-
curs as a result of a floppy portion of the larynx that has not yet developed the strength
to provide rigid support of the airway. During inspiration this structure can collapse creat-
ing a narrowed passaged inducing a toned sound[38]. Laryngotracheitis (see figure 1.10) is
an inflammation of the mucous membrane, which is responsible for the formation of slimy
substances (mucus), located in the larynx and trachea, which causes a narrowing of the air-
ways. Some other causes are: vocal cord paralysis, tracheomalacia (floppy walls in trachea),
stenosis (constriction, see figure 1.11), tumors and granuloma (mass that is formed to wall-off
perceived foreign substances). Depending on the site of the lesion the stridor is classified as:
Supralaryngeal, supraglottic, glottic and subglottic and tracheal[6]. See table 1.2 for a short,
rough overview.

Figure 1.9: Laryngomalacia, arytenoid tissue collapses

1.3.2 Studies on stridor sounds

Efforts have been put into correlating the sound of stridor to location and or cause. Zwartenkot[44]
used spectrograms to find differences between stridor sounds of multiple patients with differ-
ent causes occurring at different locations. An example of such a diagram for stridorous sound
from a child suffering from laryngomalacia can be seen in figure 1.12. He found it difficult to
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Figure 1.10: Laryngitis (left), resolved laryngitis (right)

Figure 1.11: Subglottic stenosis

Table 1.2: Rough classification of stridor (infants)
*[43], +[45], #[1], %[44]
1granuloma do not necesarrily need to be supraglottic this is an example from[44]

Cause Part of cycle Placement Deformation Occurance

Laryngotracheitis N.A. glottic/supraglottic small common+

Laryngomalacia inspiration% supraglottic very large deformations very common*

Vocal cord paralysis inspiratory% glottic small N.A.

Tracheomalacia inspiration upper part trachea large deformation uncommon*

expiration lower part trachea large deformation uncommon*

Subglottic stenosis inspiration% subglottic very small N.A.
Tumors N.A. N.A. small very rare#

Granuloma inspiration1 supraglottic1 small uncommon#
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come to a conclusive correlation between diagram, location and cause; more data are needed.

Figure 1.12: Spectrogram laryngomalacia[44]

Slawinski and Jamieson (1990)[36] found that voiced sources are observed when a sufficiently
large pressure drop induces vibration in the tissue surrounding the constriction. The fre-
quency of this vibration depends on two properties of the surrounding tissue: elasticity and
mass. Vibration frequency decreases as the tissue enlarges or softens. Fricative sources will
result when the pressure drop is too small to stimulate the surrounding tissue into periodic
vibration, provided that there is sufficient pressure to produce a turbulent airflow past the
constriction. With higher airflow velocities, the dominant spectral frequencies of the frica-
tive source will shift to higher values. The acoustic signal generated by a fricative source is
transformed by the entire respiratory channel whereas a voiced source is only shaped by that
portion of the respiratory tract between source and receiver.

The most important conclusions from this research are cited below:

(a) the location of the constriction: constrictions placed close to the nostrils emphasize higher
frequencies and maintain similar values of murmur duration and intensity in both phases
of the respiration cycle. Constrictions close to bifurcation increase the amplitude of lower
frequencies and prolong the expiration phase.

(b) the mass and elasticity of the tissue surrounding the constriction: large mass and low
elasticity tend to result in a fricative source, reflected in the murmur as a noise with
formants corresponding to natural frequencies of the respiratory tract. Smaller mass and
higher elasticity tend to result in a voiced source, which appears in the murmur as a tone.

(c) the shape of the constriction: long constrictions tend to generate fricative sources, while
short constrictions tend to generate voiced sources (if the pressure drop is sufficiently
large).

(d) the cross-sectional area of the constriction (for fricative sources): lower frequencies dom-
inate the signal spectrum when the airway is relatively large, while higher frequencies
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emerge as the airways narrows. (also confirmed by Gray et al. (1985)[16])

(e) the tissue tension (for voiced sources): high tension gives a high-frequency tonal quality to
the murmur, while lower tension shifts the fundamental frequency (pitch) of the murmur
to lower values.

(f) the mobility of the constriction: with stable constrictions, resistance to airflow is equiv-
alent in both phases of respiration and stridor is produced in both phases. Unstable
constrictions produce changes in the spectrum from one cycle to the next and within
each cycle.

(g) The ratio of the duration of the constriction opening to the period of tissue vibration (for
voiced sources): a small value of ratio (much lower than 1) is reflected in the spectrum
of a murmur by many harmonics of fundamental frequency, while an appearance of only
a few harmonics indicates that a constriction lumen is open much longer.

Leiberman et al. (1986)[23] tried to use a very simple acoustic model to estimate location and
obstruction size. The upper airway tract was assumed to be an acoustic tube with varying
cross-sectional areas, starting from the glottis, and ending at the lips and nose. The tube was
assumed rigid and discretized sufficiently well. Using those assumptions the areas of the tube
could be estimated directly from the acoustic signal (of stridorous sound). These estimates
could provide useful during diagnosing the cause for stridor, although further development is
still needed.

Milenkovic (1984)[29] tried to estimate the focal tract shape by measuring the pressure at
two points; one at the inlet, and one at the outlet. His two point method seemed robust and
he was able to reproduce area functions using the measurement data of speech.

1.4 Acoustic and mechanical properties

For simulation purposes the determination of the acoustic and mechanical properties are of
importance. For this master thesis only the acoustic properties will be of use, however the
mechanical properties might come in hand in further research.

The two most important parameters in acoustics are density and sound speed. Both of
these parameters are influenced by the temperature. During a respiratory cycle the temper-
ature of the air and boundary tissue changes. For both air and tissue the temperature in the
core of the human is higher than near the boundary. Especially in more extreme conditions
temperatures can change quite a bit; in the winter for example the body temperature is ap-
proximately 35◦ while the outside temperature could be even below the freezing point. These
temperature changes cause for example diffraction of sound waves. However for this thesis it
is assumed that the variation is small enough such that its effects can be neglected. Taking
into account the temperature would make the problem at hand even more complex than it
already is, while it is believed it will not add to the overall accuracy in this early stage of
research. A temperature of 25◦C is assumed giving rise to a density of 1.1839kg/m3 and a
sound speed velocity of 346.18m/s.

Another property that is important for this thesis is the impedance. When an acoustic
waves hits a wall part of the wave is reflected while an other part moves forward. The
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relationship between the amplitude of the incoming wave, the transmitted wave and the
reflected wave is a function of the impedances and wave front angle. This relation is governed
by the following equations:[34]

B

A
=

2ρ2c2 sin δi
ρ2c2 sin δi + ρ1c1 sin δt

, and (1.1)

C

A
=
ρ2c2 sin δi − ρ1c1 sin δt
ρ2c2 sin δi + ρ1c1 sin δt

. (1.2)

Where A,B and C represent incoming, transmissive and reflective amplitude respectively, δi
and δt are the incoming and transmissive angle of the wave front respectively, and ρ1c1 and
ρ2c2 are the impedances of two different mediums. For some tissues near the upper airway
track the impedances are given in table 1.3

Table 1.3:
Approximate value for the impedance of different parts of a human, see [5][18][25]

Material Impedance (MRayl)

Air 0.0004
Fat 1.38
Water 1.48
Blood 1.51
Soft tissue (average) 1.63
Musle 1.7
Bone 7.8

To give a sense of what the flexibility of the tissues surrounding the respiratory track are, the
results of two research articles are shortly summarized.

Teng et al.(2008)[40] found a way to model the mechanical properties of the cartilage rings
of a pig. It was found that the E-modulus is approximately 57.915MPa. However a linear
formulation did not give a satisfactory result whereas there proposed non-linear approach did.

In the paper by Xu et al.(2009)[42] an elastic model was used to model different tissues in
the upper airway. The tongue, palate and surrounding tissue were modelled independently.
Using MRI scans of a rat the movement of the different components was recorded (during
pressurization of the rat). From this they extracted boundary conditions and finally also
the material properties. The modulus was iteratively changed from values slightly above the
ones obtained from literature ([19][27]) to values that matched the observed MRI deformation
within 20%. This resulted in E-modulus values of 6000, 7000 and 15000Pa for tonge,airway
tissue and soft palate respectively.

For a more complete list of tissue modeling efforts you are referred to the literature study
report by Lynch, C.T.(2011)[26]





Chapter 2

The computational model

In this chapter different ingredients of the computational model are discussed. First the
chosen aerodynamic formulation is discussed in section 2.1. This is followed by the acoustic
modeling in section 2.2. Then the boundary conditions are discussed in a general way. The
model specific boundary conditions are elaborated on in each model’s chapter.

2.1 Aerodynamic formulation

From a literature study [26] we concluded that the most appropriate way to calculate the
fluid flow is using a large eddy simulation (LES). This is mainly because of the high accuracy
(compared to for example DES, RANS or URANS), shown for both purely CFD but also
acoustic simulations. Given the flow properties as presented in section 1.2, it is possible to
use an incompressible approach (maximum Mach number diaphragm: M = ±0.16, maximum
Mach number airway models M = ±0.06). Pursuing a compressible approach might give
an extra way to check the acoustic modeling. This would, however, be at the cost of more
complex airflow modelling (i.e. more equations, more variables, more boundary conditions)
and extra computational time. Further extra care has to be taken when extracting acoustic
waves since the mean and fluctuating part of the variables are not decoupled, making the
signal to noise ratio lower. For this thesis the incompressible Navier-Stokes equations are
used for the sake of simplicity. For the encountered flow regime this set of equations can give
accurate results. Other methods are sought to validate the acoustic simulation.

When using LES, there are different options available to model the subgrid scales. From
the literature study mentioned earlier it followed that a selective subgrid scale (SGS) model
would probably perform best, given the transitional behaviour of the flow. What a selective
model essentially does is turning off the SGS model when the flow properties do not corre-
spond to expected values for fully turbulent flow. Implicitly this also causes the beneficial
behaviour of turning off the eddy viscosity near the wall[35].

In this thesis the selection function as described in the paper by Sagaut et al.(1999)[35]
is used:

fs(θ, θ0) =

{
1 if θ ≥ θ0
r(θ, θ0)

1/2 else
(2.1)

r(θ, θ0) =
tan2(θ/2)

tan2(θ0/2)
, (2.2)
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where θ is the parameter used to determine the three dimensionality of the flow (in this case
the angle between vorticity vectors) and θ0 is the treshold value of θ above which the selection
function is turned on.

In this thesis the flow property criterion as given in Farhadi, M and Rahnama, M(2006)[14]
is used. They propose that the flow can be considered turbulent, or 3 dimensional enough,
when the vorticity angle between one point and the average of the surrounding points is larger
than 20◦ (hence θ0 = 20◦). The resulting model is compared with two other LES SGS models
in section 4.3, to see how it performs on an airway model.

2.2 Acoustic modeling

In the literature different methods are found to model the acoustics from a flow simulation.
These methods all fall under the common used abbreviation CAA (computational aeroa-
coustics). It is possible to calculate the acoustic waves directly using the conservation laws
governing fluid flow, where during post processing it is tried to split the mean and fluctuating
part of the pressure. Most methods pursue a hybrid approach where one solver solves for
fluid dynamics and a second solver, using these results, solves for+ acoustics. Examples of
these are the Lighthill analogy, Kirchhoff integral, and the use of Ffowcs Williams-Hawkins
surfaces.

Both the direct and hybrid approach show advantages and disadvantages. For the direct
approach a very high resolution simulation is necessary because of the large differences in
scales that are present (acoustic fluctuations can be multiple orders of magnitude lower than
normal flow features). The advantage comes in by the fact that most physical effects are
taken into account, such that strong acoustic waves can also interact with the flow. This
allows for a coupling between acoustic and fluid flow modes. The main disadvantage is the
very high computational demands that this approach requires. Also handling of the boundary
conditions becomes extra critical (each variable needs to leave the domain smoothly such that
inlets and outlets do not give noise to the acoustic signal).

Especially for low Mach number, simulations using a hybrid method can give very good
results. The decoupling of the acoustic and fluid dynamics removes the need for a very high
resolution CFD calculation. Also the signal to noise ratio is improved due to the decoupling.
A disadvantage of hybrid methods is that not all physical effects are taken into account:
coupling with fluid flow is not possible and depending on the applied approximations effects
such as diffraction and reflections can get lost. The coupling is important for very strong
acoustic waves, because these can have an impact on the fluid motion. Small waves will only
cause very small molecular movement that do not influence the main flow structures.

For internal flow the two most suitable options are either direct solving of the Navier-
Stokes equations or the use of the Lighthill equation as is concluded from literature study
[26]. However the complexity and high computational demands for a direct approach make
it the lesser option. This is partly because of time constraints. Since both the development
of a working computational code and the application of the code (on multiple models) needs
to be covered in one project.

The Lighthill equation can be used to calculate the near field acoustic field, also the
propagation of the sound perturbations can be taken into account. This is ideal for the
problem faced in the current research project. It can be used to see where sound production
takes place, and how this sound production is affected by different geometries.
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The equation can be obtained directly from the Navier-Stokes equations using differenti-
ation and basic operations [24]. This will eventually lead to,

∂2ρ′

∂t2
− c2∂

2ρ′

∂x2i
=

∂2

∂xi∂xj
Tij , (2.3)

where c is the speed of sound, ρ′ is the perturbation of the mean density and Tij the Lighthill
stress tensor which is given by the following relation:

Tij = ρuiuj + 2µSij + δij(p
′ − c2ρ′). (2.4)

Where Sij is the strain rate in the fluid, µ is the dynamic viscosity, p′ is the perturbation in
mean pressure and δij the Kronecker delta function.

In multiple papers (see for example [7][30][32]) from which a couple are in a similar flow
regime as will be encountered in this thesis, the Lighthill equation is simplified to

∂2ρ′

∂t2
− c2∂

2ρ′

∂x2i
=

∂2

∂xi∂xj
ρuiuj , (2.5)

This can be done under the assumption that the Reynolds number is sufficiently large that
the dissipation by the viscous stress tensor can be ignored and that adiabaticity is well held.
Under the incompressibility assumption this equation can be further simplified to become

∂2ρ′

∂t2
− c2∂

2ρ′

∂x2i
= ρ0

∂2

∂xi∂xj
uiuj . (2.6)

The right hand side of the equation can be fully calculated from a CFD calculation. This
allows for the decoupling of the acoustic and flow simulation. Because of this many authors use
specialized acoustic simulation software to calculate the acoustics. This often means switching
to the frequency space using the Fourier transform. For this thesis it is chosen to implement
the Lighthill equation into OpenFOAM. This has several advantages. First, this allows for
the quasi simultaneous simulation of both acoustic and flow parameters, thus every CFD time
step is followed by several acoustic sub cycles (the time step for the acoustic simulation needs
to be smaller in general because of the high wave velocity). Because this is done immediately
after the CFD time step there is no need to save every time step thereby seriously reducing
memory demands. Secondly the programming efforts are reduced significantly since both
temporal and spatial discretization algorithms are preprogrammed in OpenFOAM. Thirdly
post processing algorithms are also readily available for OpenFOAM, making the data analysis
more convenient and less time consuming. Finally using a time accurate simulation for the
acoustic variables allows for the investigation of the reflections and propagation visually.

2.3 Boundary conditions

Both for the acoustic and CFD simulation boundary conditions need to be applied. For
the models presented in this thesis, the boundaries of the computational domain can be
divided into roughly three groups: inlet, outlet, and walls. In this section some background
information is given regarding the different types of treatment of the boundaries used on the
models in this thesis. For model specific boundary conditions you are referred to the model’s
chapter itself.
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2.3.1 Inlets and outlets

Depending on the problem different inlet and outlet conditions are applied. For the veloc-
ity this is either a von Neumann, a Dirichlet or pressure derived normal velocity boundary
condition. In the last case OpenFOAM determines the inlet velocity based on the pressure
gradient. This allows for non uniform inflow. When using this boundary condition smoothing
was applied on the velocity to reduce peak velocities.

The pressure is set either using a von Neumann or Dirichlet boundary condition. This
boundary condition can cause reflection. When calculating the acoustic pressure waves di-
rectly (i.e. not using the Lighthill equation) this is a major problem, but also for non acoustic
purposes it can be of importance to make the boundary non-reflective since the reflected pres-
sure influences the upstream flow structures. It is attempted to incorporate a sponge layer as
formulated in Chen et al.(2004)[11].

Q̃ = Q− σ(Q−Qtarget), (2.7)

where damping is applied to Q̃ = (ρ′, u′, v′, w′, p′)T each time step, and where Qtarget is a
given reference. The damping coefficient σ is defined as

σ(l) = α2

(
L− l
L

)β1
, (2.8)

where l is the distance from the outer boundary of the buffer zone and L is the buffer zone
width. Parameters α2 (Chen used 1) and β1 (Chen used 1.5) are used to determine the nature
of the damping coefficient σ which varies smoothly from zero at the interface between the
buffer zone and propagation region to a value, normally one, at the outer boundary.

This method is applied to the acoustic waves ρ′ and the pressure. After some tests it was
shown that it works for the acoustic waves, for later simulations the reference value is not
constant making this method inconvenient. For the density perturbations it was found that
a convective outlet boundary condition (subset of Robin boundary condition)2.9, allowed the
acoustic waves to leave the domain without reflections.

dφ

dt
+ Un

dφ

dn
= 0 (2.9)

In this equation, for the acoustic waves, φ = ρ′ and Un = c where c is the speed of sound.
The spatial derivative is taken normal to the boundary element. In test this method showed
superior results compared to the sponge layer method.

For the pressure it was not clear if the method improved the results, after some instability
issues the sponge layer was deactivated for precautionary reasons. Since for the models the
acoustics were of main concern, the pressure sponge layer did not have a direct influence on
the acoustic perturbations. Further since the pressure is becoming almost homogeneous near
the exit for all models, it can be assumed the changes in flow structure (due to reflections)
are small enough to have only small to no effect on acoustic frequency spectra.

2.3.2 Walls

For the wall treatment in a CFD simulation roughly three methods are most commonly used:
wall functions, hybrid methods (LES for flow RANS for wall) and direct calculation. When
using a relatively high y+ value of the first cell near the wall, both wall functions and hybrid
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methods show improvement (compared to no wall treatment) in one case but give erroneous
results in others. For example wall functions work good for fully developed non separated
flow, and hybrid methods work best in separated flow but not so much in laminar flow. For
the complex flow presented in this thesis, which involves separation, back flow, unsteadiness
but also laminar flow neither methods seem fit. Therefore a direct approach is chosen. It
is attempted to keep the y+ value for the first cell layer such that it is still placed in the
viscous sub layer(y+ < 5) as is advised by Breuer et al.(2007)[8]. Others claim however
that the y+ value for the first cell should be smaller than 1 to capture the boundary layer
accurately[28][39]. This is computationally very expansive, however.

Also for the acoustic simulation different options exist for the treatment of the wall. The
physically correct condition near a rigid wall is obtained by setting the molecular velocity at
the wall to zero. To make sure the molecules do not move (normal to the wall) there cannot
be a pressure gradient at the wall. Hence a zero pressure gradient normal to the wall should
give the correct results (von Neumann boundary condition). In real life not all of the wave
is reflected back however, part is absorbed and transmitted because the walls are not rigid
and can vibrate. To take some of this into account an impedance boundary condition can be
placed. Spa et al.(2009) showed that this can be achieved using the following equation.

∂p(x, t)

∂t
= −Z

ρ

∂p(x, t)

∂n
(2.10)

In this equation p is the pressure, ρ the density and Z the impedance. Obviously this is very
similar to equation 2.9, making the implementation straight forward.





Chapter 3

Acoustic validation

The purpose of this chapter is to check how the acoustic results using the Lighthill equation
compare to results from literature. First, the reed instrument is discussed. This 2D model is
computationally inexpensive, but can give a lot of insight nonetheless. The effect of decoupling
the fluid and acoustic part of the simulation can be seen. Further the source term, that is also
calculated in the reference paper, can be compared to see the accuracy of the calculation of
this parameter by the for this thesis developed code. Also the resulting frequency spectrum
can be compared. First the fluid flow results are discussed followed by the acoustic results.
Second, the diaphragm is analysed. For this problem both a 2D and a 3D model are created.
Opposed to the reed instrument this model is fully internal. This is interesting because, the
upper airway models are fully internal flows as well. For the diaphragm both numerical and
experimental data is available for comparison. This is used to see the accuracy of the acoustic
simulation for internal flow. Also for this model first the CFD results are discussed, followed
by the acoustic results. At the end of the chapter a better feeling for the accuracy of the
acoustic part of the computational method should be obtained.

3.1 Reed instrument

For the external flow test a reed instrument, of which the layout is shown in figure 3.1, is
chosen. Only one mesh is created for this model, consisting of 2.0 · 105 cells, which is shown
in figure A.1.

Figure 3.1: Reed model, dimensions[30]

In the reed instrument model the main flow features are seen near the inlet. A small in-
let of 1mm produces a jet having a velocity of 12m/s. This jet hits a split, which pushes

25
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the flow upwards. However the distance between the split and jet inlet is chosen such that
an oscillating jet is produced. This oscillation creates vortexes above and below the split.
These vortexes are highly correlated to the sources responsible for the acoustic waves. This
model is of interest because it can be checked if the source term is implemented correctly into
the computational model. Further this model allows comparison of a solution obtained by
a direct approach with one using a hybrid method (Lighthill equation). Also the jet that is
producing the acoustic sources streams with 12m/s, this velocity could also occur in a human
airway. Before the results are shown first the boundary conditions are discussed.

3.1.1 Boundary conditions

For the reed instrument the inlet flow can be considered uniform. Therefore an imposed flow
velocity vector (12m/s in x-direction) is applied at the inlet and a von Neumann boundary
condition for the pressure. At the outlet a differential pressure (normalized with the density as
is default in OpenFOAM) is set to 0Nm/kg (Incompressibility is assumed hence the absolute
value is of no importance) and for the velocity a von Neumann boundary condition is used.
For the acoustic waves at the inlet and the outlet a convective boundary condition is used as
discussed in section 2.3.

At the walls the pressure and density is determined using a von Neumann boundary
condition, and for the velocity a no-slip (u = (0 0 0)) condition is applied.

3.1.2 CFD results

From the paper by Miyamoto, M. et al.(2010)[30] some numerical reference data is available.
In this paper a direct approach is used for the calculation of the acoustics. This is done by
a compressible large eddy simulation. It is claimed that the coupling between acoustic waves
and jet oscillation is important, which is the reasoning for the compressible approach.

Unfortunately the figures are in black and white, also the instance shown in the figure
is unknown. Nonetheless the order of magnitude of the different parameters and the overall
similarity can be checked.

In figure 3.2 the velocity field is plotted. It seems that the activity in the resonator is a
little bit lower than for the reference simulation. This is not always the case, the oscillation
frequency and amplitude is not fully steady; therefore the amount and size of the vortexes
that are seen above and below the split changes somewhat in time. It is also noted in the
paper that higher velocities lead to better resonance. Looking more general at the results for
the velocity the simulations look quite similar (only one snapshot is shown).

In figure 3.3 the vorticity is shown. The magnitude up close and further away seem of the
right order. Also the size of the vortexes seems to be in the same range. Notice how close the
vorticity is related to the the source term, shown in figure 3.4. Also the source term seem be
calculated correctly. The source term will in turn be responsible for the changes in density as
follows from the Lighthill equation 2.6. In the reference paper the Lighthill equation is only
used to show the sources, the propagation is not calculated using this equation. It is claimed
that the coupling between acoustics and mean flow is too important for this case to separate.
Therefore a compressible LES was run instead, which takes into account this coupling. The
two resulting density fields are shown in figure 3.5. First note the different scales on the
legend. Using the Lighthill equation only the perturbed acoustic field can be calculated,
not the mean values. However, just to see how it compares the range (difference between



27 3.1. Reed instrument

maximum and minimum) is set the same and shifted such that the picture looked close to
the reference figure. There are similarities but the range does not allow good comparison.

Further, one can see some high frequency waves in the reference value figure. Knowing
the dimensions of the figure these waves should have a frequency of approximately 113kHz.
It is unknown where this frequency comes from and it is not seen in the right figure. It is not
explained or noted in the paper[30]. Looking at the more global picture (figure 3.6), there
are some waves that can be seen.

Figure 3.2: Reed velocity field[m/s], reference[30](left) and thesis research(right)

Figure 3.3: Reed vorticity field[s−1], reference[30](left) and thesis research(right)

3.1.3 Acoustic analysis

The system of resonator, jet and split is studied by multiple scientists. Empirical relations
exist to estimate the frequencies that dominate the sound spectrum. In Miyamoto, M. et
al.(2010)[30] the same configuration is used as in this thesis. They claim that a representative
value for the first fundamental frequency of the resonator is 913.1 and for the third 2739.3Hz.
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Figure 3.4: Reed source term field[kg/m3/s2], reference[30](left) and thesis research(right)

Figure 3.5: Reed density field[kg/m3], reference[30](left) and thesis research(right)

Figure 3.6: Reed, density field[kg/m3]. Overall look of the density field with the axis scaled properly
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An empirical formula shown in this same paper that originates from Brown, G.M. (1937), that
predicts the frequency of the edge tone reads

ν = 0.466j(100V − 40)(1/(100l)− 0.07), (3.1)

where V (= 12) denotes the speed of the jet and l(= 0.005m) is the distance between the
flue and the edge. The number j is taken as j = 1.0, 2.3, 3.8, 5.4. For j = 1 it gives the
fundamental frequency and others denote overtones. Filling in the values of this simulation
yields 1043.28Hz, 2399.55Hz and 3964.47Hz for the first three fundamental frequencies. These
values are only for the combination flue-edge and do not incorporate the effect of a resonator.
The earlier mentioned values for the resonator fundamental frequencies are obtained from
ω = c(n+ 1/2)π/L where n is an integer. However an open end correction is applied to give
the 913.1 Hz and 2739.3 Hz. The authors show that the frequency follows relation 3.1 but
lock on the fundamental pipe frequencies. This can only be captured when the acoustic and
fluid equations are coupled.

In figure 3.7 the raw output for the density near the end of the pipe is shown (near point A
in figure 3.1). One notices immediately that the value is decreasing steadily. Integrating the
source field over the computational domain gives a negative value. Hence netto the source
field acts ass a sink for the density, causing the decrease in value. Probably due to the missing
coupling between the acoustic and fluid flow simulation there is no mechanism to keep the
density from decreasing. Using a moving average still a ’normal’ sound wave plot can be
created. This is also shown in figure 3.7. Notice the signal is transformed to pressure, this is
done using the equation,

p′ = ρ′c2 (3.2)

which is given in a thesis by Escobar, M.(2007)[13]. This equation holds if linear acoustic
propagation and isentropy can be assumed. Looking at the right part of the figure one can
see that amplitudes of 100Pa are achieved. This is the same order of magnitude as is seen in
the reference paper.

A Fourier analysis can be applied and compared to the reference data. This is shown
in figure 3.8. The figure shows the numerical reference data extracted from the paper and
is displayed, using Photoshop, over the results from this thesis. The overall sound pressure
is of the same level. Note that the intensity is not normalized with 10−12, the lowest hu-
manly perceivable sound intensity, as is common in acoustics. Although the peak at 2.4kHz
corresponds nicely the third peak is not present at the reference data and the first peak is
at a slightly different frequency. Looking at the fundamental frequencies as calculated with
equation 3.1(1043.28Hz, 2399.55Hz and 3964.47Hz), however, the values calculated with the
Lighthill equation are very close. Only the third value seems to be off. This value looks more
to be 3700Hz. The difference with the reference data is most likely because of the decoupling
of the fluid and acoustic part of the simulation.

3.2 Diaphragm

The results for the reed instrument show that most features that are expected from the
acoustic signal can be found. The reed instrument problem, however, is an external flow
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Figure 3.7: Reed, acoustic point data: left raw density output, right detrended converted output

Figure 3.8: Reed, sound pressure[30]
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problem whereas the final model to be analysed is an internal flow. For internal flow the
acoustic waves are more restricted and have a harder time leaving the domain, because in
general only at the inlet and outlet the waves are allowed exit. The waves reflect on the walls,
giving rise to complex acoustic field. Therefore a validation for internal flow acoustics is value
adding to the research and can give more insight in the accuracy of the final results of the
thesis. Two reference sources are available: a paper by Gloerfelt, X. and Lafon, P. (2007)[15]
and a paper by Bailly, C. et al.(1996) [4]. The first paper covers an LES calculation using a
direct approach for the noise created by a diaphragm at 6m/s. The second paper also covers
a noise calculation (albeit using a different approach), however the most interesting part is
that experimental data is given for a diaphragm at 14m/s.

3.2.1 The geometry

A 2D model and a 3D model are created. The 2D model is mainly used to test different
boundary conditions and gives a quick insight into both the flow and acoustic properties of
the model. However the 2D model does not take specific properties into account such as:
the out-of-plane fluctuations and spherical spreading of acoustic waves. Both of these effects
alter the results. Hence it is expected that the 3D version gives better results. See figure
3.9 for the dimensions of the reference model. The 2D model and 3D fine model are both
smaller (length behind diaphragm is 600mm). For the 3D coarse meshed model the correct
dimensions are used, but an extra part is meshed at the end of the model to see its effect
of acoustic wave outflow. This extra part, and the mesh density, can be viewed in appendix
figures A.2 & A.3. The coarse mesh has an element count of 2.48 · 106 and the dense mesh
an element count of 3.51 · 106(while also being shorter, resolution is approximately increased
twice in each direction). The simulation in the reference paper used 4.01 · 106 cells, especially
out-of-plane more elements are used compared to the coarse mesh. Near the boundary layer
fewer elements are used however (∆yref = 0.6 and ∆ythescoarse < 0.1. Further it is interesting
to note that the order of the scheme used in the reference paper is higher (10 point finit
difference scheme, and a runge kutta method is used for the temporal discritization).

Figure 3.9: Diaphragm 3D Model, dimensions[15]

3.2.2 Boundary conditions

For the diaphragm the same type of boundary conditions are used as for the reed instrument,
for convenience it is repeated here. The inlet flow can be considered to be more uniform
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then the outlet. Therefore an imposed flow velocity vector (6m/s and 14m/s in x-direction)
is applied at the inlet. At the outlet the differential pressure is set to 0Nm/kg and for the
velocity a von Neumann boundary condition is used. For the acoustic waves at the inlet and
the outlet a convective boundary condition is used as discussed in section 2.3.

At the walls the pressure and density are determined using a von Neumann boundary
condition, and for the velocity a no-slip (Dirichlet) condition was applied.

3.2.3 CFD results

The diaphragm flow shows interesting behaviour. The flow is not symmetrical even though
the geometry is, which is at first a bit counter intuitive. However this flow structure, where
the jet is attached to the wall on one side and back flow is seen on the other side, is more
stable than a symmetric jet flow. In figure 3.10 a snapshot of the instantaneous velocity
profile of different simulations is shown. The top figure is calculated using the most dense
mesh, the middle simulation is from the coarse mesh and the bottom part is taken from a
reference paper[15]. Note that all figures show that the jet attaches to the upper wall. In the
numerical case it is more or less random whether the flow attaches to the upper or bottom wall
(influenced by for example numerical errors and mesh asymmetry). The figures are rotated
such that the flow is attached to the upper wall for easy comparison. In a real flow gravity,
surface quality (symmetry, smoothness, dirt etc) and inflow condition (e.g. disturbances from
wind tunnel) influence the attachment point. These effects do not play a role in the numerical
model, however.

The attachment point seems to be the same the two coarse meshed models. The jet in the
middle figure seems to be mixed into a uniform flow a little bit sooner than for the reference
figure. The fine mesh clearly shows more structures. The jet attaches a bit sooner on the
wall. After this the flow separates again and reattaches to the bottom wall. The separation
and reattachment points are however not fully steady. The double wall attachment structure
is not shown in the reference paper. This might be because of the improved wall treatment
(resolution is much higher) or because the domain is slightly shorter for the finest mesh (600
mm after diaphragm opposed to 1000 mm).

Figure 3.10: Diaphragm 3D Model V = 6m/s, Velocity field: Top fine, middle coarse, bottom
from[15]

In figure 3.11 the vorticity field is shown. Here the difference in mesh density is seen relatively
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pronounced. The overall features are still very comparable, however. For example the point
at which the centre of the jet begins to show vorticity is close to each other. Also the decrease
of the vorticity further downstream seems to be at the same rate. Also the resemblance with
the reference simulation is good. Since the vorticity is closely related to the sound production
this gives a hint that the sources are probably of the same strength as would be the case for
the reference paper, if they had reported such thing. The source term is not available from
the reference, but the coarse and dens mesh can be compared. This is shown in figure 3.12

Figure 3.11: Diaphragm 3D Model V = 6m/s, Vorticity (magnitude) field: Top fine, middle coarse,
bottom from[15]

The order of magnitude of the acoustic sources in the higher density simulation is slightly
higher in than the coarse meshed model solution. It looks like the coarse mesh has a more
averaged distribution compared to the fine mesh solution; the very fine structures are blurred.
After 300 mm most sources seem to be gone. Hence most of the sound production is close
behind the diaphragm. When looking at the first sources after the diaphragm the distance
between source peaks and valleys are approximately the same near the diaphragm.
.
In figure 3.13 the results for the simulation with an inlet velocity of 14 m/s are shown. Look-

Figure 3.12: Diaphragm 3D Model V = 6m/s, Source term field: Top fine, bottom coarse

ing at the velocity the jet clearly has a much larger velocity. Because of this the attachment
point at the wall is also slightly further downstream compared to the 6 m/s case. The overall
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difference in flow structure is however not so different from the other case. Also the vorticity
and source terms show similar behaviour, although both have an increased value (see legend).

Figure 3.13: Diaphragm 3D Model V = 14m/s, Top velocity field, middle vorticity (magnitude)
field, bottom source term field

Finally in figure 3.14 the results for a 2D calculation are shown. The 2D case shows a dis-
tinct difference with the other figures. Probably due to reduction of mixing in a 2D case
the jet can ’survive’ much longer. When looking in the next section it can be seen that the
acoustic signal is, however, representative for the geometry. Further the model is tested for
different wall boundary conditions for the acoustics as is also discussed in the next section.
Further the sponge layer, convective outlet boundary conditions and different combinations
of in and outlet flow boundary conditions are tested on the model. This finally resulted in the
boundary conditions discussed in section 3.2.2. These tests are performed on the 2D model
because of the significantly shorter run times for a two dimensional model compared to a
three dimensional model.

Figure 3.14: Diaphragm 2D Model V = 6m/s, velocity field
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3.2.4 Acoustic results

In figure 3.15 the raw signal from the 3D coarse mesh simulation is plotted for probe number 22
(placed near the outlet at coordinate (0.95,0,0) in meters). Using a moving average (signals
below 100Hz are filtered, and the line is detrended) the fluctuating signal is retrieved by
subtraction. Also the resulting pressure fluctuations are shown. Note that the start up of the
simulation is clipped.

Using the latter signal the sound spectrum can be calculated. In the paper by Gloerfelt,
X. and Lafon, P. (2007)[15] a direct approach was attempted to calculate the noise generated
by the duct. The results from this paper are extracted (by reading out one of their diagrams),
and plotted with results using the Lighthill equation. The overall and a zoomed spectrum are
shown in figure 3.16, using the clipped fluctuating signal as presented right in figure 3.15. Be-
tween 400 Hz and 800 Hz the spectrum overlaps nicely. Outside these frequencies differences
are seen. The lower frequencies seems to be over predicted compared to the reference paper.
For the other values it seems the trend is good but the absolute value a bit off. Looking
back at the source terms plotted in the previous section it could be the case that the larger
structure are not broken up in smaller sources giving more energy to the higher frequencies.
Unfortunately no acoustic data is available for the fine mesh, hence this cannot be confirmed.

Figure 3.15: Diaphragm coarse 3D Model V = 6m/s, left raw density signal and right resulting
pressure pertubations

Next the acoustic data resulting from the higher inlet velocity are discussed. For this set up
experimental data is available from the paper by Bailly et al.(1996)[4]. The data is read out
and plotted with the results from the Lighthill equation. In figure 3.17 the raw output signal
and the resulting pressure perturbation are plotted. A similar signal as for the previous case
is obtained. Notice how the pressure perturbations have increased in magnitude, however.
Using this signal the acoustic intensity distribution can be plotted, which is shown in figure
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Figure 3.16: Diaphragm coarse 3D Model V = 6m/s, left overall sound pressure and right zoomed
sound pressure

3.18. Again the lower frequencies are slightly over predicted but the general trend is to be
good. The results are a lot closer than for the previous simulation.

It has been experimentally verified that there exists a U4 law[15]. From this law it is
possible to calculate how much decibel the total radiated sound pressure should increase for
a specific increase in velocity. This is given by,

log(P6m/s)− log(P14m/s) = 4 log(6/14), thus (3.3)

10 log(P6m/s) = 10 log(P14m/s) + 40 log(6/14) = 10 log(P14m/s)− 14.7. (3.4)

Using this, the two plots can be merged and compared. In figure 3.19 the original and shifted
spectra are plotted. The law should be used for the total radiated power, not the distribution.
Nonetheless the resemblance is very good; also at the lower frequency part. This is a good
result, and gives more confidence in the results for the first simulation. Notice that both
simulations show two peaks in the spectra. Looking at the geometry: the probe is placed in
the middle thus an up and down bouncing wave would pass it every half and whole period.
There are two opposing walls one having length 0.1m and one 0.08m, because of the nature
of the flow most flow perturbations are in the xy-plane though. Using these values one can
calculate the following frequencies: for the top and bottom wall the frequency of a whole
period amounts to 346.15/0.16 = 2164Hz which is close to the first top of ±2200Hz and for
the half period 346.15/0.08 = 4327Hz which is close to the last top ±4200Hz, and using the
other walls no frequencies are calculated that can be seen back in the spectrum.

Finally in figure 3.20 the acoustic spectrum for the 2D case is shown. In this figure the
zero gradient boundary condition calculation is shown together with an impedance boundary
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Figure 3.17: Diaphragm coarse 3D Model V = 14m/s, left raw density signal and right resulting
pressure perturbations

Figure 3.18: Diaphragm coarse 3D Model V = 14m/s, left overall sound intensity distribution and
right zoomed sound intensity

Figure 3.19: Diaphragm coarse 3D Model V = 6m/s and V = 14m/s, left unaltered sound pressure
distribution and right shifted sound pressure distribution
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condition. This second boundary condition allows a small part of the signal to be transmitted
through the wall. Using the impedance values for human tissue it can be seen that this type
of boundary condition hardly affects the results (a difference of approximately 0.5dB). For
a smaller geometry the difference might become bigger since more reflections are present,
however the use of an impedance boundary condition seems limited. Vibration of tissue will
probably yield more significant changes in acoustic behaviour. The signal itself seems to be
representative, comparing with the reference data. However the strong jet behaviour near
the outlet causes a lot of noise, so only a short period of time can be used for the acoustic
analysis.

Figure 3.20: Diaphragm 2D Model V = 6m/s, Sound pressure: set a: impedance boundary condi-
tion, set b: zero gradient boundary condition

3.3 Conclusion

In this chapter the acoustic performance of the computational code developed for the thesis is
checked on two models. This is the reed instrument for external flow and a diaphragm model
for internal flow. Using both numerical and experimental reference data it is shown that the
magnitude of the predicted signal is close to the reference data.

For the reed instrument some resonant peaks are predicted when using the Lighthill equa-
tion. It is possible to give an physical interpretation of these peaks. However deviation from
the reference numerical simulation is seen. Although the flow properties are very comparable,
in the acoustic data some differences can be seen. These are due to the missing coupling of
the fluid and acoustic simulation. Further a drift in the raw signal of the density is seen which
can be explained by the uneven distribution of positive and negative acoustic sources. Using
a moving average the resulting signal can be processed to give good results.

Also for the diaphragm the correct decibel levels are predicted. Also the power distribution
over the different frequencies is close to what is expected. The lower frequencies seem to be
slightly over predicted. Scaling the results using the U4 law shows that the increase in sound
level is predicted correctly. Further it is seen that an impedance boundary condition does
not alter the results much. And gives only marginal differences compared to a zero gradient
boundary condition.
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From all previous results it can be concluded that satisfactory accuracy can be obtained
using the Lighthill equation. The overall levels are predicted good and also the frequency
peaks and distribution are close to what is expected.





Chapter 4

Analysis of a simplified upper
airway model

In this chapter the analysis of the results of the simplified upper airway model(SUAM) are
discussed. This model is used to get a better feeling for the mesh density that is required to
get accurate results before progressing to the final problem. The model is a good first step
since it is derived from real airway geometries and shows the same type of flow structures that
are encountered in a real airway. The original simplified upper airway model was courtesy of
by Chris Lacor (Vrije Universiteit Brussel) and is discussed in the paper by Jayajaju, S. et
al.(2008)[20].

Further it is checked whether the implemented selective LES model is able to capture the
transitional behaviour of the flow that is characteristic for upper airway geometries as was
discussed in section 1.2. The validation is possible because a particle image velocimety (PIV)
experiment from the paper by Brouns, M et al.(2006)[9] is available as a reference result.

Besides giving insight in the validity of the CFD methods that are used, the model can
also be used to investigate the effects of a constriction on the flow and the acoustic behaviour.
Because of the simplicity the model allows for relatively easy adaptation as is seen in the
section covering the geometry. The boundary conditions, which are slightly different than for
the previous cases, are discussed next. This is followed by the validation of the LES-model.
Finally the results of the different models are shown, both the CFD and the acoustics are
discussed.

4.1 The geometry

From the original SUAM multiple versions are derived; different constrictions are placed to
investigate the effect on noise production, secondly different levels of mesh density are used
to investigate the appropriate mesh resolution.

The dimensions for the original model are shown in figure 4.1. The air flows in at the top of
the model through the inlet which transitions to the oral cavity. From here the flow needs
to bent 180◦ ending in the nasopharynx(B-B). Next a sharp edge can be seen (near C-C),
this is where the epiglottis would be in a real human airway. Further downwards the area
reduces as the air flows through the glottis(G-G), and widens again when transitioning to the
trachea(H-H).

41



4. Analysis of a simplified upper airway model 42

The constrictions are 50% and 75% of the tracheal area which can be viewed in figure A.4.
The reason for these values are medical; starting from ±50% constriction of the trachea stridor
can be diagnosed and the upper limit of constriction is approximately 75%. In this latter case
the patient will have severe problems breathing and medical procedures are necessary in
general. The circular constrictions are medically possible (this type of constriction can for
example be caused by scar tissue), and is placed just below where the vocal cords would be.
These constriction are placed to see how these effect both the flow and sound production.
More specifically, it is investigated if it is possible to see the difference in sound production
for the different constrictions, and if soundwaves generated by the sources are convected such
that their influence can be seen near the inlet.

To test the effect of the LES subgrid scale model, a coarse meshed upper airway model is
used. As the cell size decreases the SGS model becomes less important, hence the effect of
the subgrid scale model is best tested on the coarse model.

A total of three meshes is tested: the most coarse mesh for the LES SGS model, a fine
mesh for the acoustic analysis and a super fine mesh as a reference solution. The meshes are
found in figure A.5 (coarse 8.89 ·105, fine 2.52 ·106 and super fine 4.59 ·106). For the different
constrictions the mesh density is distributed the same for each model (for the 0%, 50% and
75% cases).

4.2 The boundary conditions

For the airway models the problem is slightly different then for the diaphragm flow. Here the
inflow is not necessarily uniform whereas the outflow is (more or less). Therefore compared
to the previous case the inlet and outlet boundary conditions are switched (thus the flow
speed is imposed on the outlet instead of the inlet). Another possibility would have been to
use a pressure-pressure boundary condition. However since the required pressure difference
to acquire a given mass flow is not known beforehand, this set up would require iterations;
this is very inconvenient.

At the inlet the differential (density normalized) pressure is set uniform to 0Nm/kg and
the velocity inlet is determined automatically by the pressure difference. This allows a non-
uniform inflow which is beneficial. Namely, for the reference model used to acquire the PIV
data an already developed channel flow is present at the inlet. The non-uniform inflow might
result in a better developed inflow of air, possibly yielding better results further downstream.

At the outlet the pressure has a zero gradient condition and the velocity is imposed such
that the correct mass flow is achieved. Since for the SUAM experimental data is available,
where a flow rate of 30L/min is used, a similar boundary condition is implemented.

Also for the SUAM reflection caused by the pressure boundary conditions could be a
concern. However both the inlet and the outlet conditions are relatively steady, this reduces
the effects of reflected pressure waves. For the acoustic waves again a convective outflow is
used. Also on a piece of the wall near the inlet a convective outflow boundary condition is
used for the density waves. This allows waves that are orthogonal to the inlet also to leave
the domain more freely. Furthermore near the inlet and outlet the source term is set to zero
to reduce numerical noise caused by the the boundary conditions that are in place near this
area.
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Figure 4.1: SUAM dimensions[20]
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4.3 Comparing LES models

After comparing different papers during a literature study[26] it was found that many different
subgrid scale model exist for LES. Although many papers are published concerning this
subject it was difficult to find the absolute best SGS model. Also when restricting oneself to
the problem at hand, the simulation of an upper airway model, still different options exist.
However during the search the concept of selective SGS models came back several times. It is
mentioned in for example [28] and [35] that these models give good behaviour near walls and
for transitional flows. Since these are two important properties seen in upper airway models
this model is chosen.

In total three different models are tested on the original upper airway model. The (normal)
Smagorinsky and k-equation SGS model are tested, which are implemented by default in
OpenFOAM, and the selective Smagorinsky SGS model is tested, which is implemented by
adapting the original Smagorinsky model with a selection function. The selection function is
described in section 2.1.

Since the aspects of the flow itself are covered in the next section only the numerical
values will be shown here. In figure 4.2 different line plots are shown. The height of the
cross sections is shown in in figure 4.1. Note that this figure is extracted from the reference
paper[20] and is superimposed on the MATLAB plots from the results of the coarse model
simulations. Note that the simulation used a mesh with 8.89 · 105 cells, which is 3 times less
compared to the reference paper’s finest mesh. Still reasonable accuracy is obtained. The
normal Smagorinsky model performs the worst. The one equation (k-equation eddy viscosity)
model performs better. And the selective Smagorinsky seems to perform best. Clearly the
selection function is a great improvement on the normal Smagorinsky model for this type of
flow. However for an increasingly dens mesh the subgrid scale model becomes decreasingly
important. A drawback of the selective Smagorinsky model is that the creation of the selection
field takes extra time. Nonetheless also for the final mesh the selective Smagorinsky model is
used since it showed good results for the simplified upper airway model.

4.4 Fluid flow validation

The fluid flow analysis is done using the finest mesh. Afterwards a comparison is made with
the (somewhat) coarser mesh which is used for the acoustic analysis and with PIV data. This
should give some insight in the accuracy of the source term that is used for the solution of
the density wave equation.

To gain some insight into the flow, streamlines are plotted in figure 4.3. These are the
streamlines for the original model. The flow enters the model smoothly from the inlet into a
volume of increased cross sectional area. This creates some vortexes which are clearly seen in
the top view. Also just below the inlet there is a spot where the flow keeps recirculating. A
bit further the flow needs to bend 180◦, and still is does not show smooth streamlines before
hitting the epiglottis (the sharp edge). Next the flow is accelerated when going through the
glottis (the part with the smaller cross section), which smoothens the streamlines a bit. Below
the glottis the flow attaches to the right wall. On the other side of the wall back flow is seen
in one big recirculation zone. Further downward the flow becomes more steady as it nears
the outlet.
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Figure 4.2: Lineplots (U2
x +U2

z )0.5/Uin[-],Letters indicate cross sections in figure 4.1, —One Equation
model, —Smagorinsky and —Selective Smagorinsky. Reference[20]

Figure 4.3: Simplified upper airway model, streamlines: side view upper part(left), side view bottom part(middle) and top view(right)
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Next see figure 4.4. Here the streamlines for the different levels of constrictions are put
next to each other to see the influence of the constriction on the flow behaviour. It can be seen
that the jet that originally attaches to the right wall (due to the momentum gained upstream),
is now forced to stream more to the middle of the trachea because of the constriction. For the
50% case this means that surrounding the jet circulation zones are formed, whereas for the
original case this was only pressent at one side of the jet. Downstream the 75% constriction
it is difficult to see a pattern, a lot of mixing seems to take places. All models seem to get
more steady at about the same length after the glottis.

Figure 4.4: Simplified upper airway model, streamlines: original(left), 50% constriction (middle) and
75% constriction(right)

To get a better understanding of the flow and in particular the recirculation, the speed in
vertical direction is presented in figure 4.5. First notice that in the upper part of the models,
where they are still identical, the flow does not seem to be influenced yet by the constriction.
Only after the epiglottis the flow changes per model(this is difficult to see from one instance
but is more obvious for an animation). For example notice that for the constricted models
there are circulation zones present above and below the constriction. The back flow above
the constriction is stronger for the 75% case than for the 50% case. Also downstream of the
constriction the back flow is stronger for the 75% constricted case compared to the other
simulations as can be seen from the intenser colors. The backflow from the 50% and normal
case seems to be approximately the same in strength. Further as can also be seen from the
streamlines, indeed multiple zones exist for both of the constricted models. Do remember that
it is a three dimensional flow so there is more to it than just the two recirculation zones that
can be seen in this 2D cross section (around the entire circular constriction backflow zones



47 4.4. Fluid flow validation

exist). For the higly constricted case it can be seen that the jet is diverted to the opposing
side of the trachea compared to the original model. It is interesting to note that this is the
side where softer tissue is pressent. The c-shaped cartillages, that give rigidity to the trachea,
are placed on the side where the jet normally impignes. Now that the jet hits a more floppy
part of the trachea this might introduce vibration. A fluid structure interaction simulation
can probably give more information about this.

Figure 4.5: Simplified upper airway model, Uz[m/s]: original(left), 50% constriction (middle) and
75% constriction(right)

Next, in figure 4.6 the magnitude of the flow is shown. Notice that there is no noticeable
difference in jet velocity between the original case and the 50% constricted case. From the
snap shot shown here it can be seen that the jet is somewhat shorter. At first this is counter
intuitive. However the jet must be diverted because of the constriction. The redirection of
the jet to the middle of the trachea causes more mixing, and stress near the wall therby
reducing the jet length. For the most constricted case, the jet is longer than for the 50%
constricted case. This is probably because of the increased jet velocity, and the placement of
the jet against the wall, which reduces mixing compared the previous case. The maximum
jet velocity is almost twice as high as for the other cases.

The vorticity can give more insight in the three dimensionality of the flow. As can be seen
in figure 4.7, indeed in the 50% constricted case it seems that more mixing is taking place
compared to the original case. The strength of the vorticity does not differ much and is only
slightly increased due to the constriction. The amount however is different; the vorticity in
the constricted case is spread over a larger area. For the 75% constricted case the vorticity
strength does increase. Also further downstream more vorticity is present indicating that
the flow remains turbulent for a longer period of time before becoming more laminar. This
figure also indicates that the strength of the sources between the original case and the 50%
constricted case should not differ to much. Whereas the 75% constriction case should show
an increased source strength. Looking at figure 4.8 it is seen that the previous analysis is
correct. The sources are surrounding the edges of the jet. This yields more sources in the
constricted case than for the normal case. Further it can be seen that the sources for the
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Figure 4.6: Simplified upper airway model, |U |[m/s]: original(left), 50% constriction (middle) and
75% constriction(right)

most constricted case are much stronger than for the other cases, as was exspected from the
vorticity. As was explained by surgeon Hans Hoeve from Erasmus Medical Center Rotterdam,
a rule of thumb is that after 50% constriction stridor can be diagnosed. From the simulation a
similar conclusion can be drawn (although only three cases are run). It is seen that the sources
created by turbulence are not significantly stronger for the 50% constricted case compared
to the normal healthy model, but are only present in a larger area. This more pronounced
presence of the sources is probably the cause of stridor sound. However, it is not ruled out
that due to for example tissue vibration the extra sound is created (compared to a healthy
person). Most likely it is combination of multiple effects.

Finally in figure 4.9, the pressure is presented. The figures are not scaled the same. For
the original case a pressure drop (normalized with density as is default in OpenFOAM) of
approximately ±10Nm/kg is seen. This increases to ±16Nm/kg and ±34Nm/kg for the 50%
and 75% constricted case releatively. Hence the area reduction from 100% to 50% is of much
less influence than the constriction from 50% to 75%. The person with the latter constriction
will have severe trouble breathing since the lungs have to generate a bigger under pressure to
get the same mass flow.

Now that all the aspects of the flow are shown it is important to know how good the
results are, therefore a comparison is made with experimental PIV data. The averaged veloc-
ity profile is compared, similarly as was seen in section 4.3. Now the three different meshes
are plotted together with the PIV data in figure 4.10. It should be noted that to the com-
bination of result write-out rate and simulation time the average of the fine mesh is not yet
fully converged. It is expected that the actual results are better than shown in the diagram
as also becomes more obvious further in this section. Nonetheless all results are shown for
the sake of completeness. It can be seen that the finest mesh shows very good agreement
with the experimental data. Deviation can be caused by measurement inaccuracy, differences
in measurement plane (the coordinates of the cross sections are not known exactly but are
approximated), differences in geometry, boundary conditions and assumptions used in the
numerical model.
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Figure 4.7: Simplified upper airway model, vorticity[s−1]: original(left), 50% constriction (middle)
and 75% constriction(right)

Figure 4.8: Simplified upper airway model, source term [kg/m3/s2]: original(left), 50% constriction
(middle) and 75% constriction(right)
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Before starting on the acoustic analysis the models used for this acoustic analysis, which

Figure 4.9: Simplified upper airway model, pressure [Nm/kg]: original(left), 50% constriction (mid-
dle) and 75% constriction(right)

are slightly coarser than the ones shown up till now, are compared to the results for the
finest mesh. This allows us to see whether the acoustic sources are calculated properly. Two
instances that looked closely the same are selected from the fine and super fine 75% con-
stricted cases and compared. In figure 4.11 the velocity in vertical direction is shown together
with the velocity magnitude. The two instances look almost the same which allows for easy
comparison. Some differences are seen because of the difference in time instance. However
looking at the properties such as recirculation zones, separation and reattachment points and
jet velocity, the figures are qualitatively the same.

In figure 4.12 the vorticity and source terms are plotted. Also here it is seen that the
strength and distribution is very similar. It is difficult to spot significant differences. From
this and the previous figures it is safe to assume that the acoustic analysis is based on realistic
values, since both the flow structure and the resulting source terms calculated using the fine
mesh are looking good compared to the finest mesh.

4.5 Acoustic analysis

Using the source terms seen in the previous section the density wave equation is solved. With
this data a sound spectrum is created. As with the other simulations the raw acoustic data
first needs to be detrended. A cut off frequency of 60 Hz is used, also the frequencies above
7000 Hz are not shown. This is because the frequency range of the human voice lies within
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Figure 4.10: Comparison of different meshes with experimental data, (U2
x + U2

z )0.5/Uin[-],Letters
indicate cross sections in figure 4.1, —Coarse model(8.89·105 cells) , —Fine model(2.52·
106 cells) and —Super fine model(4.59 · 106 cells). Reference[20]
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Figure 4.11: Simplified upper airway model, left Uz[m/s] and right |U |[m/s

Figure 4.12: Simplified upper airway model, left vorticity [s−1] and right source term kg/m3/s2
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these bounds [2]. In the experimental research on stridor performed by Zwartenkot[44] sounds
with frequencies between 150 Hz and 2500 Hz are investigated. Hence it is expected that the
most important features are seen using the ranges as reported in this thesis. In figure 4.13
and 4.14 some frequency spectra are shown from infant stridor patients. Samples were taken
by Zwartenkot, and are analysed in the research mentioned earlier. Note that although these
patients have a somewhat similar problem, the frequency spectra deviate a lot from each
other. It can be seen than both toned and noisy features are seen. Further an overview of
common sounds and the resulting sound strength is given in table 4.1. This table and the
figures allows one to put the sound strength en spectrum in perspective.

Table 4.1: Common sounds and the resulting sound level[3]

Source of sound Sound pressure level

Threshold of pain 130dB
Jet engine at 100m 110-140dB
Traffic on a busy roadway at 10m 80-90dB
TV (set at home level) at 1m 60dB
Normal conversation at 1m 40-60dB
Calm room 20-30dB
Auditory threshold 0dB

Figure 4.13: Averaged Fourier spectrum on experimentally obtained stridor sound[44], left: 15-
month-old boy with subglottic stenosis, right: 1-week-old boy with a little subglottic
stenosis and much supraglottic mucus

In figure 4.15 the pressure over time is plotted originating from the signal captured by the
inlet and outlet probe of the normal and 50% constricted case. What can be seen is that
the inlet and outlet signal are approximately the same and overlap quite well (because of the
small length of the model almost no lag is seen). In figure 4.16 the same figure is seen but for
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Figure 4.14: Averaged Fourier spectrum on experimentally obtained stridor sound[44], left: 16-
month-old girl with subglottic stenosis, right: 11-month-old boy with a glottic and
subglottic stenosis

the 75% constricted model. Here more difference can be seen between the inlet and outlet.
This could indicate that waves are reflected from the constriction, prohibiting the waves from
traveling upwards. Whether this is the case is discussed later on.

Figure 4.15: Simplified upper airway model, pressure[Pa] over time: Left original model and right
50% constricted model. Probenumber 1 is placed near the inlet and probenumber 12
near the outlet.

In figure 4.17 the same signals as before are shown but plotted together per probe. As
expected the normal model shows the lowest amplitude signal. However, for the inlet the
50% constricted case shows the largest amplitude. This is somewhat unexpected, but could
be because part of the highly constricted case signal is reflected when traveling upstream.
Namely when looking at the outlet signal, in the right figure, the two signal amplitudes
are much closer together. The overall signal frequency seems to increase for the increasing
constriction when looking comparing the hills and valleys of the 50% and 75% constricted
cases.
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Figure 4.16: Simplified upper airway model, pressure[Pa] over time: 75% constricted model. Probe-
number 1 is placed near the inlet and probenumber 12 near the outlet

Figure 4.17: Simplified upper airway model, pressure[Pa] over time: Left all models inlet probe right
all models for outlet probe

In figure 4.18 the frequency spectrum for the inlet is shown for two different ranges. When
looking at the signal originating from the highly constricted case at the inlet it has the same
level of noise for the lower frequencies (below 600Hz) as the healthy airway. However a peak
is seen near 800 Hz. All higher frequencies show more signal strength with a difference of
approximately 10dB compared to the healthy airway. The 50% constricted case shows an
increase in sound pressure almost the entire frequency range. Also a peak is seen near 800
Hz. From 250 Hz up to 550 Hz it even shows a much larger signal strength than the most
constricted case. However between 900 Hz and 1250 Hz the most constricted airway shows
the strongest signal. For even higher frequencies the two signals have comparable strength.
It can be seen that the strength of the signal for the low frequencies is probably slightly
over predicted (keeping in mind the results for the diaphragm). The signal is larger than
a normal conversation (see table 4.1). When comparing the spectra with those from actual
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stridor sounds, as shown in figures 4.13 and 4.14, it is seen that the increase in signal strength
towards the lower frequencies is normal, for the very low frequencies the sound pressure level
should drop again. The latter observation is not represented in the signals calculated for
the simplified upper airway model. Further it can be seen that stridor sound shows a more
peaked signal. Although peaks are seen, they are not as pronounced as in the stridor sound.
This could be explained by the missing tissue vibration and missing coupling between fluid,
acoustics and tissue vibration.

Now looking at the outlet signal in figure 4.19, the values of the 75% constricted case are
approximately the same as for the 50% constricted case. Also for the lower frequencies the
signal is now larger than the healthy airway as was not the case before. From this the previous
conclusion seems valid; part of the signal is blocked by the constriction. To investigate this
more directly a sound pertubation is placed in the trachea. The acoustic signal propagation,
without turbulent sound production, is measured at the inlet. This results in the signal shown
in figure 4.20. Indeed a large part of the signal is blocked by the constriction. This is more
so for the 75% case than the 50% case. This explains why the signal near the inlet can still
be stronger for the 50% case then for the 75% case.

It is important to note however that the signal strength near the inlet should increase
for increasing constriction. A possible explanation is that when a constriction increases the
dominant sound production mechanism moves from turbulent flow to tissue vibration as the
main source of sound. This is reinforced by the observation of the more significant pressure
drop for the highly constricted case compared to the 50% constricted case as is seen in figure
4.9.

Figure 4.18: Simplified upper airway model, sound pressure inlet [dB]: Left overall view right zoomed
view
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Figure 4.19: Simplified upper airway model, sound pressure outlet [dB]: Left overall view right
zoomed view

Figure 4.20: Simplified upper airway model, pressure[Pa] over time: Left 75% constricted model
Right zoomed plot





Chapter 5

Analysis of a realistic CT-scan
derived airway model

Using the experience that is gained from the previous models the final model, a realistic upper
airway model (RUAM), is built. A stridorous is available and is adapted to obtain a ’healthy’
patient such that comparisons can be made. By looking at both a healthy and stridor patient
the predictive capability can be better investigated. The most interesting part is to see how
the sound production changes for the two models and how this affects the sound propagation
towards the exits. This gives insight into whether the computational model is sufficiently
good for the analysis of realistic upper airways. And into what steps need to be taken before
it can be used as a diagnostic tool. The models are presented in the first section. Next the
boundary conditions are briefly discussed. This followed by the analysis of the results.

5.1 The geometry

For the RUAM two versions are created: one directly derived from a CT-scan of a stridor
patient (This work was performed by Wim Vos at Fluidda (www.fluidda.com)) the other
was adapted (by author) such that it would represent a healthy (healthier) person. This
adapting is a difficult task and rather subjective, since everybody’s respiratory track looks
slightly different. Using geometries from literature and consultancy from surgeon L.J.H.
Hoeve (Erasmus MC, Rotterdam), the final geometry was created. The resulting model can
be viewed in figure 5.1. Since the geometry is rather complex different views are shown in
appendix A.4 to gain a better understanding.

First of all it should be noted that the top part of the model is not present. The algorithm
to convert a CT-scan to a 3D-model is not optimized for the nasal cavity. And in the oral
cavity almost no free space is present whilst not breathing through the mouth. The model is
therefore cut off near the nasopharynx. This cut off influences the results in two ways. First
of all the inlet condition is different; when the flow travels through the nose it needs to bend
180 degrees to arrive at the nasopharynx. The flow might become turbulent or separated
before arriving at the nasopharynx. The inlet of the nasopharynx as modelled in the RUAM
does not fully represent this flow correctly. However the area is relatively large in this part
of the geometry which allows the flow to settle a bit. This probably reduces the inlet’s effect
on the sound production in the trachea (where most of the sound production takes place).
Secondly the acoustic waves as measured near the nasopharynx might not be the same as
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near the outlet in the mouth or nose. Since the waves are effected by the geometry the signal
is altered in the region between mouth/nose - nasopharynx. However for this initial research
this is not of great importance. The absolute value of the signal is not of importance, only
the difference between the signals for the healthy and stridor patient are of interest.

On the anterior side two dead end air pockets are seen which are caused by tissue that
is connected to the epiglottis and the epiglottic vallecula. On the posterior side there are air
pockets which are most likely caused by the esophagus. Further down a v-shaped area can be
seen which holds the vocal cords (just above section B-B in figure A.6). A small bump can be
seen which is caused by the connection points of the vocal cords. Below the vocal cords a (sub
glottic) stenosis can be seen for the original model (section B-B in figure A.6). It is attempted
to remove this stenosis as can be seen in the figures shown in appendix A.4, also the difference
in cross sectional area can be seen in these figures. Further downwards the trachea becomes
bigger in cross section. Normally the cross sectional area should be more constant; however,
it is very difficult to adapt this to nominal values. The healthy patient model is probably not
fully optimal, however the resulting airflow should still be a great improvement (looking at
noise production and ease of breathing) compared to what is seen in the original airway.

Two meshes are created for each model. A fine mesh and a mesh that is somewhat coarser
near the boundary (coarse 2.10 · 106 and fine 3.38 · 106 elements). The fine mesh is used as
reference model and did not generate acoustic results. The mesh that is used to obtain the
acoustic results is somewhat coarser. Both meshes can also be viewed in appendix A.4.

5.2 Boundary conditions

Although the boundary conditions for the realistic upper airway model are approximately the
same as for the simplified model they are briefly repeated here. At the inlet the differential,
density normalized, pressure is uniform 0Nm/kg and the velocity inlet is determined auto-
matically by the pressure difference. This allows a non-uniform inflow which is beneficial for
the RUAM, because the oral and nasal cavity are not available in the computational model.

At the outlet the pressure has a zero gradient condition and the velocity is imposed such
that the correct mass flow is achieved. For the RUAM there is no reference data, neither
are patient measurement data available. The only thing that is known, is that RUAM is
derived from a CT-scan. During this scan the patient must breath very slowly. Therefore the
geometry of the airway is valid for slow breathing; the boundary condition should represent
this same condition. A value of 12L/min is chosen, which should be a good mean value (see
section 1.2).

Also for these models reflection caused by the pressure boundary conditions could be a
concern. However both the inlet and the outlet conditions are relatively steady, this reduces
the effects of reflected pressure waves. For the acoustic waves again a convective outflow is
used. The wall close to the in and outlet also have a convective boundary condition for better
convection of waves perpendicular to the inlet.

Further near the inlet and outlet the source term is manually set to zero to reduce nu-
merical noise caused by these parts of the model.



61 5.2. Boundary conditions

Figure 5.1: RUAM layout. Original (left) and adapted(right)
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5.3 Fluid flow analysis

Because of the complexity of the geometry it is difficult to get a good view of the flow field
in every part of the model. Therefore two cross sections are shown for most figures thereby
hopefully getting a better understanding. The plane which is used to create the cross sections
can be viewed in the appendix figure A.10.

In figure 5.2 the stream lines are displayed for a single time step. From this the 3D nature
of the flow becomes apparent immediately. Especially below the vocal cords the jet causes
a transition to more turbulent flow. For the stridor patient model strong back flow is seen
next to the jet, also below the jet the flow is highly three dimensional. Near the outlet and
inlet the flow shows more laminar behaviour. Of course near the outlet the flow is forced to
become more uniform because of the boundary conditions. However in a lung the divisions
to smaller and smaller bronchi also removes the larger eddies which enforces forces laminar
flow. For the healthy person only below the jet back flow is clearly visible. Near the inlet and
outlet the flow is very similar.

Figure 5.2: Realistic upper airway model, streamlines: left - stridor patient and right - healthy person
The figure shows part of the RUAM starting at the top on the left side and finishing on
the right side of the figure at the bottom of the RUAM

The placement of the jet and the velocity field can be seen in figure 5.3. The first thing
that can be seen is the large difference in velocity. The velocity magnitude of the jet of the
stridor patient model is about 18m/s while the jet of the healthy patient model is about half
of this value. This is due to a combination of an increased cross sectional area and because the
flow can stream more smoothly resulting in a more uniform flow stream toward the trachea.
In the stridor patient model the flow needs to bend more due to the constriction. The flow
thereby experiences adverse pressure gradients causing flow separation and jet formation.
This yields stronger back flow(see also figure 5.4).
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Figure 5.3: Realistic upper airway model, velocity magnitude[m/s]: left - stridor patient and right -
healthy person



5. Analysis of a realistic CT-scan derived airway model 64

Figure 5.4: Realistic upper airway model, velocity z-direction[m/s]: left - stridor patient and right -
healthy person

As was explained in section 2.1 the LES model makes use of a selection function. This
selection function gives insight in what parts of the flow turbulent behaviour is expected. The
selection function is shown in figure 5.5. The figure reinforces what was already seen in the
stream lines. The selection function is mostly zero near the inlet indicating laminar behaviour.
Near the vocal cords, where the jet starts, turbulent behaviour is seen in the stridor patient
model. Also surrounding the jet and downstream the jet turbulence is present. For the
healthy patient model it can be seen that the jet is more laminar and less three dimensional
indicated by the small lower value for the selection function; mostly downstream of the jet
turbulence is seen. Near the outlet also more laminar behaviour is seen, for both models,
although to a lesser extend as the near the inlet.
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Figure 5.5: Realistic upper airway model, selection function[-]: left - stridor patient and right -
healthy person
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The vorticity is used to calculate the selection function. Also it is an indicator for the
production of sound. Therefore in figure 5.6 the vorticity is shown. The vorticity in the
constricted model is stronger and also is spread to more parts of the computational domain.
Below the jet the vorticity magnitude and patterns are similar for the two models, yet next
to the jet the vorticity is stronger for the stridor patient RUAM.

Now take a look at the source terms in figure 5.7. The same range is used for the legend for
both models. First of all the acoustic sources are about 5 times stronger for the constricted
case and are active in a larger part of the domain. The healthier model shows less sound
production although not a whole order of magnitude. Possibly the healthy person’s upper
airway is not modified enough to get to the point of a regular amount of sound production.
Now the area near the constriction is changed from 16mm2 to 29mm2 which is still lower
than a factor 2. This factor could have been in creased a bit. Antother explanation is that it
might be the case that a healthy patients still produces turbulent sound production but not
a whole order of magnitude smaller than a stridorous patient. A simulation of a real healthy
person, using a CT-scan derived model instead of a manually adapted model, should provide
more information about this.

Figure 5.6: Realistic upper airway model, vorticity magnitude field[s−1]: left - stridor patient and
right - healthy person
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Figure 5.7: Realistic upper airway model, source term[kg/m3/s2]: left - stridor patient and right -
healthy person
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Finally in figure 5.8 the pressure is shown. A large difference can be seen between the two
models. The constriction causes a large pressure drop (about 5 times larger) which indicates
that the stridorous patient needs more effort to obtain the same mass flow as a healthy patient
even for quiet breathing.

Figure 5.8: Realistic upper airway model, pressure[Nm/kg]: left - stridor patient and right - healthy
person

As is mentioned in section 5.1 two mesh densities are used. In order to see the effect of
reducing the mesh density some figures are now compared with each other. Only one view
is shown for easier comparison. Further it should be noted that the difference between the
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densities is mainly near the boundary layer. Also the snapshots of the different models are
taken at a different time instances (the fine model was not run as long as the coarser model).

In figure 5.9 the velocity field can be seen for the different models. Note that the colour
scaling for all models is the same to facilitate direct comparison. This is does clip the results
for the constricted model since part of the values fall outside this range. Between the coarse
and fine models no significant differences are seen; only near the first separation point of the
original model a different structure is present. This could however also been caused by the
difference in time instance. An interesting feature that now can be seen now that the legend
is scaled the same, is that the jet of the constricted model is not a whole lot longer than for
the healthy patient model (when taking the jet length up to the green colour, this is 74mm
for the stridor patient versus 62mm for the healthy patient). Just below the jet, at about half
of the trachea(this is the part from just constriction up to the first bifurcation, also see figure
A.6) the flow patterns converges to a similar solution. This can also be caused by the outlet
boundary condition. For future research it is interesting to change the boundary conditions
to for example a pressure-pressure boundary condition (now that pressure drop is already
calculated in this report it does not have to be determined iteratively).

Figure 5.9: Realistic upper airway models, velocity magnitude[m/s] from left right: stridor pa-
tient(coarse), healthy person(coarse), stridor patient(fine) and healthy person(fine)
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The vorticity, figure 5.10 looks good. Also the source term, figure 5.11 shows only small
differences between coarse and fine mesh. Note that the source term is displayed using a
range that presents the sources of the healthy patient model better. The reduction of sources
closing in on the outlet seems similar for constricted and healthy model. Near the jet the
stridor patient model shows more sources over a larger area. The amplitude of the sources
are almost exactly the same. Also the size of the sources is captured correctly by the coarser
grid. This indicates that frequency of the sources is probably calculated correctly for the
coarser mesh and validates the use of this model for the acoustic analysis.

Figure 5.10: Realistic upper airway models, vorticity magnitude[s−1] from left right: stridor pa-
tient(coarse), healthy person(coarse), stridor patient(fine) and healthy person(fine)

5.4 Acoustic analysis

For the realistic upper airway model the acoustic analysis is done in a similar fashion as
for the simplified upper airway model. Hence first detrending is applied and the pressure
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Figure 5.11: Realistic upper airway models, source term[kg/m3/s2] from left right: stridor pa-
tient(coarse), healthy person(coarse), stridor patient(fine) and healthy person(fine)
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perturbation is clipped (first 0.017s) to perform a Fourier analysis. It will be interesting to
see how results compare between these two upper airway models.

First, the signal over time is shown in figure 5.12. As with the SUAM it can be seen
that the acoustic signal for the normal(ized) case is almost identical for the inlet and outlet
whereas for the constricted case the signal is different. This effect is even more pronounced
than for the SUAM case. Also when comparing the two signals, in figure 5.13, interesting
things can be seen. It seems that the signal at the inlet for both models is approximately the
same. At the outlet the constricted case clearly shows an increased amplitude. The increased
amplitude at the outlet is expected, however also at the inlet this should be the case.

Figure 5.12: Realistic upper airway model, pressure[Pa]: left stridor patient and right healthy pa-
tient

Figure 5.13: Realistic upper airway model, pressure[Pa]: left inlet and right outlet

The previous describe properties should also be seen back in the Fourier transformed
signal in the form of the strength of the signal. Indeed this is the case by looking at figure
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5.14 and 5.15. When looking at the inlet the signal from the healthy version and the stridor
patient model look very similar. At some frequencies the constricted model even shows a
lower sound pressure level.

There is a fundamental frequency for both models around 5500 Hz. This frequency is to
high to be caused by stridor, looking at figure 5.16 which shows an experimentally obtained
frequency spectrum it looks like the main power is before 5000 Hz. The peak could be caused
by internal reflections in the model or a sharp edge at the boundary (two elements with a
large angle placed anywhere with a sufficient high velocity), however for a complex geometry
it’s very difficult to determine where certain signals come from. One possibility could be
from the area just above the glottis. The distance between the anterior and posterior side is
approximately 30mm. A back and forth moving wave at this location would have a frequency
of approximately 346.15/(0.03 ∗ 2) = 5767 Hz. Although no sources are present here waves
could still reflect towards this area.

When looking at the outlet some increased sound pressure can be seen for the constricted
model near 150 Hz and 300 Hz. Also in the range 1600–2000 Hz an increase is seen in sound
pressure level for the constricted model. The rest of the model seems to be of a similar level(
Except near the large peak at 5500 Hz).

For the RUAM similar behaviour is seen as for the simplified model. The constriction
seems to block part of the upstream travelling waves. Since the two approaches confirm
each other more investigation into this phenomena would be interesting. Does indeed the
dominant mechanism shift from turbulent sound production to tissue vibration? Perhaps a
fluid structure interaction simulation would give more insight into this. For example it could
be the case that the pressure drop causes more tissue vibration for the stridor case than for
the healthy case. This would results in an increase sound pressure level at the inlet and outlet
opposed to what is currently seen, only an increase of signal strength near the outlet.

Figure 5.14: Realistic upper airway model,inlet sound pressure[dB]: left overall spectrum and right
zoomed spectrum
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Figure 5.15: Realistic upper airway model,outlet sound pressure[dB]: left overall spectrum and right
zoomed spectrum

Figure 5.16: Frequency spectrum from experimental stridor sample from reference [44]



Chapter 6

Conclusions

In this report the acoustic numerical analysis of a stridor patient is discussed. There is a need
for uninvasive diagnostics because of risks involved using anaesthetics, especially on young
children. To find the obstruction from sound, first one needs to know what kind of sound is
produced by what kind of geometry. Doing this numerically has the advantage of allowing
one to change only one parameter at the time (geometric wise but also boundary condition
wise).

The thesis covers to first steps towards a computational model that is capable of predicting
the sounds created by stridor patients. A hybrid computational model is developed that uses
LES with a selective subgrid scale model for the fluid part and the Lighthill analogy for the
acoustic part.

Using the a reed instrument model and a diaphragm model it is shown that correct sound
pressure levels can be obtained. For the reed instrument it is seen that coupling between
flow and acoustics can not be captured using the current model. Other than the peaks the
sound pressure level overlaps nicely. The peaks that are calculated can be explained. For
the diaphragm good agreement with experimental results are obtained. However the lower
frequencies seem to be over predicted

An upper airway model is used to validate the fluid part of the computational model.
Very good agreement with PIV data is obtained. Also it is shown that the implemented LES
model shows promising results. Also an acoustic analysis is performed on the upper airway.
The sound production shows trends as expected. The upstream propagation of the sound
is however hindered by the obstruction giving rise to low sound pressure levels at the inlet.
The 50% constricted cases does show an increase sound pressure level near the inlet. The
75% constricted case as well, but not over the entire frequency range. At some parts similar
levels as the healthy person are observed. For real patients the stridor in the 75% case should
significantly be increased compared to the 50% case.

Also a realistic CT-scan derived model is presented. This model is altered to obtain a
healthy person. The two models are analysed using the validated techniques. Comparison
yields intuitive results for the fluid part. Also the acoustic source calculation shows results
that are expected. Again the propagation is hindered by the obstruction. Near the outlet a
significant increased sound pressure level is observed for the stridor patient while at the inlet
sometimes even lower sound pressures levels are observed compared to the healthy person.

In a real patient extra constriction often means an increase of stridor sound near the
inlet. This is not fully captured by the current computational model. For the SUAM it is
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seen that initially the sound does increase but later on decreases again. However near the
outlet a more consistent increase in signal is seen. Moreover from the CFD simulations it is
seen that very large pressure drops are seen over the constrictions. This creates a force that
can excite the tissue into vibration. Hence combining these results it is very well possible
that for increasing constriction the sound production mechanism shifts from turbulent sound
production to tissue vibration.

When looking at all results presented in the thesis it can be concluded that the Lighthill
equation can be used for flow regimes encountered in upper airways. The flow results looked
good and are accurate enough to perform an acoustic simulation. When looking at the
spectra generated by the upper airway models the overall distribution could be possible, if
compared to actual stridor sounds, however peaks are missing in the spectrum and the lower
frequencies seem over predicted. Probably the peaks can only be captured by using flexible
walls. Therefore it is needed to incorporate more physics into the computational model. A
rigid wall approach is not sufficient to predict stridor sounds numerically.



Chapter 7

Future development and
recommendations

The results in presented in this thesis work show that there still is a long way to go to
reach the final goal, being able to accurately predict the sound from a given geometry and
using the results to determining the reversed relation. Although progress is made and the
applicability of the Lighthill equation for upper airway acoustic analysis seems promising,
improvement need to be made before the numerical results can be considered accurate and
reliable. Nonetheless, even with the current developed model more research can be done. In
this chapter it is discussed what further steps can be taken to gain better understanding of
the acoustics of the upper airways.

7.1 Further analysis using developed model

Using the model that is developed in the current thesis, still more research can be done.
The effect of constricting is checked in this thesis but other changes are also of interest. For
example the analysis of CT-scan derived healthy person would be interesting. This would
give more confidence in the strength of the sources that are present in a healthy person for
normal breathing. This would allow for better comparison between the results for the stridor
patient. Further the rate of fluid flow can be altered. It would be very interesting to see how
the acoustic results are influenced by the speed of breathing. It could be that only after a
threshold of mass flow entering the model a significant difference is seen in the amount of
produced noise. What is this threshold, if present at all? Also changing the phase of the
breathing cycle would be an interesting simulation to see (inhaling versus exhaling). This
is especially interesting when patient specific recorded data is available. For some cases it
is known that stridor is observed for inspiration, but no sound is heard but for expiration
and vice versa. Is this difference seen using only the noise generated from turbulent flow?
Or is it necessary to add tissue vibration? One of these questions can also be determined
experimentally. The mass flow can be changed by asking a patient to breath faster or slower.

7.2 Patient data

One of the most important parts of further research is the possibility to compare the results
with patient specific data. Because differences in upper airway geometry between patient is
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expected especially for stridor patients, it is very favourable to have as much data as possible
for this one patient (thus patient specific data). Only when for a single patient it is possible
to accurately compute the acoustic behaviour, it can be tried to make generalizations. For
example by putting the constriction of a stridorous patient in the airway of a healthy patient,
using a computer program, and seeing if the acoustics are now different.

However to improve the accuracy of the computational model, and checking the results
experimental data is needed. Hence it would be beneficial for university and medical institu-
tions to open the discussion about what kind of data needs to be available for further research.
This makes it possible to standardise certain procedures, such as to always document sound
recordings of stridor patients and to obtain flow diagrams of the respiratory cycle. When
this kind of data is readily available better conclusions can be drawn from numerical results
and better insight could be gained into what parts of the computational model are not yet
developed enough to get accurate results.

7.3 Model improvements

The improvements that can be made on the currently developed computational model will
probably be incremental. Now that the first step is taken it will be relatively easy to incorpo-
rate small improvements. For example some of the assumptions (incompressibility, neglecting
viscous stress tensor, isentropic relations) that are made in this thesis concerning the source
term of the Lighthill equation can be removed to see whether the assumption are valid or
not. Further there exist adaptations to the original model developed by Lighthill. These
adaptations are often for the source term which should also allow for easy implementation.
To change the source term one can simply build further upon the already existing code.

Perhaps more interesting are the effects of tissue vibration. For a highly constricted model
the sound produced downstream of the constriction by turbulence seems to be blocked for a
large part by the obstruction when travelling upstream. However vibration of the constriction
will send sound waves in both upstream and downstream direction. Therefore for highly
obstructed airways the vibrational modes might have a more significant contribution to the
the perceived sound near the inlet than the turbulent sound generation.

To include this effect however would require adding a more significant amount of code
to the existing computational model (compared to adaptations in the Lighthill equation).
Different approaches are available to incorporate vibrations. The most difficult being a moving
mesh approach, where the boundaries of the domain are allowed to move as a response to
structural deformation. Implementing this would require extra efforts since the underlying
equations need to be changed (from Eulerian formulation to arbitrary Lagrangian Eulerian
formulation) to allow for mesh moving. Although part of this code is already implemented
in newer versions of OpenFOAM, it would still require efforts to adapt the code properly.
Also the the handling of multiple meshes should be incorporated that allow for a structure
mesh and a fluid mesh (and the interpolation of variables on the contact surface). Further
the structural models that describe the tissue behaviour need to be implemented manually.

An easier approach would be to use compatibility and equilibrium conditions on the
structural-acoustic interfaces(following equations are from[33]). First the pressure in the flow
must be in equilibrium with the structural stresses on the surface of the structure:

σ · n = −pn. (7.1)
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And secondly it should hold that the velocity of the fluid should be equal to the normal
velocity of the structural interface:

n · ∂u
∂t

= n · v (7.2)

Taking the derivative with respect to time this yields the compatibility equation becomes

n · ∂
2u

∂t2
= n · ∂v

∂t
(7.3)

Using the linearized momentum equation and equation 3.2 the following boundary condition
is obtained

n · ∂
2u

∂t2
= n · c2−∇ρ

′

ρ0
. (7.4)

Implementing these relations allows to take tissue vibration into account without the need
for the fluid domain to alter in shape. Instead the vibration is imposed in the form of a
boundary condition. This method is however (more) approximate and only valid for small
vibrations. Hence problems such as Laryngomalacia can not be tackled using this approach.
However the subglottic stenosis case might be a good candidate to test this method. The
efforts that would be put in getting this method to work are however also a step toward more
complicated modelling techniques used in full fluid structure interaction problems. Namely,
for the vibro-acoustic method (the one explained here) the structural modelling needs to be
implemented. This modelling can later also be used in an FSI calculation. The extra step of
altering the fluid equations, and allowing moving meshes (which also needs remeshing schemes
to keep the mesh smooth), is thereby postponed.
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Appendix A

Model geometries

A.1 Reed

Figure A.1: Reed mesh, zoomed (left) and global (right)
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A.2 Diaphragm

Figure A.2: Diapgragm computational model

Figure A.3: Mesh diaphragm, course(left) and fine (right)



87 A.3. SUAM

A.3 SUAM

Figure A.4: SUAM constrictions, from left to right: 0%, 50% and 75% of tracheal area

Figure A.5: Mesh SUAM, course(left) fine(middle) and extra-fine(right)
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A.4 RUAM

Figure A.6: Mesh RUAM, original(left)and edited(right)



89 A.4. RUAM

Figure A.7: RUAM original, zoom on stenosis

Figure A.8: RUAM edited, zoom on resolved stenosis

Figure A.9: Mesh RUAM, coarse(left) and fine(right)
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Figure A.10: Cutplane used for front view, original(left) and edited(right)
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