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Summary

The objective of this thesis was: To assess the dynamic behaviour of the SBGESS system during instal-
lation and provide suggestions to increase workability by reducing the dynamic response. In order to
do so, the SBGESS was preliminary dimensioned based on simulations of the energy balance and the
lowering operation was modelled using these dimensions.

A 10.32MWh SBGESS, with three power supply modes (including a power saving mode), is able to
operate a 4.34MW water injection system with power being generated by two 12MW wind turbines.
Simulations were run to assess the sensitivity of the system to the energy storage capacity and the ranges
in which a certain mode was active. Based on historical wind data, this system is able to meet the
empirical reliability and performance criteria for a water injection system. Using the energy storage
capacity and power demand as input, the size and number of buoyancy- and gravity units were scaled to
minimize overall dimensions as to reduce installation complexity.

Given the dimensions a wet tow is deemed to be the most likely transportation method. For installation
the traditional methods are less appropriate as the lowering of the SBGESS classifies as a heavy lift in
ultra-deep waters. An installation method with multiple AHTs and a towing configuration, likely with a
form of heave compensation, to decouple the motions is suggested.

The vertical displacement of the SBGESS during the lowering phase was modelled using two non-linear
mass - dashpot - spring models. It was concluded that using polyester rope for the lowering cable
leads to relatively low dynamic forces during the lowering and is able to meet the DNV criteria for an
offshore operation in more sea states than other alternatives. It also complies well with installing the
SBGESS as a single-unit. Taking precautions such as heave compensation and a lower payout velocity
are however necessary to avoid slack conditions and large dynamic forces during the beginning of the
lowering operation.

A Sensitivity analysis showed that the hydrodynamic coefficients require extensive lab testing as their
values have a large impact on the dynamic force. The added mass coefficient has a large value on the
overall dynamic force and location of the resonance zone, while the drag coefficient mostly impacts
the oscillation magnitudes in the early parts of the lowering. Further and more extensive modelling is
critical to avoid stability issues during the lowering of the SBGESS.
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1 Introduction

By signing the Paris agreement in 2015 at the COP21, a near-universal commitment was made to limit
the global temperature rises to ‘well below 2 degrees celsius’ and aim for no more than 1.5 degrees [1]].
All countries had to deliver detailed inventories on how they plan to reduce their greenhouse gas (GHG)
emissions. These inventories should include the reductions in GHG emissions from the offshore oil and
gas (O&GQG) activities, if these occur within the exclusive economic zone (EEZ) of a country [2]. In order
to accelerate the eventual decline in oil and eventually gas consumption that is projected for the coming
decades, alternative energy sources such as renewables are essential [3]]. Yet given the required GHG
reductions the decline should be increased by the use of alternative energy sources within the oil & gas
industry itself, which has a significant impact on the emissions [4]]. The oil & gas production plants
require energy to operate, sometimes up to tens of MWs of power [3], and the source of this energy is
usually a percentage of the oil and/or gas that is produced or diesel fuel [6]. Especially offshore, where
the connection to the electricity grid is often non-existent, the platforms are usually operated on fossil
fuels (e.g. gas turbines) [7]. For these locations, the use of renewable ocean energy may provide a more
sustainable and economical solution [&]][9]].

1.1 Subsea equipment

In recent years, the number of plants that are being located in deeper waters has increased [[10]. Even
projects in water depths of 2000m and beyond are common now. Extraction of these ultra-deep fields
often requires a substantial amount of processing equipment and machinery at the seabed. Examples
of these include separation, water injection, compression and power distribution systems [11][12]. All
these systems require power to operate and grid connection is often impossible, as the distances to shore
are large for these ultra-deep fields. The common way of supplying power to these systems is having
gas turbines on board of the topside[7][13]. Many studies have suggested that substituting these gas
turbines by local renewable sources is an effective way of reducing the GHG emissions of offshore O&G
activities [4]][[14][6][13]. To avoid having to use a (back-up) gas turbine (because of the intermittency of
the source), a subsea system that does not require continuous and constant power is a preferred choice
when it comes to replacing the power source by a renewable source. It should also be able to shut-down
and start-up relatively easy.

One such system that can operate under these conditions is a water injection system. Such a system
is not dependent on continuous power (although the efficiency and production might suffer from large
fluctuations) and is flexible when it comes to stopping and starting operations. Water injection is crucial
to increase the oil recovery rate (ORR) after a primary pressure depletion period[15][9]. An essential
aspect of the water injection system is that its variable speed drives (VSD) can handle the flexible loads
and can therefore mitigate some of the challenges related to renewable power intermittency [9]. This
is why multiple studies have argued that it can be feasible to have an offshore wind farm supply power
to a water injection system [9][16]][17]. Not only will this lead to reduced fuel costs and emissions,
but it may also lead to shorter power cables. The latter meaning the cost and power losses are likely to
decrease.

Even though the pump, as a result of the VSD, can handle power fluctuations and occasional shut-downs,
it is best to avoid having too many stops. First of all, most pumps actually have an empirical maximum
number of stops for which reliability can be guaranteed [18]. Secondly, another important reason is that
pumps have efficiency curves, meaning that a lower power output than the Best Efficiency Point will
lead to a lower efficiency and therefore a much lower injection rate [[19][20]. If this occurs too often, it



may hurt the production and have negative economic effects. To avoid these adverse consequences of
the intermittency, an energy storage system could be implemented. This will help reduce the number of
shut-downs and will result in less power fluctuation. Another argument for implementing energy storage
is that less energy is *wasted’ (if power supply > power demand) and it can help keeping the operating
systems (such as SCADA) operational during windless periods [16].

Ideally, one would design a renewable power plant that can supply power for all of the equipment, both
subsea and on the topside. However, equipment such as separation and safety systems often require
a continuous supply of power [12][11], meaning that renewable energy sources are not feasible unless
combined with a large energy storage unit or being grossly overdesigned. Given the current techno-
logical readiness level of storage and renewable generation techniques, these early projects are more
likely to succeed if focussed on water injection systems (or systems that have similar flexibility in power
input).

1.2 Case study in the Santos Basin, Brazil

The case that will be studied in the thesis, that will build on this literature review, is situated in Brazil.
The exact location is currently unknown but is likely to be in the Libra field which is part of the Santos
Basin[21]]. Here, electrical power is required by a subsea water injection system to be installed at more
than 2000m water depth and 160 km from shore[22]. As there is no connection to the electricity grid,
its energy has to be locally generated. Novgorodcev JR. and Jarquin-Laguna [23]] found by doing a
multi-criteria decision analysis that floating offshore wind is the most feasible alternative to using fossil
fuels for this location. Their proposal is thus to install floating offshore wind turbines that will power
subsea equipment at this location.

However, the issue that is prevailing is that the supply and demand of power will often not be in equi-
librium. To avoid having to use fossil fuels to bridge periods of under-supply, a sufficient amount of
energy needs to be stored during periods of over-supply. A possible solution is to install a Subsea Buoy-
ancy Gravity Energy Storage System (SBGESS) [22], with a capacity that is large enough to deliver
the required power (including losses). This SBGESS consists of a main buoy element with weights
and floaters connected to it. The vertical movement of these elements makes power supply and energy
storage possible. A schematic overview of the SBGESS concept is shown in figure [3.1]

Power cable

Pulling cable

Power cable

(b) Schematic side-view of the SBGESS including la-
beled elements

(a) Schematic topview of the SBGESS

Figure 1.1: Schematic overview of the SBGESS concept, including a topview and side-view with labeled elements.
Note: image is not to scale

One of the main challenges for any type of large-scale ocean energy storage is the transportation and in-
stallation of the heavy and large components [24]]. This will be particularly challenging for the proposed
project given the environmental conditions at the intended location. The water depth at the location
is approximately 2100 meters[25]. Although large submerged structures have been installed in similar



water depths before, they tend to be installed much closer to the surface than the 1000 meters that is pro-
posed for the SBGESS [26][27]. Another issue is the strong currents and occurrence of bi-directional
swells in this region [27]. Given the challenging conditions at the location and the fact that this project
is a “first of its kind’, it is critical to analyze and assess the possible installation methods and potentially
improve/adjust them based on the project specific requirements.

1.3 Objective & Research questions

The objective of this thesis is formulated as: To assess the dynamic behaviour of the SBGESS system
during installation and provide suggestions to increase workability by reducing the dynamic response.
To achieve this, the following two research questions were formulated that lead up to the objective
formulated above.

1. What is the dynamic response of the SBGESS during installation?

1 a) What is the expected energy yield of the proposed wind turbines and how will this influence
the required energy storage capacity and other SBGESS dimensions?

1 b) Which installation methods for the SBGESS at the proposed location are feasible?

1 ¢) For which wave periods and at which depths can resonance and/or slack occur for different
cable properties?

1 d) How do the wave conditions influence the dynamic response during resonance and slack
conditions?

2. How can the selected installation method be improved for the proposed location?
2 a) What are the limiting factors for the installation?

2 b) Which parameters of the SBGESS project can be changed to reduce the dynamic response
for the SBGESS project?

These research questions are meant to be answered in the order presented above, as each question pro-
vides input to the next one. The first sub research question (1a) is answered by running simulations of
the power supply and demand to the water injection system, using historical wind data and power data
from the turbine and pump manufacturer. Based on empirical pump criteria appropriate energy storage
and power supply values are selected. Hereafter, the SBGESS is dimensioned. As it is a preliminary
dimensioning, only the power requirements are taken into account and no structural analysis is carried
out.

A literature review assists in answering the second subquestion (1b) by analyzing the current information
and data on installation methods. Based on information in guidelines, project reports, (conference)
papers, regulations, etc., the literature review lists possible installation methods and analyzes them. As
the feasibility of a certain installation method is highly co-dependent on both the type of mooring system
and transportation method, the most common types of these, including their limitations are also analyzed
and presented in this thesis.

To answer the remaining research questions, the lowering phase of the installation is modelled using
two different vertical displacement models. The resulting values are compared and several values are
subjected to a sensitivity analysis. Finally, a comparison is made between a single-unit installation and a
modular installation. plotting the natural periods of the system and comparing these to the wave periods
will provide insight in the possible occurrence of resonance.

It should be noted that this thesis aims not at selecting one optimal installation method, yet rather aims
at suggesting viable methods and important variables to consider and improve these methods.



1.4 Content

In chapter 2] the energy yield is computed and compared with the energy demand. This chapter concludes
with a required energy storage capacity and power supply. Based on these numbers, the SBGESS main
dimensions are estimated in chapter 3] In chapter [4] the types of anchors that are available for moored
offshore structures will be discussed, including their usage and (dis)advantages. The viable options are
listed at the end. Hereafter, the two main categories of transportation (wet- and dry tow) will be explained
and analysed in chapter [5| In chapter [6] the most common ways of installing a submerged offshore
structure in deep water are listed and analysed. The methodology used to model the selected installation
procedure is outlined in chapter A summary of the results of these simulations can be found in
chapter 8 while the complete overview is presented in appendix [G| Finally, in chapter [9]’Conclusions
and recommendations’, the main observations from the results are summarized and a suggestion are
done to improve the installation method. In this chapter, it is also outlined what further research is
necessary to improve the accuracy of the modelling, to increase the degrees of freedom modelled and to
account for potential stability issues.
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2 | Energy yield, Power demand and the resulting required energy
storage capacity

How to transport and install the SBGESS is highly dependent on the dimensions of the SBGESS as
a whole, yet also of the individual elements. Especially the size of the weights (gravitational energy
storage) and floaters (buoyancy energy storage) that are attached to the SBGESS can only be deter-
mined based on the required energy storage capacity. This chapter describes the proces of how this
value was computed, also visualised in figure 2.1] First, the wind distribution and statistics for the pro-
posed location were analysed. Combined with the powercurve from an appropriate wind turbine, this
resulted in expected energy yield data. To investigate the required energy capacity, information on the
energy demand is also necessary. The subsea processing system, a water injection system in this case,
is described and an assumption of its energy demand is made based on an approximation of both the
efficiency as well as the pump performance. With this information a simulation of the water injection
was run, of which the set-up and parameters are explained. The process is iterative (see also figure [2.1))
as the required result (energy storage capacity) is also an input parameter in the simulation. Only the
final selected value and results are shown in this chapter.

Pump-performance

Energy demand

Nr. of
pumps
. Powercurve . . R : "
Wind data ; Energy generation [Eficiency System output  — CUTTE o ves
N O‘f turbines Water injection + nr. of pump
shut-downs l
No

Energy storage [LAiciency

Figure 2.1: Overview of the methodology that is used to determine the required energy storage capacity and power
that should be delivered by the SBGESS.

2.1 Energy yield data

2.1.1 Wind data

Historical wind measurements were interpolated (for lat = -24.5 lon = -42.2, which is located in the
middle of the western part of the Libra field) and obtained from the copernicus climate data project [28].
The data consist of hourly measurements at 100m height of the wind speed in u and v direction over 41
years (1979 - 2019) [29]. These wind speeds were transformed from the measurement height of 100m
to the hub height of the selected turbine at 150m (see next section) by use of the power law. Generally,
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the power law provides a better approximation of the true wind speeds at larger heights compared to
logarithmic scaling [30].

2150 Oshear
Ci50m = C100m - ( m) (2.1)

2100m

Thus, the wind speeds were transformed using equation [2.1] where:

Cis0m = Wind speed at hub height (150m) in m/s

Ci00m = Wind speed at sensor height (100m) in m/s
Z150m = hub height = 150m

Z100m = sensor height = 150m

Oghear = 0.11 (offshore,[30])

Hereafter, the transformed wind components were combined to compute the resultant wind speed by
using equation [2.2]

Vu? 41?2

w= (2.2)

With:

u = wind component in u direction in m/s

v = wind component in v direction in m/s

w = Resultant horizontal wind component in m/s

Many statistic values could be extracted from this dataset, but to assess which size of wind turbine is
economical for this location, a rough indication of wind class/occurring wind speeds is needed. To create
this insight, the hourly data of 41 years was averaged to show the average year. For each hour of each
day of the year, the average was taken of this specific hour’s values of the 41 years. The result in shown

in figure2.2.

Average year - hourly averages of 41 years (1979 - 2019)

Average year Energy yield of 1 GE HALIADE-X 12MW

—— Hourly wind speed
—— average wind speed 1979 - 2019: 8. 28m/s

12 { — Power output turbine
—— Field average power GE Haliade 12 MW turbine
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(a) Hourly wind speeds for the average year, based on (b) Hourly power output of one GE Haliade-X 12 MW
41 years of data from: [28] turbine for the average year shown left

Figure 2.2: Average year wind speeds and power output

What can be extracted from the visualisation in figure 2.2 is that on average, the wind speeds in the
months March to June are substantially lower than in the other months. The consequences of this will
be discussed in the next section.
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2.1.2 Power output of the turbine

Figure 2.2 shows that the average wind speed is around 8.5m/s, indicating low to medium wind speeds
in the area. As the wind speeds are relatively low, particulary in the months March to June, a low cut-in
and/or rated wind speed is deemed preferable for the selected wind turbine. A way to achieve these lower
values is to have a turbine with a large rotor [31]. After considering several wind turbines with large
rotors, the GE Haliade-X was selected, as it offers one of the industry’s lowest cut-in wind speeds and
its recent development leads to technological advantages. Currently the turbine is being tested onshore,
but it is expected that by the time the SBGESS project is realized, the turbine will be commercially
available [32]. Using the average year wind speeds as input and combining these with the Haliade’s
power curve [33]], figure was computed. This graph indicates that the turbine is not in an optimal
location as the capacity factor is below 0.50, given that the average power ouput is less than half of
12MW. Especially from March to June, where the power output is low, resulting in a capacity factor of
0.33. The amplification of this difference compared to figure[2.2p can be explained by the fact that these
wind speeds are on the steepest part of the power curve, meaning that a small difference in wind speed
will lead to a relatively large difference in power output as shown in table

Table 2.1: Statistical description of power output [MW] for each month for a 12MW Haliade-X GE turbine. Based
on 41 years of hourly wind speeds [28]]

[Jan |Feb [Mar | Apr [May |[Jun | Jul [Aug |Sep [Oct |Nov | Dec |
Mean | 6.25 | 6.25 | 4.73 | 448 | 477 | 530 | 6.30 | 7.11 | 741 | 6.98 | 6.41 | 5.97
STD | 465 | 4.63 | 424 | 410 | 428 | 435 | 445 | 450 | 451 | 457 | 4.64 | 4.60
Min 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25% 1.58 | 1.59 | 0.86 | 0.88 | 0.88 | 1.21 | 2.06 | 2.73 | 3.01 | 2.53 | 1.78 | 1.46
50% 592 | 593 | 353 | 3.18 | 347 | 434 | 596 | 762 | 828 | 7.17 | 6.07 | 5.26
75% 120 | 12.0 | 8.16 | 7.52 | 835 | 940 | 11.79 | 12.0 | 12.0 | 12.0 | 12.0 | 12.0
Max 12.0 | 12.0 | 12.0 | 12.0 | 12.0 | 12.0 | 12.0 | 120 | 120 | 120 | 12.0 | 12.0

2.2 The need for energy storage

In the introduction it was already mentioned that because of the distance to shore (160km) no grid
connection would be available at the location. Combined with the intermittency of the power output
of wind energy, this could lead to the need for energy storage, depending on the power demand of the
system that the power will be supplied to. Table |2.1|also shows the intermittency as the mean values
differ for each month, and the standard deviation is relatively high.

Even if the power plant were ’overdesigned’ with a

" large amount of turbines, it still wouldn’t completely
2] o eliminate the need for energy storage as the minimum
o fg\x T e value for each month is 0.0MW as shown in table

N O1-APR-19 However, increasing the amount of turbines based on

e N

the "bad months’ tends to be not economical. Only for
a system which does not need continuous power supply,
is allowed to have a large number of stops per year, and
has a quick start-up procedure, it could be a possibility
. , ‘ . ‘ to exclude energy storage and therefore accept both the
Hour intermittency supply and a high number of shut-downs.

Another reason why energy storage is required is the

Figure 2.3: Wind speeds at hub height for the 1stof intraday variation in wind speeds and therefore power
April 1979, 1989, 1999, 2009 and 2019 to illustrate generation as is shown in figure The figure shows
the intraday variation in wind speeds. the intraday variation for five days in April. As stated

Wind speed at hub height [m/s]
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earlier, March to June have relatively low wind speeds,
yet combined with the intraday variation, it is likely that there will be a high number of hours in these
months were no or minimal power is generated and energy storage will be needed to bridge these hours.

Using the 41 years of hourly wind speed measurements resulted in a capacity factor of 0.48 for one
turbine. For the months March to June, a capacity of only 0.33 was computed. Since this number is
relatively low [32], it is expected that multiple turbines are needed to power a larger system. Another
argument for multiple turbines is to create redundancy in case of downtime of one of the turbines. The
amount of turbines that is needed is looked into in the next sections.

2.3 Energy demand at the seabed by subsea processing equipment

Extraction of ultra-deep fields often require a substantial amount of processing equipment and machinery
at the seabed. Examples of these include separation systems, water injection systems, compression
systems and power distribution systems [11][12]. All these systems require power to operate and grid
connection is virtually impossible, as was stated earlier. The common way of supplying power to these
systems is having gas turbines on board of the FPSO. The goal of this study is to power a (part of a)
subsea processing by the power generated by the proposed floating turbines. As was concluded earlier,
the intermittency of the power source, even with energy storage, combined with the wish to not having
to connect this subsea system to a (back-up) gas turbine anymore, means that a system should be chosen
that does not require continuous and constant power. It should also be able to stop without breaking
down and being able to start-up again in a relatively short amount of time. A water injection system
is deemed the most feasible system to supply by wind power, given these challenges [9][[16][17]. They
are not dependent on continuous power (although the efficiency and production might suffer from large
fluctuations) and are flexible when it comes to stopping and starting operations. Water injection is crucial
for offshore oil production to increase the oil recovery rate (ORR) [9].

For this study, a hypothetical yet realistic water injection system was used. The size of the system
was determined by using a reference project in the Merol oil field, which has a system that is able to
inject 75000BPD of water [18]. To reach this value in this study, two SPRINGS systems of 42000BPD
each [[19] are combined. SPRINGS (Subsea PRocessing and INjection Gear for Seawater) is a qualified
system for subsea processing [34][35]. It combines treatment and injection of seawater in one system
at the seabed and has both communication and power tie-backs to the topside. The need for the latter
will be removed by supplying power to the system by the proposed wind farm. The pumps that will be
used in the SPRINGS systems are designed to be in a 1 - 3 MW range [36]. In this study, each pump
will be operating in a frequency range of 25 - 74HZ and have a rated shaft power of 2170kW [[18]. The
pumps use a variable speed drive (VSD) and have a soft-starter function, making them highly suitable
to operate under alternating power supply conditions.

2.3.1 Efficiency of the system

To assess whether the system, with the parameters as indicated in the next section, can satisfy the re-
quirements and to find the necessary energy storage capacity, it is important to include efficiency in
this assessment. It is assumed that all losses within the wind turbine are accounted for in the power-
curve. The following four losses are expected to be relatively high and will therefore be included in the
simulation by use of an estimated value: losses of the gravitational- and the buoyancy energy storage,
transportation and transmission losses and losses in the water pumps.

The round-trip efficiency (one full cycle of charging and discharging) depends on many aspects, such as
the velocity, shape and electrical equipment used. However, based on the values stated in [37][24][8][38]],
0.83 is used as round-trip efficiency for both gravitational (GES) and buoyancy energy storage (BES).
An accurate calculation of the power losses in the cable during power transmission can be calculated us-
ing the method proposed by Mokhi [39]. The issue is however, that no information is yet available about

14



the core resistance of the cables used. Another problem is the variable current, which would make the
losses variable depending on the power levels being transmissioned. Although this is an accurate way
of computing the losses, it is too complicated for this first approximation of the total system efficiency.
Therefore, an efficiency value is used that was calculated for short-distance (1-2km) three-core MVAC
cables that are being used in the offshore wind industry as inter-array cables [40]. The value that will be
used is 0.975 to include all transportation losses between the turbine and the pump (excluding storage
losses). Finally, the pump efficiency depends on its operating point. For different RPMs and power
levels, different values of efficiency exist. A conservative approximation of the mean value results in an
efficiency of 0.80 [18]].

Table 2.2: Efficiencies that are used to estimate the required energy storage for the selected configuration of pumps
and turbines.

Efficiencies \ Value
Round-trip efficiency GES 0.75-0.90
Round-trip efficiency BES 0.70 - 0.90

Transmission efficiency 0.975 - 0.985

Water injection pump efficiency 0.70 - 0.82
Total estimated system efﬁciencyﬂ 0.49 - 0.73

1 = Roundtrip efficiency BES

‘ l-’ A A -‘\

’ 1 = Roundtrip efficiency GES ‘ 1| = Pump efficiency
° ~ ] SBGESS \ _
/ ! I "
— = Transmission efficiency A 4 . ‘Water
I T > Injection
AC Power Cable >—<
‘Wind Turbine SPRINGS System

Figure 2.4: Visual outline of system components, including power conversion efficiency. Note: image is not to
scale.

Two different paths for the energy should be distinguished: directly powering the SPRINGS where only
the cable and pump losses should be considered (0.68 - 0.81% efficiency), and the second path that
uses the SBGESS. The second path has an efficiency in the range mentioned as total estimated system
efficiency in table 2.2] These two paths are visualized in figure 2.4] If the use of energy storage at a
certain moment is unnecessary, the power losses are reduced as the storage losses do not have to be
accounted for. The simulation will account for both paths accordingly.

2.3.2 Pump performance

Figure [2.1| shows that the flow that comes out of the pump can be computed by using a P-Q curve. This
curve uses the power (Poyr), corrected for the losses in the pump, to calculate the flow that is injected in
the seabed. This data is needed as the production of the field depends on this rate and the study is aiming

Icomputed by multiplying the average Round-trip efficiency of GES and BES, by the remaining efficiencies.
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to substitute a 75000BPD injection system. The water injection can be variable, as the SPRINGS system
uses a VSD, resulting in a range of frequencies that the system can operate in. As the frequency range
in which the pumps operate (25 - 74Hz) is known, equations [2.3] and [2.4] can be combined to compute
related P and Q values [20]. This was done for 100 values, after which a third degree polynomial was
fitted to these points and hereafter used as the P-Q curve of which the function is presented as equation
A third degree was selected based on the cubic relationship between power and flow that can be
derived from equations [2.3]and 2.4] It should be noted that the values at 74Hz, namely P = 2170kW and
Q=278.23m> /h (42000 BPD), were used as Best Efficiency Point (BEP) [18].

Qlip N nBrIlEP 3
P n\°
Psep (nBEP) .
With:
Q = Water injection in m? /h
Qprp = Water injection at the best efficiency point = 278.23 m? /h
P =Power input in kW
Pprp = Power input at the best efficiency point = 2170kW
n = frequency
npep = frequency at best efficiency point = 74Hz
Qyysiem = numbero f pumps - (aP3 +bP>+cP+ d) (2.5)

With:

Osystem = Water injection by the total system in m3 /h
P =Power input per pump in kW

a,b,c,d = Polynomial fit parameters

Equation [2.5| was used in the simulation in the next subsection, resulting in an hourly output of the flow
produced by the water injection system. The curvefit values and the numerical equation that was used
can be found in appendix

2.4 Water injection simulation

To select the capacity the energy storage should have, a simulation was conducted using the parameters
in table The system should be able to fulfill two primary requirements:

1. The maximum number of stops per year is seventy. This is to ensure the reliability of the pumps
[18].

2. The average water injection should be 496.85 m?/h (75.000 BPD), based on the Mero field ref-
erence project [18]. This is the average value that should be reached over the project’s lifetime.
Monthly or yearly deviations from this value are allowed, but may reduce the production during
that period.
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2.4.1 Simulation set-up

To check whether the selection of parameters and ultimately the energy storage capacity meet these two
requirements, the fourty-one years of wind data were used. Using the hourly data as input, the simulation
has hourly power and flowrates and the yearly number of stops as output. These samples are then used
to fit normal distributions to calculate the probabilities of not satisfying the requirements.

Table 2.3: Parameters that were used in the simulation.

Parameter Value \ Parameter Value
Nr. of Wind turbines 2 Efficiency Transmission (1r) 0.975
Nr. of water pumps 2 Efficiency Pump (1p) O.S(ﬂ
Minimum power demand per pump  80.37kW | Round-trip Efficiency BES,GES (ngs) 0.83
Maximum power demand per pump 2.170MW Start value ES (ES~) 0.5-EScap

In the subsection on efficiency, it was already mentioned that the model should distinguish between two
ways of delivering the power: direct and indirect (via the SBGESS). Because of the upper and lower
limits of the power demand of the pump and the two values of system efficiency, three modes should be
considered in the model. After several iterations did not lead to a satisfactory amount of yearly stops,
a Power-saving mode was introduced as explained below. Figure|C.I]in appendix [C|also indicates that
without a power saving mode, the Energy storage capacity would need to be higher as the amount of
stops is critical in that case.

* Mode 1: If the power generated by the wind turbines is higher than the upper limit in power
demand of the pumps (including losses), the power of the turbines is supplied directly to the
pumps. All remaining power will be used to charge the SBGESS untill the capacity is reached.

* Mode 2: 1f the power generated by the wind turbines is between the upper and lower limits in
power demand of the pumps (including losses), the power of the turbines is supplied directly to
the pumps. Whether or not the SBGESS will be used to complement the power supply to the upper
limit depends on which sub-mode is active:

— Submode 2a: If the SBGESS is more than 12 hours of minimum power demand charged, the
SBGESS will be used to supply the additional power needed for the pumps to operate at the
upper power demand limit.

— Submode 2b: 1f the SBGESS is at or less than 12 hours of minimum power demand charged,
the SBGESS will be in "Power-saving mode’. This means that the SBGESS will only be
used to avoid stops (e.g. act if mode 3 is active). The Power-saving mode will automatically
end once charging exceeds the 20%. The pumps will now operate at the power level that can
be supplied by the wind turbines.

* Mode 3: If the power generated by the wind turbines is lower than the lower limit in power demand
of the pumps (including losses), again two sub-modes can be identified:

— Submode 3a: If the power generated by the wind turbines (if any) combined with the power
that can be supplied by the SBGESS is enough to supply the lower limit, this will be done.
This means that that the pump will keep running.

— Submode 3b: 1f the power generated by the wind turbines (if any) combined with the power
that can be supplied by the SBGESS is not enough to supply the lower limit, the pump will
shut-off. This will count as 1 stop. The water injection rate will be zero. Any power that is
generated by the wind turbine in this interval will be used to charge the SBGESS.

’The efficiency of the pump is already included in the minimum and maximum power demand. 0.80 was used as a
constant efficiency for the entire pump performance curve.
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2.4.2 Simulation results

Implementing these three modes in the simulation model, the results were obtained for different values
of power saving mode and energy storage capacity as can be seen in figure [C.I] in appendix [C| The
values of 12 hours of power saving mode and 8MWh of energy storage capacity were selected. These
values lead to the lowest energy storage capcity requirement, while still satisfying the requirements in
an acceptable way. The detailed results of this combination is shown in figure [2.5p and b and in table
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(a) Histogram of average hourly flowrate for 41 sample (P) Histogram of the number of yearly stops for 41 sam-
years, including a fitted normal distribution PDF. ple years, including a fitted normal distribution PDF.

Figure 2.5: Fitted normal distribution PDFs for parameters given in table

It can be concluded from figures @] a/b and the distribution formula, that the system does meet the two
primary requirements for the given parameters. The first requirement is clearly met as all 40 sample
years have a total amount of stops lower than 70. The probability of exceeding 70 stops per year is 1.05
-107*%. This is deemed an acceptable risk. Any increase in Energy storage would be costly, yet hardly
beneficial when it comes to reducing this number even more.

The second requirement is satisfied when only the average (mu = 503.88) is taken into account. Yet
it is clearly visible that the conditions are not met for each year in the sample. The probability of the
average injection rate being below the required value for a certain year is 19.4% (table 2.4). It must be
noted however, that all the sample years that are below the target value have an average injection rate
that is within 3% of the target value. Questions could therefore be raised whether increasing the energy
storage, given the extra production, installation and transportation costs, would be economical. Over the
whole project lifetime the target value is reached. Considering all this, an energy storage capacity of
8MWh is selected as the design value that will be used to dimension the SBGESS.

Table 2.4: Results of the simulation of the water injection system, for fourty-one years of data, using the parameters
from table[2.3]

Results Value
Mean & STD nr. of stops per year 29.05; 7.31
Probability of exceeding 70 stops per year 1.05-1076
Mean & STD water injection 503.88; 8.14
Probability of water injection being less than 496.85m> /h 0.194
Energy storage capacity (EScp) 8MWh
Power-saving mode 12 hours-MinimumPowerDemand

As this is a simulation to get an approximation of the required energy storage capacity, several assump-
tions and simplifications were implied. While running the simulation and fitting the distribution, all

18



fourty-one years were accounted for equally. Regional effects such as El Nifio/La Nifia, but also global
events such as climate change could mean that recent shifts in wind patterns [41][42] are less prominent
in the distribution than they would have been if recent years would be weighed heavier. Figure [A.T]and
table [A.T] in appendix [A] may suggest an upward trend in mean wind speeds. However, as this is an
exercise to find an approximate value and extensive research would be needed to assess these weigh-
ing factors, this simplification is deemed acceptable. Also, an upward trend in wind speeds would be
favourable towards a smaller energy storage capacity, meaning that it is more conservative to not ac-
count for this trend. Furthermore, an r value of 0.37 is too low to take this trend into account. Another
assumption is that a normal distribution is the correct distribution for the sample data. This is why it
was also checked for each sample year, whether the fourty-one sample years did meet the requirements.
Finally, availability of the pumps was not accounted for in the simulation. Yet, as the availability of the
topside was also unaccounted for, it can be assumed that the small drop in water injection supply will
not affect the production in a significant way.

19



3 | Preliminary dimensioning of the SBGESS

In the previous chapter, the system was analysed resulting in values for the required energy storage
capacity and the power supply range. These values will be used as input in this chapter to assess the
preliminary dimensions of the SBGESS. These dimensions are essential parameters for the selection
of transportation and installation methods, and are essential input values for the model concerning the
lowering of the SBGESS. This chapter will start with a general description of the proposed structure and
the various segments that can be identified within the SBGESS. Secondly, the dimensioning strategy will
be discussed including the relevant parameters and formulas. Hereafter, a list of dimensions is presented,
with which the SBGESS is able to meet both the required energy storage capacity as well as the power
supply range that will be needed to operate the water injection system.

3.1 Outline of the design

The design of the SBGESS is partially based on the design of the buoy supporting riser (BSR) developed
by Petrobras and Subsea7 [26][27]. The BSR is in many ways similar to the SBGESS as it is installed
in the ultra-deep waters of Brazil, has connections to both the topside as well as the seabed and is also
installed at a large depth below the sea level. Although this design will be used as a base for the design of
the main structure of the SBGESS, there are also significant structural differences. Most importantly, the
BSR is asymmetrically shaped due to the vertical loading of the risers on one end. The SBGESS will be
shaped symmetrically as the loads (neglecting power cables) are mostly symmetrical. Another essential
difference is that the risers and other elements of the BSR are all connected to the main ballasting part.
For the SBGESS, most elements, apart from the anchoring lines will be connected to the connecting
structural elements between the two main ballasting parts. A schematic overview of the SBGESS can
be found in figure[3.1]

Power cable

Pulling cable

(b) Schematic side-view of the SBGESS including la-
beled elements

(a) Schematic topview of the SBGESS

Figure 3.1: Schematic overview of the SBGESS, including a topview and side-view with labeled elements. Note:
image is not to scale

As this thesis is not a detailed design exercise, the process is simplified by emulating the general di-
mensions of the BSR. Meaning that the length and width of the structure are assumed to be nearly the
same as for the BSR. The same goes for the total ballasting tank volume that is present in the BSR. The
detailed calculations of how this volume is distributed can be found in table in appendix [D] The
type of anchoring will be discussed in chapter [5| Materials and other structural details are not within
the scope of this study, but an approximation of the total mass will be made for the modelling of the
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installation phase. For now the shape as in figure is assumed and used in the model, however this
could be altered in a later design study. The weights and floaters are cylindrical in this design phase
[22].

3.2 Dimensioning strategy

The previous chapter lead to requirements concerning the energy storage capacity and the power that
the SBGESS should be able to deliver. The parameters of the SBGESS should be such that these two
requirements are met, preferably with some redundancy. All the input parameters that are used in the
following section can be found in table in appendix [D] Because of the water injection simulation
set-up, it is assumed that the SBGESS can fully charge in one hour or less. After dimensioning it should
be checked whether this criterion is met.

The dimensioning started with the power requirement. The required power supply by the SBGESS is
not equal to the maximum power demand of the pump because of two reasons. First, the efficiencies of
the power cable and the storage efficiency should be included. They are both included for 50% as the
cable length is half of the total length and the power supply only deals with a one-way efficiency of the
storage cycle. Secondly, because of the set-up with the modes the energy storage should, in the most
critical case, only deliver the power difference between the maximum and minimum power demand of
the pumps. These two points are implemented in equation [3.I] Once again the pump efficiency is not
included in this equation, as it was already included in the pump’s power demand.

MaximumPowerDemand — MinimumPowerDemand

P = NumberO f Pumps - = 2Punit (3.1

%TIES' %nr
Equation [3.1]leads to the necessity of the SBGESS being able to supply at least 4.65MW. It was decided
that the SBGESS should be able to supply this amount of power by using only one combination of one
weight unit and one floater unit. Such a combination including all electrical and mechanical equipment
will from here on be called an Energy storage module (ESM). If an ESM is used instead of a single
weight or floater, the net vertical force of this ESM as a result of the movement is nearly zero. In the
next sections, the dimensions of both the weights and the floaters will be selected such that they can
satisfy the power supply. Hereafter, the total number of ESMs can be determined based on the total
energy storage capacity requirement.

3.2.1 GES: weights

Now that the required power for one ESM is known, 50% of this power should be supplied by one weight
unit. With the velocity assumed to be fixed at 1m/s (Appendix D)) equation [3.2]can be used to calculate
the required mass for one weight. Hereafter the volume and the height of the weight (a cylinder) can be
calculated by using equations [3.3]and [3.4] In these calculations, the weights are assumed to be 100%
concrete and all other components of the unit are massless as a simplification. For the GES elements,
high-density concrete is used to reduce the dimensions and therefore the added mass and drag.

P .
Mypeight = i (3.2)
gV
Myyeioh
Vieight = — 2% (3.3)
pconcrete
Viveight
Puveight = — =5 (3.4)
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With:

Myeight = Mass of 1 weight unit in kg
P,nir = Power by 1 weight unit in W

g = Standard gravity in m /s’

v = (Dis)charging velocity in m/s
Viveight = Volume of 1 weight unit in m>
Pconcrete = Density of concrete in kg/ m3
hyeighs = Height of 1 weight unit in m

r = Radius of 1 weight unit in m

The resulting dimensions are shown in table [D.T|and in figure [3.2]

3.2.2 BES: floaters

As stated in the previous section, 50% of the required power should be supplied by one floater unit.
With the velocity assumed to be fixed at 1m/s (Appendix [D) equation can be used to calculate the
required force for one floater. This is the net vertical force. Because the velocities of the weights and
floaters and the power supplied are the same, the forces exercised by both units are equal (neglecting
drag forces for now). Hereafter the volume and the height of the floater (a cylinder) can be calculated by
using equations [3.6)and In these equations the floaters were assumed to be 100% Styrofoam, which
is a light-weight material with a relatively low drag coefficient [22][43]].

R, unit

Ffloater = — 3.5
Ffloater
Vioarer =V = (3.6)
Jloater 8" (pseawater — PStyro foam)
Vi
hfloater = ;;‘06:2” (3.7

With:

Ffioater = Net vertical force of 1 floater unit in N
P,nir = Power by 1 floater unit in W

v = (Dis)charging velocity in m/s

Vtioater = Volume of 1 floater unit in m3

V = Volume of water displacement in m>

g = Standard gravity in m/s?

Pseawater = Density of seawater in kg/ m3
Pstyrofoam = Density of styrofoam in kg/m?
htioarer = Height of 1 floater unit in m

r = Radius of 1 floater unit in m

The resulting dimensions are shown in table [D.I]and in figure [3.2]
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3.2.3 Energy storage

The second requirement, namely enabling sufficient energy storage capacity, can only be met if the
number of floaters and weights is large enough. This should be checked by use of equation [3.8]

EScap = Nunirs * Punir 'tdischarging > 8MWh (38)

It is important to realise that the number of units is the sum of the weights and floaters on both sides
of the SBGESS. Both the number of floaters and weights as well as the number of ESMs on both sides
should be equal because of symmetry. The smallest value that meets all the requirements is 8 ESMs,
meaning 8 floaters and 8 weights in total. This would lead to an energy storage capacity of 10.32MWh.
The redundancy is also deemed acceptable as three units (or one ESM) can be non-functioning and the
capacity would still be larger than S8MWh.

3.3 SBGESS dimensions

In this section, the parameters and configuration of the main structure and the weights and floaters is
summarized and visualized in figure [3.2] An extensive overview of the input- and resulting values can
be found in table [D.1I] in appendix [D] but a summarised overview is given in table [3.1] The selected
velocity of 1m/s allows for a minimum charging time of 16.7 minutes. This is the minimum charging
time for both single systems as well as for the whole system, as multiple systems can charge in parallel.
This means that the criterion of a charging time under one hour is met.
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n
r=2.5m
h=12.31m
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“——rt——— — pE—»>
55m

(b) Schematic side-view of the SBGESS including di-

(a) Schematic topview of the SBGESS including dimen- mensions of the main elements
sions of the main elements

Figure 3.2: Schematic overview of the SBGESS, including a topview and side-view with dimensions of the main
elements. Note: image is not to scale
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Table 3.1: Summarised overview of resulting parameters of the preliminary dimensioning of the SBGESS

Parameter \ Value
Length of SBGESS 55m
Width of SBGESS 40m
Height of SBGESS 10m

Ballast tanks volume of SBGESS 8998m>
radius of weights 2.5m
radius of floaters 2.5m
height of weights 5.02m
height of floaters 12.31m

nr. of weights 8
nr. of floaters 8
Total mass of weights 2681.6 tonnes
Total mass of floaters 96.65 tonnes
Energy storage capacity 10.32MWh

The model in chapter[7|will use the simplified shape of the SBGESS as shown in figure[3.2]and the values
of appendix [D] It is important to note that this was a preliminary dimensioning and several components
were simplified with the modelling in mind. One such component is the ballasting tanks, which now
consists of only four tanks. In reality, tens of ballasting tanks will be needed [26]] to accommodate for
adequate adjustments and to included redundancy in case of leakage/flooding.

The selected dimensions are the result of assumptions with regards to the functionality of the SBGESS.
By implementing the modes described in chapter [2] it was assumed that the units can instantaneously
accelerate and decelerate to the required velocity to deliver the right amount of power. In reality, be-
cause of inertia and/or system limits, this will not be the case. These system limits will also lead to a
maximum and minimum allowable velocity, restricting the power range the SBGESS can supply. Also,
the system should allow for both sequential as well as simultaneous movement of combinations of units
as specifically charging requires parallel movements of several units.
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4 | Mooring systems and Anchors

In this chapter the SBGESS’ mooring system and potential anchor types will be discussed and analyzed.
As the primary focus of the overarching thesis is on the installation methods, only a relatively short
chapter is dedicated to mooring. A compact overview is presented with the key properties of the potential
anchors. At the end of this chapter, a list of selection criteria is suggested, after which a preliminary
anchor selection is made.

4.1 Why position-keeping is important

Offshore structures require position keeping, not only because of functionality, but also because of
safety issues such as possible collisions [44]. Two options are available for this station-keeping, namely:
Dynamic positioning (DP) and mooring systems. DP is less useful for this particular case, as it is a
permanent structure at 1000m waterdepth, the latter making maintenance complicated. DP can also
consume a significant part of the generated power. Therefore, a mooring system is the preferred choice
here. For mooring systems, several configurations are used. The most commonly used are: catenary,
semi-taut, taut and tension leg.

4.2 Tension leg mooring system

The SBGESS design is based on the Buoy supporting riser (BSR). The BSR was developed by Petro-
bras and Subsea7 [26][27]]. Multiple BSRs have been installed in the ultra-deep waters of Brazil. These
BSRs have connections to both the topside as well as the seabed and are installed at 250m below the sea
surface. They support the risers, causing a decoupling of the motion of the vessel and the subsea equip-
ment, as well as decreasing the load caused by the weight of the risers. To simplify design procedures,
Novgorodcev JR. decided to select a tension-leg type mooring system, similar to that of the BSR [22].
It will contain four mooring points, with two tethers each. The tethers consist of working chains and
sheathed spiral strand wires [22]][26]. In the remainder of this chapter only the anchors that can cope
with vertical loads (taut/tension leg) will therefore be discussed, as a tension. Anchors such as the drag
embedment anchors, although being able to function in a large variety of soil types, will not be discussed
because of their limited vertical holding capacity.

4.3 Anchor types

There are many available anchors to moor offshore structures. A list is presented below which shows
the most common types of anchors that have significant vertical load capacity [44][45].

* Suction piles * Dead-weight anchors

* Deep penetration anchor * Vertically loaded anchors (VLA)

Lowerable gravity anchor
* Suction embedded plate anchors (SEPLA)

Torpedo anchors

* Driven piles * OMNI-Max anchor

There are more anchors available, yet for the pupose of this study, only these types will be analyzed as the
publicly available information on other anchors is not sufficient to describe their properties extensively.
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An overview of the primary properties and limits of the anchors is presented in table This table
serves as a tool for a first selection based on feasibility of an anchor type for a specific case. However,
the ultimate selection should be based on carefully weighing all the pros and cons as well as looking at
the economic and company-specific arguments. For a detailed description of how these anchors work
and should be used, the author recommends chapter 8 of the work by Ma et al. [44]].
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Table 4.1: Properties of different types of anchors. Data and/or insight obtained from:
[L81440145] 4601471148 [49N1S0N15 11 [52]153]. In case of lack of data: NA.
Anchor Mooring type | Resistance Soil Water depth Other
type
Suction Catenary, High, both hor- | Sands, soft and | Up to ultra- | Together with
piles (semi) taut and | izontal and ver- | stiff clay deep waters driven piles
tension leg tical most com-
monly used
deepwater
anchor
Dead- Catenary, small vertical | Mostly Up to ultra- | Rarely  used
weight semi-taut capacity (few | hard/medium deep waters because of
anchor tonnes) soils the limited
capacity. A
feasible option
only in really
hard soil
Driven (Semi) taut and | High vertical | Sand and Clay; | Up to 2400m | Together with
piles tension leg resistance wide range of | (although less | suction piles
soils possible common in | most com-
ultra-deep monly used
water) deepwater
anchor
VLA Catenary, Some verti- | (Layered soil | Up to ultra- | -
(semi) taut cal  capacity, | with) soft clay | deep waters
depending on
orientation and
embedment
depth
SEPLA Taut Medium verti- | Soft clay Up to ultra- | -
cal load capac- deep waters
ity
Lowerable | Tension leg Same as dead- | Same as dead- | Up to 350 - | Still in concep-
gravity weight anchor | weight anchor | 500m tual phase
anchor
Torpedo (Semi) taut 75 - 100 tonnes | (soft) clay Up to ultra- | More than
anchor deep waters 2000 installed
OMNI- (Semi) taut Highly depen- | Clay Up to ultra- | Booster can in-
MAX dent on embed- deep waters crease embed-
anchor ment depth ment depth and
therefore load
capacity
Deep pen- | (Semi) taut NA NA Up to ultra- | Very little
etration deep waters information
anchor in publicly
available
literature

It 1s important to place a footnote with this table, as in practice the possibilities and limitations may
deviate from those found in literature. For example, using a booster may cause OMNI-MAX anchor to
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be usable in crust-over-soft-clays [52]. Another way of increasing the potential is using counter-weights,
which was used for the BSR’s suction piles [26][27]. Table {.1] thus gives an overview of what should
be at least possible.

4.4 Ciriteria to select a type of anchor

The mooring system should be considered in an early phase of the design process as it should function
with the installation and transportation methods. Some anchors such as the lowerable gravity anchor
require a specific transportation method (wet tow in this case) and installation method. For other anchors
the possibilities may be larger, but may influence details of the installation procedure, such as whether
or not temporary hook-ons are implemented.

To select an anchor, a detailed soil survey should be conducted as this is a limiting factor for many
anchors. Also the load capacity should be considered, primarily the vertical upward force should be
countered as well as the horizontal force induced by the currents. Decommissioning and maintenance
should also be included in the final consideration.

For the purpose of this study a selection of criteria was made. Decommissioning and maintenance for
example, will not be taken into account, as this study primarily focuses on the installation phase. It also
important to note that the design of the SBGESS and the location are still preliminary, therefore only a
preliminary anchor selection can be made, not requiring an exhaustive list of criteria.

* Water depth
* Load capacity

* Soil properties

Installation

Field proven
* Fixed or temporary

The following subsections will elaborate on some of the criteria and state the project specific parameters
that should be taken into account.

4.4.1 Water depth

The SBGESS is likely to be installed in the western part of the Libra field (inside the Santos Basin),
Figure d.Tp. Using the same coordinates as were used for interpolating the wind data (Chapter [2),
Servigo Geoldgico do Brasil [25] indicates a water depth of approximately 2100m at the project location.
Any anchor that may be used should therefore be able to meet the requirements at this depth.

4.4.2 Load capacity

Although there will be horizontal loads on the anchor, given that the mooring lines will be positioned
similar to that of the BSR, the vertical loads will be more significant in this taut mooring system. The
proposed anchor should therefore have a high vertical load resistance. For the SBGESS, the upward
vertical load induced by just the the buoyancy minus the steel weight is approximately 7200 tonnes [26].
As the SBGESS will not have risers and the vertical forces of the weights and floaters will cancel each
other out, this number could be seen as a first rough estimate of the minimum required vertical strength.
If required, vertical load capacity can be increased by use of measures such as counter-weights as was
done for the suction anchors of the BSR (800 tonnes counter-weights) [26]].
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4.4.3 Soil properties

No location-specific soil data is available within public sources. Also, no data from adjacent fields is
available, other than general soil types mentioned in installation reports from platforms in the area. In
order to select a type of anchor, soil data is necessary. Hence, generalized soil data from the adjacent
Campos basin is used. A visualization of this data and the location are shown in figure .1} For this
estimation of the soil conditions to be as accurate as possible, the area within the Campos basin that is
closest to the Libra field was used, the so-called ’South pole area’ [54]].
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tion of the location of the Libra field in the adjacent San- yq 4 pole area, image from: [54]

tos basin. Map obtained from: [21]]

Figure 4.1: Soil properties from the adjacent Campos Basin

As this location is relatively far from the Libra field for the soil data to be considered accurate, it can
be argued that it is best to consider all soil types mentioned in the three locations within the south pole
area instead of picking one of these three. As the soil data will be used to assess the feasibility of certain
anchors, it is reasonable to only consider the top layers within the first 50 meters below the seafloor,
particulary focussing on the top 25 meters. Although 50 meters might be more than the embedment
depth of some of the anchors considered, it is important to consider larger depths as for example torpedo
anchors may have a penetration depth of more than 30 meters [S5]].

Within those first 50 meters, the following dominant soil types can be distinguished:carbonate (silty)
sand, silty/sandy clay and clayey sandy silt. For the purpose of this study, it is required of the selected
anchor to be able to be deployed in these soil conditions. It was also noted that shell and coral fragments
were found within the layers which, depending on the currents, could also be expected for the Libra
field.

4.5 Evaluation

Based on a first analysis multiple anchors can be disregarded. Dead-weight anchors are rarely used
for mooring operations because of the limited holding capacity and are therefore less appropriate for
this project. The lowerable gravity anchor is not (yet) able to function at the project’s waterdepth [435]].
Driven piles have an uplift resistances of 5000 tons or more and are well suited for TLP support (direct
uplift) [44]. Although driven piles are known to be used in water depths of up to 2400m, they are less
common for ultradeep water. Therefore, they are less likely to end up as the selected anchor for this
study.

VLAs can be used in layered soils with soft clay, but given the presence of (carbonate) sands in the up-
per layers, it is not a logic choice. The VLAs also has a lower vertical load capacity than suction piles,
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while not having the benefits of a simple installation such as dynamically installed anchors. Torpedo an-
chors and OMNI-MAX anchors both have been installed in large numbers in ultra-deep waters [S3]][52].
Although their vertical load capacity is relatively small (75 - 100 tonnes), the installation procedure is
trivial and boosters can increase the hold. The preffered soil conditions for these type of anchors (dy-
namically installed anchors) is soft clay, yet they can work with layered soils and other soil types as
well, indicated by the large amount of installed anchors in the Santos and Campos basin [S3[][S5][52].
They could therefore be a viable option.

Suction piles and SEPLAs are meeting all the criteria for this project, as their vertical load capacity is
large, they are commonly-used in ultra-deep waters and they can operate in a large range of soil condi-
tions.SEPLAs combine the precise vertical and horizontal positioning of a suction pile with the lightness
and efficiency of a plate anchor. Installation time is in the order of 20% greater than for a conventional
suction pile installation [44]. However their vertical load capacity is limited, therefore suction piles are
deemed more appropriate for this project. Ultimately, that leaves both dynamically installed anchors
and suction piles as viable options to consider for this project. However, as the choice between these
options is not likely to have a significant impact on the overall transportation and installation phases, a
final selection can be made once a detailed soil investigation is conducted.
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S | Transportation methods

Transportation is an important phase of the project, especially since more and more projects move further
offshore [[10]. As the distances increase, the importance of having an economic and efficient transporta-
tion method increases. Another aspect to consider is that as a result of the longer travel times, it is more
likely to encounter a large variety in sea-states while transporting. This could not only affect the vessel’s
behaviour, but also that of the tow [56]. Selecting the right transportation method is therefore critical
to ensure sufficient weather window and to minimize delays in this phase of the project. This chapter
will discuss the most common transportation methods that are used for large offshore structures. Within
the three main categories, multiple variants can be identified. These will be analysed, including their
(dis)advantages, equipment needed and limitations. Hereafter, a first evaluation will result in a selection
of methods that are deemed feasbile for the SBGESS. The criteria based on which the final selection can
be made will then be outlined.

5.1 Categories of transportation methods

When looking at ways of transporting large offshore structures, two main categories can be distin-
guished: dry-tow and wet-tow [57][58]. However, for the purpose of this research, there are actually
three categories to be considered, as the wet-tow can be divided into two subcategories. A wet-tow can
be done on the surface (floating) or fully submerged[58]. As the response to the environmental condi-
tions is significantly different for these two options, they will be considered as separate categories. As a
result, three categories will be further analysed:

1. Dry-tow
2. Wet-tow: Floating

3. Wet-tow: Submerged

5.2 Dry-tow

A dry-tow can be conducted in multiple ways. Depending on the availability of vessels and the size/num-
ber of objects, a heavy lift vessel (HLV) may be used with or without a barge. Some papers distinguish
between these options and name the option without a barge “on deck’. However, as the challenges and
advantages are quite similar, these are combined here as ’dry tow’. If a barge is used this barge may be
towed while floating (figure[5.Th) or be slightly submerged [57]. Compared to wet-towing it does offer
advantages such as the ability to repair/assemble at sea yet it does involve more steps like sea-fastening
and heavy-lifting through the splash-zone. The lift-off and subsequent immersion is a critical phase of
the operation due to potential large dynamic loads and risk of collisions due to relative motions of the
vessel and structure. In the splash-zone the most critical wave loading occurs. The fact that dry towing
includes this phase is therefore a serious consideration during selection. Another limiting factor may
be the dimensions of the structure as the vessel and/or barge will have a maximum load and size that it
can handle[S9]. Therefore, for large-sized structures, dry-tow is often neglected for economic reasons
[S9][60]. Structures with tens of meters in length will limit the number of HLVs that have sufficient
deckspace. It is also important to note that the dayrates of HLVs are expensive, especially in cases
where flexibility in scheduling is needed [60]].
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5.3 Wet-tow: Floating

A wet-tow is conducted by having the structure transported through the water. The structure is usually
towed by multiple tugs or a single offshore service vessel. Possibly the biggest advantage of floating
(or surface) towing compared to submerged towing is the lower amount of resistance as the structure
will experience less drag. However, the structure is more prone to a large motion response induced by
surface waves [58]]. Like dry-towing, visual inspection is still possible. The towing configuration can be
simpler but ballasting and stabilization are critical to account for the motion responses.

5.4 Wet-tow: Submerged

Although this is not a method that is often used, it does present some advantages as it significantly
reduces the influence of the surface conditions [S8]][61][62]. It is important to distinguish between
different methods here. One method is to use the ballasting tanks to submerge the structure and have
multiple towlines to tow and stabilize the structure [58]. Another method called the subsea deployment
system (SDS) involves a subsea deployment vehicle (SDV) to actively assist the structure during the tow
(figure [5.1]b) [61]]. SDS is applicable to structures weighing to several thousands of tonnes, in waters to
3000m deep, especially well suited to hostile environments. Subsea? also developed a submerged wet-
tow method which is called the wet tow installation method (WITM) [10]. The structure is transported
by a tow through the moonpool of an offshore service vessel. Jakobsen [62] argues that this method is
cost-efficient as it skips the offshore lifting phase.

As the structure is fully submerged during tow and installation phase it avoids some of the more crucial
phases of the installation procedure involving heavy-lifting through the splash-zone. Also, it leads to
reduced influence of surface weather during the tow phase. This combination should lead to larger
weather-windows for the installation. However, there are still risks involved. The ballasting phase, in
combination with the towing configuration, is absolutely critical to not only reach the required depth, but
also acquire stability throughout the whole process. As was stated before, this method of transportation
is not often used in the field and should be very carefully modelled and tested before use. Especially the
hydrodynamic loads on the different components of the system should be carefully analysed [62]].
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Figure 5.1: Two examples of a dry and a wet tow transportation

5.5 Considerations when selecting a transportation method

How to transport the structure is also highly co-dependent on the chosen type of anchor and the instal-
lation method. For example, when selecting the lowerable gravity anchor developed by GICON-SOF,
it is implied to use a wet-tow [45]][64]. The installation method can also limit the number of possible
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transportation methods as it can require specific type of vessels. Once these frameworks are established,
other criteria are considered. In order to select a transportation method for a project, it’s vital to con-
sider several parameters of both the structure and the location. Below, a list is presented with important
considerations to take into account when evaluating transportation methods.

General considerations:

* Dimensions and weight of structure: These should be known as they may limit the possibilities,
e.g. the size limits of the vessels involved in a dry tow or the weight limits of a wet tow.

o Statistical METOCEAN data: A first statistical analysis of the wind, wave and currents data may
prove useful to see how feasible one of the transportation methods is. It can also provide infor-
mation on which months are deemed preferable for transportation and installation. The latter can
matter for the availability of certain vessels and therefore the selected method [59].

» Economic considerations: In order to select an appropriate method, it is critical to look at the
costs involved. These costs are build up by vessel rates and wages and therefore by the duration
of the project, but also expenses like fuel should not be neglected. How this can influence the
method is nicely illustrated by the towing velocity. If this parameter is increased (if conditions
and simulations allow it) it will reduce the project duration yet it can cause the fuel expenses to
increase due to the increased drag and required thrust [S8]].

* Risks: Although all other considerations are related to risks and provide information on the per-
missible conditions, it is good to identify and quantify risks of potential methods. Especially once
a method is selected, an effort should be made to quantify the risks, due to a lack of guidelines
and data [57]], while it can help to improve or adjust the method.

Dry-tow considerations:

* Size and weight limits; equipment availability: The vessel and/or barge that will be used will have
limits to what size and loads can be carried [65]. Exceeding the load capacity of the deck or
maximum dimensions may lead to usage of a barge which will have to satisfy these requirements.
The crane lifting capacity of the available vessels could limit the weight of the structures they can
transport and install. Depending on the dimensions of the structure to be installed, the vessels and
cranes that can be used could be limited to only a few worldwide.

* Statistical METOCEAN data: As the lift-off and lowering through the splash zone is arguably the
most critical phase of the dry-tow process [S6l, it is vital to assess the available wave data and
forecast to find permissible sea-states and adjust the schedule accordingly [63]. Besides waves,
wind should also be considered, as this may impact the relative motions of the crane, structure and
vessel as described below.

* Relative motions: Contrary to wet-tows, one or multiple cranes are involved in the installation
process following on a dry-tow. This creates a risk, as the relative motions of the vessel, crane
and structure can cause collision. To avoid these, it is important to simulate and find out which
conditions are acceptable and to adjust the transportation schedule accordingly [39][66].

» Assembly: Some structures can be assembled both on- and offshore. This choice may result in a
different selection of vessels and therefore different permissible sea-states. Especially when the
structure is large, offshore assembly or installation by parts can provide a solution when a dry-tow
is wished for.

Wet-tow considerations:

* Ballasting and tow configuration: Virtually all papers on wet-towing emphasize that ballasting is
critical [S7][S6][S8][64]. This not only concerns the total ballasting volume, but also the amount
of compartments, the filling (and defilling) velocity and the redundancy. The tow configurations is

33



also important to consider as it will be co-dependent on the amount of tugs as well as the towing
velocity.

* Motion dynamics and stability issues: The biggest risk for a wet-tow is failure due to excessive
motion dynamics and/or instability. During the tow, hydrodynamic loads will act on the structure
[S9]]. Instabilities can occur due to these hydrodynamic loads (e.g. vortices), but also because of
surface inclinations in the ballasting tanks. For a dry-tow this is less of a problem, as usually the
hydrodynamic coefficients and permissbile sea-states of the vessels involved are known and in a
(company’s) database. However, most of the structures that are transported involve new shapes or
configurations that are can not always be related to known coefficients [67]. Therefore, extensive
simulation and lab testing is generally required to set the maximum permissible sea-states and
towing velocity for the wet-tow.

e Statistical METOCEAN data:

— Floating: For a floating wet-tow, waves should be considered as they induce loads an may
affect stability. The tow configuration and ballasting should be adjusted to cope with these
loads [59]].

— Submerged: Besides stability, one of the main concerns while selecting the level of submer-
gence and the towing velocity is the drag forces [38]. Current plays an important role in that
perspective and should therefore be taken into account. Currents can also cause instabilities,
e.g. due to vortex formations.

» Equipment and availability:

— Floating: For a floating wet-tow equipment availability is less of a concern, as (anchor han-
dling) tugs (which are most commonly used) are widely available [44]].

— Submerged: However, for the submerged wet-tow, either an offshore vessel with a moonpool
or special devices like the SDV are required.

This list is not exhaustive, but acts as a guideline and tool to make a first assessment of the feasibility of
different methods. Ultimately, the companies involved in the project will be influential as well, as their
preferences and available vessels could make a certain method stand out.

5.6 Summary and evaluation

What should be considered when analysing and evaluating the methods that were listed above, is the fact
that the SBGESS consists of multiple large objects. Assembly at sea is possible for dry-towing and the
floating version of wet-towing, but might be challenging for the submerged method. Alternatively, the
system as a whole (including attached weights and floaters) might be submerged and then transported,
yet this will influence the hydrodynamics.

For projects of similar size and planning, dry-tow is often neglected for economic reasons [S9][60]. The
SBGESS will have tens of meters in length and width which will limit the number of HLVs that have
sufficient deckspace. It is also important to note that the dayrates of HLVs are expensive, especially
in cases where flexibility in scheduling is needed [60]. Also noteworthy is that Petrobras decided to
use a wet-tow for the installation of the four BSRs in similar conditions with similar dimensions [27]].
Combining these arguments with the fact that not using a dry-tow avoids having to lift the SBGESS of
the deck through the splash-zone, it seems acceptable to neglect dry-towing in this early stage.

This leaves the two methods of wet-towing. Yet to decide between these two, it is critical to obtain
knowledge on, among others, the motion dynamics and required power to tow the structure [S7]. Mod-
elling and testing these methods to obtain these values is outside the scope of this study. Therefore,
as the transportation method should be such that it matches the selected installation method, the two
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remaining options will both still be considered and a final recommendation can only be made once an
installation method is defined or vessel limitations are known.
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6 | Installation methods

This chapter will discuss the most common installation methods that are used for large offshore struc-
tures. For these methods, multiple variants can be identified, as companies often have their own specific
equipment that allows for certain adjustments on a general method. These will be analysed, including
their (dis)advantages, equipment needed and limitations. Hereafter, criteria will be suggested which can
be used to evaluate the installation methods for a specific case. As the SBGESS project is located in
a deep water area, only installation methods that can be classified as ’deep water installation methods’
will be discussed.

6.1 The challenges of offshore installation in ultra-deep waters

Several challenges need to be overcome for ultra-deep water (such as the Brazilian large reserves in the
pre-salt layer) installation procedures. These challenges are the result of the harsh marine environment
(weather, geology, chemical abrasion), great distances of the platforms to shore, and other issues related
to the poor visibility and accessibility of subsea operations and equipment due to the immense water
depth [65].

Another problem that deep-water installation procedures can particularly be sensitive to is the so-called
"resonance zone". The combination of mass and stiffness properties of the structure and installation
equipment (e.g. cables) will lead to a natural vibration period of the system. The range in which this
natural period overlaps with the excitation periods from the ocean waves is the resonance zone [63]].
The best way to avoid excessive dynamic behaviour in this range is to move quickly through this region.
However, this is only possible if the resonance zone is not near the depth at which the structure will
be installed. Otherwise, more careful installation and usage of motion compensation devices may be
required [68]].

Another potential impediment is the duration of the installation procedure. As the water depth is large,
the lowering procedure is likely to take longer than the average installation. Another reason why the
duration can be expected to be longer is that Remotely Operated underwater Vehicles (ROVs) need to
be used at these water depths, which can also slow down the procedure. A longer duration itself is
not a direct threat to the operation, but it does mean that larger suitable weather windows are required.
Therefore, selecting an installation method that has a larger range of permissible sea-states can prove to
be extra beneficial for ultra-deep water projects.

Besides the challenges mentioned above, Cao et al. [60] identified two other major hurdles: deck
size/crane capacity and installation costs. The latter one links to the duration of the procedure, but
also to the equipment used. Penati et al. [69] describes the goal of offshore deep water installation as:
’maximise economic gain safely using the most reliable and cost-effective solutions currently available’.
As offshore vessel day rates are expensive, it is essential to select and schedule the installation wisely.

6.2 Installation methods

Ten common and two specific installation methods are discussed in this section. These do not cover all
possibilities, but they do represent the state-of-the-art of offshore installation.
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6.2.1 Traditional installation methods: DRIM and WWIM

Typically, there are two installation methods that are defined as ’conventional” or ’traditional’ installation
methods: the Drilling riser installation method (DRIM) and the lifting method [10]. DRIM (also called
"drilling method’[65]]) makes use of the drilling riser system that is on board of the drilling vessels.
These vessels have good positioning-keeping due to their DP and can usually withstand heavy weather
conditions. Cao et al. [60] describe a method fairly similar to DRIM, namely the Drill-strings installation
method (DSIM) which also uses the drill string infrastructure, but does so from a platform and not from
a vessel. The main limitation for DRIM is the size of the moonpool that the structure will be lowered
through.

The other traditional method, the lifting method, is also know as the winch-wire installation method
(WWIM). It is normally used in combination with a dry tow on the vessel of a barge, after which a
crane is used to lift the structure and lower it by paying out the winch wire. Neto et al. [65] state that
for deep and ultra-deep waters the dynamic amplification effects may become to severe. To avoid this,
the use of slings and a spreader bar is suggested as an alternative. A major concern for both traditional
methods is the limited lifting capacity of the cranes and cables. This is why the traditional methods are
less frequently used these days [60][10].

6.2.2 Wet tow methods: PBM, SDS, FID and WTIM

Most authors of papers on deepwater installation agree on three methods that fall in the *wet tow’ cat-
egory. With the pencil buoy method (PBM) the weight of the structure will be transfered to the pencil
buoy in near-shore waters, which will then be used to transport the submerged structure to the location.
Here, the load is transfered to a winch which will then be used to lower the structure to the required
depth (figure[6.Th) [10]. As with all wet tow methods, it eliminates the need for deck space and heavy-
lift cranes. The second wet tow method is the subsea deployment system (SDS). This system was already
extensively discussed in chapter [5] It uses a subsea deployment vehicle (SDV) to carry the submerged
structure to the location and then lowers the SDV with the help of anchor handling tugs (AHT). This
sytem is able to install structures up to 3000m of water depth [61]. Cao et al [60] developed a concept
called the ’floating installation device’ (FID). This device, made of solid buoyant material, supports the
subsea equipment in the transportation and installation phase (figure[6.Ib). With the use of ballasting and
chains the device and the structure are lowered. Given the configuration of the FID and the structure, the
dimensions and load of the structure will need to fit the FID. No information on loads or dimensions is
given, but a numerical simulation in a water depth of 1500m was presented, making the FID potentially
useful for deep water installation procedures.

Wang et al. [10] actually describes a fourth method that can be classified as a *wet tow method’, the
so-called wet tow installation method (WTIM). This method was developed by Subsea 7 and is similar
to the traditional methods, yet it transports the submerged structure with a tow through the moonpool of
the vessel (figure[6.Tk). As a result, a larger weather window is available for the installation and it also
avoids having to deal with the limiting dimensions of the moonpool which was the main concern for the
DRIM [10]]. Other methods can be combined with a wet tow as well, but doing so eliminates one of the
larger advantages of a wet tow transportation, namely not having to use a heavy-lifting offshore vessel.

6.2.3 Other methods: SIM, PIM, HCLS and Y - method

Recent decades have seen many new conceptual installation methods, some of them which have been
actually exploited offshore. Neto et al. [63] and Cao et al. [60] both highlight SIM, PIM and HCLS
as feasible installation methods. An example of this is the sheave installation method (SIM). SIM has
proven to be successful in deep waters, yet it requires a semi-submersible rig and two AHTs, which
makes installation complex and expensive (figure [6.1[d). Because of the complexity, Cao et al. [60] also
stresses the importance of numerical simulation and field-testing. Pendular installation method (PIM)
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requires less special vessels, as only a crane barge and an AHT are needed (figure [6.Tg). With PIM the
structure is installed by letting the structure lower in a strongly damped pendular motion. This motion
is caused by disconnecting the lifting cable from a triangular plate [65]. The most severe risk of this
method is the lack of operator control once the structure is in this pendular motion, which can lead to
stability issues.

Heave compensated landing system (HCLS) uses a buoy in the system below the splash zone, resulting
in a (partial) decoupling of structure from the heave motions of the vessel. The amount of equipment and
special care with regards to controlling the ROV make this method complicated to perform [65]. Neto
et al. [65] also mentions a fourth method: the y-method. The Y-method is similar to the sheave method,
yet the configuration and shape of the lowering cables is different (figure [0.1ff). The cables together with
the triplate form an Y-shape, which minimizes the effects of wave motions on the submerged structure.
For this method, two AHTs are needed.

6.2.4 BSR installation method

As was stated before, the design and mooring configuration of the SBGESS is partially based on that of
the BSR [22]. Therefore, the installation procedure of the BSR could be extra relevant for the installation
of the SBGESS which is why it is discussed here. Multiple methods were suggested for installing the
BSR and the final method differed greatly from what was originally proposed. The orginal method
proposed by Fernandes et al. [[/0][71] only uses one supply vessel at the surface which is connected to
the BSR by a lowering line with clump weights. Furthermore, four lines with auxillary buoys are used to
position and stabilize the BSR during the process. However, the method requires a unique supply vessel
and some of the adjustment procedures are very delicate. Also, not all of the tests gave satisfying results
with regards to the trim and heel angles.

In the end, a method very similar to the Y - method and the FID was used. Two anchor handling
tugs were used on the surface and ROVs delivered subsea support. As the BSR is a positive buoyant
structure, no devices like a FID or SDV were needed [27]]. The descent was conducted and controlled
by using the ballasting and buoyancy tanks of the BSR and the weight of the lowering chains (connected
to the AHTSs). The BSR contains 48 tanks of various sizes, both ballasting and buoyancy, which creates
both flexibility and redundancy for the lowering operation [26][18]]. The ROVs were used to support in
ballasting and pressurization but also for the hook up. Temporary tethers were used for a preliminary
positioning after which the BSR was hooked up to the permanent tethers.

6.3 Equipment for lowering subsea structures in deep water

A variety of special equipment is used during the lowering phase. Almost all methods use one or
more AHTs (also called AHV or AHTS). These vessels are ideal for installation as they can handle
anchors and mooring lines, but also transport floating structures and deploy subsea equipment [44].
AHTs are widely available as they are also the commonly used vessel to support offshore platforms.
Another vehicle that is often used in deep water installations is the ROV as it can operate at large depths
and support with hooking, pressurization and ballasting. ROVs can also perform visual inspections to
confirm the installation went right.

As stated above, most installation procedures need some kind of device to transfer the load to during
the lowering. This can be a triplate, SDV, FID or another device specifically developed for a certain
method. Often, within the lowering configuration some sort of heave compensation is included. This
can be passive or active depending on the method [65]. One example of passive heave compensation is
the motion compensator developed by Mahone et al. [72]] as it does not require any active involvement
after pressurization at the surface. Not all methods need heave compensation, as some methods already
create enough stability redundancy with the cable configuration or the ballasting.
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(a) Illustration of the installation set-up for PBM

(b) Illustration of the device used for FID

Fig. 4. Sheave method [13].

(d) Hlustration of SIM

Fig. 6. ¥ method [17].

(f) Ilustration of the y-method

(e) Illustration of the installation procedure for PIM

Figure 6.1: Six deepwater installation methods, all figures obtained from [65]]
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To increase the lowering velocity or to add stiffness, clump weights are often used on the lowering cables
[70]]. These can be retrieved at the surface once the installation is completed. Another way to increase
the lowering velocity or to create a net downward force is the use of pull-down lines [73]].

(a) Example drawing of an anchor handling vessel, im-
age obtained from: [21]

(b) Clump weight attached to a chain, image obtained
from: [[74]

Figure 6.2: Examples of equipment and vessels used for offshore installation procedures

6.4 Summary of installation methods

The list of installation methods above is not exhaustive, but does present a variety of options to consider.
To summarize these options in a clear way, the Figure below is included here. This figure represents an
overview of possibilities per phase, some of which can be combined.

m Possibilities

Lifting Deck/Barge Deck/Submerged tow Wet tow
overboarding lift through moonpool
L . Cable Support device Additional lowering support
owering L .
a. Drilling riser system a. Pencil buoy a. Ballast tanks
b. Lifting cable b. SDV b. Clump weights
c. Lowering chain c. FID c. Heave compensation
i. Pendular motion i. Active
ii. y - method ii. Passive

iii. Sheave method

ROV Hook-up
a. Direct hook-up
i. Temporary hook-up, later permanent
ii. Permanent hook-up
ﬁ b. Submerged tow to final position
i. Temporary hook-up, later permanent
ii. Permanent hook-up

Positioning

Figure 6.3: Schematic overview of installation procedures per phase. Note that this table serves to show the
diversity and amount of possibilities. A combination of certain options should be carefully analysed, especially if
it deviates from one of the methods described earlier in the chapter.

Figure[6.3]does not represent the complete installation procedure, as some methods require additional or
less phases. The installation of the mooring system is only briefly mentioned in this table. Usually, the
mooring system installation consists of three phases: anchor installation, mooring prelay and hook-up
[44]]. Only the latter is included in this overview as it is more related to the installation of the structure
itself.
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6.5 Selection on an installation method for the SBGESS

As was stated earlier, to select a transportation method, extensive modelling and testing is required to
test its feasibility and make adjustments. However, a first selection can be made based on limiting
factors such size, weight, water depth, the occurence of certain sea-states, equipment availability, etc.
The transportation method should also function with the selected anchor type and transportation method,
although those can also be selected after the installation method is checked.

In chapter[5]it was suggested that a wet tow is likely to be the most economical choice for transportation.
This means that the traditional installation method are not deemed appropriate for the SBGESS project.
Based on the size and dimensions of the SBGESS outlined in chapter [3] the lowering of the SBGESS
is likely to classify as a heavy lift ([73]], see chapter [/| for further explanation). Being a heavy-lift the
motions of the vessel and the cable-subsea equipment system can not be assumed to be dynamically
uncoupled. To avoid resonance conditions to cause large motions of the vessel and potential safety
issues, it is wise to take precautions to decouple and/or reduce the influence of the SBGESS motions on
the vessel. Precautions could include using a tow configuration similar to the BSR, SIM or Y-method or
use a heave-compensator device. Installation aids such as a SDV or FID could be used, however these
could be considered redundant as a unique feature of the SBGESS is that it is able to have a variable
ballasting and can trim by achieving both a positive and a negative net vertical force.

The results in chapter [§] should therefore be studied carefully to determine whether these decoupling
precautions are necessary, either to reduce the motions of the SBGESS or their influence on the vessel
motions. Given the above considerations and the usage of a wet tow, AHTs are likely to be the vessels
of choice for this project.

Independent of the selected installation method, a choice must be made whether to install the SBGESS
as a single unit or do a modular installation. The latter meaning the GES and BES elements are lowered
and connected after the main element is placed. This is discussed in chapter |/ and the relevant results
are shown in[8l
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7 | Modelling methodology

As was stated in chapter [0] to select and improve the installation method, it is vital to simulate and test
the method. Since testing is outside the scope of this thesis, only the simulation is focused on for the
remainder of this report. Simulations can be run by using commercial software such as ’Orcaflex’, which
allows for a great amount of detail and statistical analysis. However, in the current phase of the SBGESS
project in which many parameters are still not fixed and only their order of magnitude is known, a more
simplified model can provide useful insights in the behaviour during the installation. This insight then
can be used in further optimizing the dimensions and installation parameters.

In this chapter, it is first discussed how the installation phase, specifically the lowering phase, can be
modeled using a single degree of freedom mass - spring - dashpot system. Hereafter, the state-of-the-art
of these type of models is presented by explaining two models currently used to do a first assessment.
Finally, the methodology for doing the simulations is outlined, including a list of assumptions and vari-
ables that will be included.

7.1 Vertical displacement model of the lowering phase

In the early stages of simulating the installation procedure, single degree of freedom (SDOF) models
are common. These are relatively simple to apply and give a good insight into the behaviour. For
(ultra-)deep water installations, the most important degree of freedom is the vertical displacement of
the structure. Although horizontal excursions are likely to occur, either because of current loads or
horizontal vessel movements, they are likely to be relatively small due to the cable configuration and the
usage of dynamic positioning (DP) on the vessels.

To address stability concerns, the roll and pitch angles should also be simulated and checked whether
they stay within their limits. However, for this early phase, they are outside the scope of this thesis. It
should also be noted that only a preliminary dimensioning was carried out, meaning that the parameters’
order of magnitude is known but their lack of accuracy does not justify the usage of a more detailed
model.

The earliest models that were used did not have a variable cable length, meaning it was necessary to
perform several simulations with the equipment positioned at different depths [/5]. One disadvantage
of this way of modelling is that it does not consider the influence that the payout speed might have on
the dynamics of the system and on the operational weather window. Especially for ultra-deep water
installation procedures the payout velocity can be critical as a higher speed may reduce the dynamics
while going through a resonance zone [68]. This thesis therefore only considers variable length models.

The two models that are described in the remainder of this chapter both assume that the motions of the
SBGESS do not influence the vessel motions, being so-called: ’dynamically uncoupled’. According
to DNV-RP-H103 this is the case if the lift classifies as a ’light lift’, meaning that the mass of the
equipment should be less than 1-2% of the displacement of the vessel(s). The vessel (type) is currently
unknown, but DNV also presents a rule of thumb: more than 1000T usually classifies as a "heavy lift’.
The SBGESS, especially with the BES/GES elements attached, exceeds 4000T. Considering this, the
assumption of being dynamically uncoupled would then be invalid. However, the probable lowering
rigging configuration as described in chapter []is such that the catenary shape will reduce the effect of
the motions. For this phase, the assumption is therefore deemed valid but may need to be re-assessed in
a later stage.
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7.1.1 Tommasini model

Tommasini et al. [76] was one of the first to develop a variable length SDOF model for ultra-deep water
installations. Using a mass - damper - spring model, a Lagrangian approach led to equation

1 m'lL 1 EA m' — pA) gL

3 3 2 L 2 a0
EA m'lL.  w'L '

= (Meg = pV) g+ =7 = =50 = =i

With:

M., = Mass of SBGESS, including (if applicable) weights, floaters, ballasting in kg
M,44 = Added mass, as calculated by pVC, in kg

m’ = Linear mass of cable in kg/m

L = Length of the cable in m

w = Vertical displacement of the Centre of gravity (COG) of the SBGESS in m

p = Density of sea water in kg/m>

C, = Added mass coefficient of the SBGESS in [-]

C, = Drag coefficient of the SBGESS in [-]

A, = Acting surface of the SBGESS in m?

EA = Cable axial stiffness in N

A = Cable intersection surface in m?

V = Water displacement volume of the SBGESS in m?>

wo = Vertical displacement of the lowering point on the vessel in m

For this thesis, the model presented by Tommasini is extended. Similar to the SBGESS, the displacement
of the GES elements (the concrete weight units) can be modelled using a SDOF model. Instead of using
the vessel motions as input, equation uses the SBGESS’ displacement. For this equation to be
valid, once again the assumption needs to be made that the GES elements are dynamically uncoupled
from the SBGESS. Following the rule from DNV-RP-H103 [73], it should be checked whether this can
be categorized as a ’light lift’. As a single GES element has a mass of 335.2T (appendix [D] and the
displacement of the submerged SBGESS is 10.0001°, the relative mass is less than 1-2% meaning it can
indeed be classified as a light lift. The assumption of the GES displacement not influencing the SBGESS
movements can therefore be assumed valid.

Equation involves less terms than equation [/.1] as the traction cable that holds the GES elements
does not change in length. Several other parameters such as the drag- and added mass coefficient are
also different, the used values can be found in appendix [E] A schematic overview of the resulting model

is shown in figure
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m,, = Mass of 1 GES element in kg

myqq = Added mass, as calculated by pVC, in kg

m|, = Linear mass of cable in kg/m

[ = Length of the cable in m

z = Vertical displacement of the COG of the GES element in m
p = Density of sea water in kg/m>

Ca, = Drag coefficient of the GES element in [-]

Ap,, = Acting surface of the GES element in m?
EA; = Cable axial stiffness in N

2

A; = Cable intersection surface in m

V,, = Water displacement volume of the SBGESS in >

‘ | P wey)

L (t) k(t), m” (t), c(t)

\ fow)

m z (t)

Figure 7.1: Schematic overview of the extended model for the SBGESS and GES displacements during the low-
ering operation.

Tommasini also provides equations for the forces in the cable, at the top and at connection to the equip-
ment. Assessing these forces provides insight in the dynamic forces yet it is also important to check
whether the forces do not exceed the safe working load (SWL) of the cable.

EA "— pA) gL

Ftop = T (WO — w) + w (7.3)
EA "— pA) gL

Fag = =2 (wo —w) — (m 5 )8 (7.4)



The forces that are calculated by these equations consist of a static and a dynamic part. As the static force
is a known function of the given parameters, the dynamic contribution to the force can be calculated.
The equations for the static forces are [68]]:

1
S(L)wp = [M —pV]g+ (m' — pA) gL+ 7pCalp|Ve| Ve (1)

1
S(L)eq=[M —pV]g+ 7PCaAp \Ve| Ve (7.6)

As can be deducted from the above equations and the equations for the total forces, the differences
between the force on the top and the equipment equals the submerged mass contribution, both for the
total force and the static force. Therefore, the dynamic force on the top of the cable and at the equipment
connection will be equal at each point in time. Only the dynamic force on the top of the cable will thus
be shown in the results.

7.1.2 Gao model

Gao et al. [77] developed another vertical displacement model to simulate the displacement and forces
during a deep-water lowering operation. The main difference between Tommasini and Gao is that Gao
uses the "lumped-mass’ method and divides the cable into N discrete elements as shown in figure (7.2
Tommasini linearized the displacement through the entire rope as it considers the cable as one element.
Gao states that using the discrete elements allows for simulating forces in the rope that reflect the real
forces more accurately. It can also easily cope with slack and snap loads in the cable. Rather than letting
the number of discrete elements grow, the discrete elements grow in size for each time-step, simulating
the increase in cable length.
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Figure 7.2: Schematic overview of the lumped-mass model for the subsea equipment lowering operation. Figure
obtained from [77]

The displacement direction that is computed with Gao is u, which is similar to w in Tommasini. However,
in Gao the positive direction is downwards, contrary to the upward definition in Tommasini. Gao also
assumes the vessel motions and the SBGESS motions to be dynamically uncoupled. One difference
between both models that can be extracted from the equations is that Gao does include the drag force
of the cable whereas Tommasini does not. However, for the simulated set of parameters the drag of the
cables was found to be insignificant and thus should not lead to any significant difference between the
models.

(M][ii] = [D][u] + [Be] [ua] — [B][u]  [|at]] +- [ ] (7.7)

where [M] is the Mass matrix, [D] is the Rigidity matrix, [B.] is the damping matrix and [B] is the viscous
matrix. [f] is the load vector which includes gravity and buoyancy loads. Tommasini provided equations
to compute the forces in the cable at two points of interest, as did Gao. Equations and are used
to calculate the cable forces at the top and equipment connection of the lowering cable

1 1
Fiop = ky (ul — Lt()) + 5 (pl — pWAC)ALg—l— Ecd,rpwﬂDrAL (Ll] + ll()) |b11 +Ll0| (7.8)
1 1 ) . . .
Feq =ky (uny —un—1) (pr — pwAc) ALg — —Cy pwnD,AL (N +tiy—1) |ty + iy —1| (7.9)

2 16

'In the second term of both equations, the standard gravity (g) was missing in the original paper by Gao et al. This was
confirmed after correspondation between the author of this thesis and P. Gao.

The second term was adjusted to account for the submerged linear mass instead of the linear mass of the cable. This to
comply with the Tommasini model.

46



where:

ki = stiffness coefficient for element 1 in kg/s?
ky = stiffness coefficient for element N in kg /s>
u = Vertical displacement in m

p; = linear mass of cable in kg/m

AL = Length of one element in m

Cq4,r = Drag coefficient of cable in [-]

D, = Diameter of cable in [m]

In order to effectively compare the two models for the thesis’ set of parameters, it’s important to select
the right number of discrete elements for the Gao model. A convergence study was done for case 1 and 2
(see below) which concluded that having more than 20 elements gave no significant improvement to the
results (less than 0.1% change). Therefore, N = 20 was selected as number of elements for this thesis.
As Gao, due to the N elements, takes more time to compute than Tommasini and gives similar results
(see chapter 8), the GES elements’ displacement is not included in Gao.

7.2 Detailed modelling methodology

7.2.1 Assumptions and simplifications
For both models:

* SBGESS simplified as one pointmass in which all forces on SBGESS act. No compartments or
internal inclined ballasting surfaces.

* Motions of vessel and cable/SBGESS are dynamically uncoupled.

* prismatic cable (properties same over whole length). Gao allows for different properties for dif-
ferent elements, but not considered in this thesis.

* No current (lift) forces considered, as inclinations/angles and horizontal displacements are not
modelled.

e Small numerical errors may be introduced by solving the differential equations. Small timesteps
(0.001s or less) are used to reduce the impact.

* Only vertical displacement modelled, as horizontal excursion will be relatively small and vertical
displacement is of interest.

* potential lowering rigging configuration is reduced to one cable, under a 90 degree angle.
* added mass of cable is neglected
Tommasini:
* Linearizes the displacement through the entire rope
* Drag induced by the cable is neglected
Gao:
* Linearizes the displacement through an element of 1/N of the total length of the rope

¢ Does not take into account the acceleration term of the vessel movements

47



7.2.2 Waves and vessel motions

As was stated above, currents are not considered as the horizontal displacement is not simulated in
this work. Waves will be included in the model, as the resulting horizontal displacement of the vessel
may lead to insight in the behaviour of the structure in and/or near resonance zones [67)]. Similar to
Tommasini and Gao, a sinusoidal function is implemented to simulate the waves as shown in equation
/.10

H, = hysin (@) (7.10)

The amplitude and frequency that are used can be found in appendix |[El These are determined by the
wave scatter in figure[F.2] Of the most occurring conditions the lower values are taken, as the installation
procedure is likely to take place in calm weather conditions and restricted to certain months. As the
vessels that will be used are unknown at this point in time, the response amplitude operators (RAOs) to
translate the wave motions into vessel motions are currently unavailable. Therefore, it is assumed that
the vessel displaces simultaneously with the waves. Since it is likely that multiple vessel will be used
for the lowering operation, these may displace with a phase angle. However, as the model only consist
of one vessel, this can not be simulated.

7.2.3 Slack and snap forces

Although during most of the lowering procedure the cable is expected to be under tension due to the net
downward force of the equipment, in resonance zones or for cables with a very high elasticity slack in
the cable may occur. It is critical that the models take slack into account, as failing to do so may lead to
underestimating the displacements and dynamics. As soon as slack occurs the axial stiffness of the cable
should drop to zero as it will otherwise act as a spring and therefore a restoring force. For both models, it
is assessed whether or not there is slack in the cable for every timestep. For Tommasini either the whole
cable experiences slack or not at all, while for Gao this is determined for each element individually.

Once slack is introduced in the cable it is expected to return to an elongated position due to the restoring
effect of gravity. As this happens it will introduces a snap load.

7.2.4 Hydrodynamic coefficients

Both the added mass and drag coefficient of the SBGESS are expected to have significant impact on the
dynamics. The added mass will alter the natural frequency of the system, meaning that the resonance
peak will shift to another depth. The drag of the SBGESS will introduce another damping term to the
equation which is important to reduce osciallations, especially during resonance. The values for these
coefficients are usually found by conducting (forced oscillation) tests, as the coefficients depend on the
Keulegan Carpenter (KC) number [67][68]]. With KC = Z?T?;, it can be seen that the coefficients will vary
with the motion amplitude and period.

As the SBGESS is still in its concept phase at the time of writing this thesis, no model tests have been
conducted. This means that only an estimation of the coefficients based on precedent projects and/or
literature can be given. Obtaining the values from these sources gives a range of 1.2 to 2.4 for the added
mass coefficient [67][18][65][75] and 1.0 to 1.5 for the drag coefficient [78][75]. In the simulations
Cp = 1.3 and C4 = 2.0 are used. As the uncertainty for these values is high, both values are subjected
to a sensitivity analysis of which the results are presented in chapter §]

Finding a value for the hydrodynamic coefficients of the GES elements is more trivial as they are di-
mensioned as cylinders. This means that the theoretical coefficients can be found in DNV-RP-H103
[75]. For the added mass coefficient a value of 1.0 is common for cylinders. The drag coefficient for
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a cylinder in parallel flow can be found by the ratio between length and diameter:L/D = 1.004 which
leads to Cp = 0.91.

For the cable, the added mass is not included in the model as the contribution, even at large cable lengths,
was found negligible. This is in accordance with what Tommasini and Gao found for their parameters
[777]['76]. Contrary to the SBGESS and GES, the drag type that is expected to be dominant for the cable
is not form drag, but viscous drag. Especially in this model, where no current or horizontal excursions
are accounted for, form drag can be neglected. The Tommasini model does not account for viscous drag,
yet Gao does. For this viscous drag a coefficient value of 0.02 is used [79].

7.2.5 Variable ballasting

A unique feature of the SBGESS is that it is able to (de)ballast during the installation. Most subsea
equipment where ballasting is required, either to reduce dynamics or to have a net downward force,
need external weights or an installation device (chapter [3) to do so. Like the BSR, the SBGESS will
have tens of ballasting tanks, partially for operation, partially for installation. For the simulations a
constant ballasting fill is assumed during the whole lowering operation. However, this constant value
of fill percentage has a range from which can be selected. This range was determined based on the
static force described in section 7.1.1. It was found that the ballasting tanks need to have a minimum fill
percentage of 75% to have a net downward static force and thus be able to recover from slack conditions.

The selected value for the installation phase is unlikely to correspond to the value selected for the op-
erational phase. During installation a net downward force is required, whereas during operation a net
upward force is essential to keep tension on the mooring system. The fill percentage during operation
will therefore have a value which is lower than the minimum value for installation. To assess the influ-
ence of this variable ballasting during installation, the fill percentage is also subjected to the sensitivity
analysis in chapter[3]

7.2.6 Initial conditions and velocity

The selection of initial conditions should be such that it simulates the eventual installation in a realistic
way. It should be noted that the initial location is already some tens of meters below the surface, which
is the location where final checks and pre-ballasting will be conducted, similar to the BSR installation
procedure [27]. If w,—o would be zero, the SBGESS would be located at the depth similar to the initial
cable length. However, this would induce a sudden increase in forces as the cable would then experience
a quick elongation due to the net vertical force of the SBGESS. This would not be realistic as during the
final check and pre-ballasting the SBGESS would automatically place itself around its static equilibrium.
Therefore w;—o will have a value where the static equilibrium is met, meaning that the elastic force in
the cable equals the net vertical force of the buoyancy and gravity forces. The same is done for the GES
element’s initial displacement.

During the simulations a constant payout velocity will be used throughout most of the lowering phase.
Initially the velocity is increased untill the target payout velocity is reached. Once the SBGESS is near
the final depth of 1000 meters the velocity is decreased. To avoid a sudden increase of forces in the
cable, large steps in the velocity function should be avoided. To make the acceleration and deceleration
phase and the transition to the constant velocity phase smooth, a function should be used that is semi-
continuous meaning the steps in velocity and acceleration should be negligible. A low-pass filter, an
ordinary differential equation of the first order, was selected for this purpose as its timesteps can be set
manually and the ’smoothness’ of the transition can be regulated [80].
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. 1 1
Jor t <8T: V(1) = _TVc(t) + ?Vc,ref,start

for 8T <t <tepg—8T : Vi(t) = Vesarger (7.11)
. 1 1
fOI’ t Ztend_ST : Vc<t) = _TVC(I)‘i_TVC,ref,end

where:

V,(t) = payout velocity of the lowering cable in [m/s]

Vc(t) = payout acceleration of the lowering cable in [m/s?]

t = time in [s]

T = time constant in [s]

t.nqd = time at which target depth is reached in [s]

Ve ref.starr = payout velocity which is targetted by the low pass filter, equal to V¢ 14rger in [m/s]
Ve targer = payout velocity which is targetted during the lowering operation in [m/s]

Ve ref.ena = payout velocity which is targetted by the low pass filter at the end of installation, equal to
zero [m/s]

The used values for the parameters can also be found in appendix

7.3 Simulation cases description

In this thesis, four cases will be simulated using typical values for different types of cables. It is then
checked whether a case does not exceed the limitations. The parameters that vary for each case are
shown in table A list of all other parameters, which are kept constant for each case, can be found in
appendix |[E| The reasoning behind the four cases can be found in the next two subsections.

Table 7.1: Overview of parameters that are used in simulating the four different cases. Lowering cable: 1 = chains,
2 = polyester rope; Traction cable: A = steel wire rope, B = polyester cable.

Parameter \ Case 1A | Case 1B \ Case 2A \ Case 2B ‘
Lowering cable
EA [MN] 22144.8 | 22144.8 1343 1343
m’ [kg/m] 4800 4800 1092 1092
D [m] 0.51 0.51 1.11 1.11
MBL [kN] 630000 | 630000 | 210000 | 210000
SWL [kN] 180000 | 180000 60000 60000
Traction cable
EA [MN] 1542 76 1542 76
m’ [kg/m] 94 34 94 34
D [m] 0.133 0.229 0.133 0.229
MBL [kN] 14275 14715 14275 14715
SWL [kN] 4079 4204 4079 4204

Most of the literature on cables only mentions the minimum breaking load (MBL) value. However, by
using DNV-OS-H205 [81]] and an approximate value of ¥ r = 3.5 the SWL can be estimated using:
SWL = MBleing /}/Sf
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7.3.1 Lowering cable

Chapter 6 described the method that is likely to be used for the installation of the SBGESS, which has
many similarities with that of the BSR. For the BSR, four sets of four cables (attached to two AHTSs)
were used for the lowering [18]. The main part of these cables were chains. As the models only allow
for one cable, this one cable should represent the whole lowering rigging configuration.

Therefore, the chain values of Chung et al. [82] are scaled such that the dimensions comply with the
lowering chains for the BSR. It is then iteratively checked whether the SWL is approximately three times
the static force calculated with equation Hereafter, the polyester cable values of Neto et al. [65] are
iteratively scaled such that the SWL also equals three times the static force. For both cables, the static
force at the longest cable length (1000m) is used to calculate the static force. The resulting parameters
and dimensions of both the cable and chains can be found in table [Z.1l

7.3.2 Traction cables

The GES and BES elements described in chapter 3 are connected to the SBGESS by traction cables.
Novogordcev JR. decided to use "Polyester fibre ropes or SSW to be defined in function of the total
weight and dynamic behaviour" [22]]. Therefore, in this dynamic simulation both type of cables should
be considered. Only the GES elements are modelled as the static net vertical force of the BES elements
is directed in the opposite direction of the payout direction and collisions and/or large vertical vibrations
are thus less likely to occur.

With equation using the dimensions of the GES elements as described in appendix [D] the static net
vertical force is found. The traction cable should have a vertical load capacity that can hold this static
force, yet also the dynamic forces that will occur. Therefore, similar to the lowering cables, the SWL
should equal approximately three times the obtained static force. Neto et al. [65] uses typical values for
a steel wire rope and a polyester rope that meet this criteria. These values did therefore not need any
scaling. The values are used in the cases and shown in the bottom half of table

7.4 Installation: single unit or modular

One crucial choice in the installation procedure of the SBGESS is whether to lower the whole system
as one unit or to have a modular installation. The latter meaning the main ballasting/buoyance element
will be installed first, after which the GES and BES elements are lowered and connected. From a project
management perspective the first option is preferred as it requires less time (and therefore a shorter
weather window), reduces the need for special equipment (such as ROVs to connect the GES and BES
elements) and any prevailing issues with the assembly will happen close to the surface, making it less
challenging to fix.

However, three main risks can be associated with installing the SBGESS as a single unit:
1. Instabilities due to horizontal excursions of the GES/BES elements and/or overturning moments.

2. Collisions and/or intereferences between the GES/BES elements and the SBGESS due to exces-
sive vertical displacements.

3. Failing of components such as the traction cables due to high dynamic forces during installation

Regarding the first risk, the overturning moments are unlikely to cause issues as the symmetrical place-
ment of the GES/BES elements and their equal vertical forces will not lead to an overturning mo-
ment. The horizontal excursions due to currents, but also during possible vortex formations behind
the GES/BES elements could lead to local (and ultimately global) instabilities, but these effects are not
modelled in this thesis.
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The second and third risks can be assessed by simulations using the extended Tommasini model. The
vertical displacement and resulting (dynamic) forces on the cable are modelled. It can therefore be
checked whether the traction cable - GES/BES element system meets the same standards as the main
system: No slack conditions and forces lower than the SWL. As stated above, only the GES elements
are modelled as these are expected to be most critical, mostly due to the risk of slack conditions. The
parameters for the two variants, with or without GES/BES elements, are shown in table This also
allows to check the influence of the variants on the main system, especially since the difference in mass
will lead to a difference in natural period and could therefore lead to different resonance conditions.

Table 7.2: Overview of masses and volumes accounted for in the two variants.

Parameter | SBGESS (lx, incl. full ballasting) | GES (8x) | BES (8x) | Total
Variant 1
Mass [t] 2800 + 9270 2717.6 96.65 14884.2
Volume [m°] 10000 799.28 | 1932.96 | 12732.24
Submerged mass [t] 1770 1894.3 -1894.3 1770
Variant 2
Mass [t] 2800 + 9270 0 0 12070
Volume [m°] 10000 0 0 10000
Submerged mass [t] 1770 0 0 1770

As mentioned in chapter 3] the dimensions of the GES and BES elements were designed such that the
combined net static vertical force is zero. This can also be seen in table|/.2]as the total submerged mass
is equal for both variants. The lowering cables thus do not need to have their vertical load capacity
increased.

In this thesis only variant 1 is modelled. However, if this leads to excessive motions or exceeding of the
DNV criteria by either the SBGESS or the GES elements, future projects should look into variant 2.
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8 | Results

In this chapter, the results of the simulations are presented. First a comparison between Gao and Tom-
masini is made and differences are highlighted and explained. Hereafter, the results of four scenarios for
the extended Tommasini model are shown and discussed. It is also checked whether each of these sce-
narios would meet the criteria set by DNV. Finally, a sensitivity analysis is conducted for the parameters
with the highest level of uncertainty: C4, Cp and the ballasting fill percentage.

Regarding the nomenclature of the cases, two versions are used. If case 1 or case 2 is mentioned, only the
type of lowering cable is implied, meaning chains (case 1) or polyester rope (case 2). The observations
for these cases are therefore valid for both types of traction cables. If distinguishing between the types
of traction cables is required, this is done by using the full case names as shown in table[7.1]

8.1 Comparison between Tommasini and Gao

Simulated: All combinations of hs = 0.3m,1.0m; Tp = 9s,13s

Chapter [7]already mentioned the main differences between the two models, the discretizing in elements
and the viscous cable drag for Gao and the acceleration term in Tommasini. Figures [8.1] and [8.2] show
that these differences in the model do not lead to significant differences in the results for higher wave
periods (13s). This suggests that for these conditions, the viscous cable drag and acceleration term are
negligible. However, a difference in the model results can be observed when looking at the damping. In
both figures, the damping for Tommasini for case 1 takes longer to restore the force to a small oscillation
around the static force. As will be explained in the next section, this can be attributed to the fact that
case 1 is more prone to slack conditions.
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Figure 8.1: Forces comparison between Tommasini and Gao, for hs = 0.3m and Tp = 13s.
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Figure 8.2: Forces comparison between Tommasini and Gao, for hs = 1.0m and Tp = 13s.

What can also be observed from figures [8.1] and [8.2] is that slack and resonance are not necessarily
occurring at the same depth. Based on figure [8.1] it can be seen that resonance takes place around 120 -
150m of water depth (as does slack for these conditions). However, for higher amplitudes with the same
period, slack occurs in the region of approximately O - 220m of water depth. As resonance will occur at
the same water depth, the slack conditions are therefore only partially caused by the resonance. In the
next session it is explained how the wave motions relative to the static elongation may be responsible
for this effect.

Another general observation is that the difference between the forces at the top and at the equipment
is large for case 1, yet almost non-existent for case 2. This can be clarified, as the linear mass of the
polyester rope (case 2) is about the same as the water density, meaning the cable is basically neutrally
buoyant. For case 1 the density of the cable exceeds the water density significantly. As the only differ-
ence in the equations for the force on the top and on the equipment is the submerged mass of the cables,
the difference will only be visible for case 1.

Looking at the results of lower wave periods in figures [8.3] and [8.4] more significant differences between
the two models can be observed, primarily for case 1. Two main observations are made: 1. The damping
for Tommasini is less than for Gao and therefore experiences slack conditions more easily. 2. Gao
enters the resonance region at a smaller depth than Tommasini. The latter observation can be explained
by the discretizing of the cable into elements for the Gao model. Whereas for Tommasini the first natural
frequency is computed using the cable mass, added mass and equipment mass, this is different for Gao.
As Gao is discretized into elements, each element will have their own natural period. For the first N-1
elements this will be a rather small period (approx. 1s), yet the Nth element will have a larger natural
period due to the fact that the complete equipment and added mass is lumped on this element. Given that
the cable mass that is used is still only 1/N of the cable mass that is included in the Tommasini natural
period calculation, a difference between the two will occur and thus a diference in when resonance
occurs.
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Figure 8.3: Forces comparison between Tommasini and Gao, for hs = 0.3m and Tp = 9s.
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Figure 8.4: Forces comparison between Tommasini and Gao, for hs = 1.0m and Tp = 9s.

The difference in damping which is seen could be

attributed to several potential causes. One being that

the structural damping factor for Gao (§) does not equal the structural damping term in Tommasini. It
could also be that the acceleration terms in Tommasini and the viscous drag term in Gao lead to relatively

55




higher oscillations for Tommasini, particularly in and near the resonance regions. What should also be
noticed is that Tommasini, the cable being linearized, can either be in slack condition or not, while for
Gao this may differ for each element. The fact that this is more pronounced for case 1 is explained in
the next section.

Based on these results, one may argue that for larger wave periods the results of both models can be
utilized for a simulation purpose. Yet for smaller wave periods (5 - 10s) the difference in forces and
slack, and thus whether or not the DNV criteria are met, is too significant to only use one. The reason
that these lower wave periods lead to different results should primarily be attributed to the fact that
lower wave periods intersect with the natural period of heavier cables (case 1) and thus potentially lead
to resonance and slack. It is here where the difference in slack and damping between the two models
1s most prominent. The damping factor for Gao could be scaled such that it leads to an equal size of
damping as Tommasini, yet the discretization will remain to lead to different results for the lower wave
periods for case 1.

As the results for the two models are largely similar, the oscillations in resonance zones are larger for
Tommasini, slack occurs more easily for Tommasini and Gao demands more computation time, the
remainder of this thesis will use the (extended) Tommasini model to simulate several scenarios.

A final general observation that can be made from these simulations is that for case 1 the resonance
occurs at larger depths, while for case it occurs in the shallower waters. This can be explained by the
difference in natural periods, as a system with heavier cables (steel wire, chains, etc.) has a lower natural
period than a similar system with lighter cables (e.g. polyester rope). The latter result is also supported
by the observations of Neto et al. [65].

8.2 Simulations for different wave amplitudes and lowering velocities

Simulated: All combinations of hs = 0.3m,1.0m; Vc = 0.05m/s,0.3m/s; Tp = 9s

In this section the results from four scenarios are discussed. Two velocities and two wave amplitudes
are used to assess their influence and the general behaviour of the two cases under these conditions. The
vessel motion period is fixed at nine seconds, as this period allows to study possible resonance conditions
for both cases. For all the scenarios, each case is checked whether it meets the two requirements: no
slack and no forces higher than the SWL.
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Figure 8.7: Forces on the lowering cable for cases 2A and 2B. Simulation results for Tp = 9s.

A general observation that can be made is that for the range of representative peak periods for JONSWAP
wave spectra taken from the metocean data of Brazilian offshore locations normal wave periods (5 -
14s)[68][65]], case 1 has resonance in the final part of the lowering operation and case 2 in the beginning
(as expected by looking at figures a (natural periods) in appendix [G). What also can be seen is that
higher wave amplitudes lead to higher (dynamic) forces and more slack (figure [8.5] [8.6] and [8.7). This
also goes for the GES elements. A lower payout velocity, although less visible for lower amplitudes,
leads to lower forces. Contrary to what is expected, as going quicker through the resonance zone could
lead to less dynamics[63]], it can actually be explained as the influence of slack is governing here. A
lower velocity allows for a quicker recovery from slack conditions and thus lower dynamic forces. Slack
occurs more for higher amplitudes and thus is the reducing effect of the payout velocity more pronounced
for higher amplitudes.

A more detailed look at figures [8.6] and [8.7] shows that for case one, the maximum total forces are
approximately 2.5 times larger for the higher amplitudes. The payout velocity does not appear to have
a reducing effect here on the maximum total forces, but does so on the slack recovery. For case 2 it is
shown that the expected increase in maximum total force with an higher amplitude is countered by the
decrease in payout velocity (see figures b,c,d).

Looking at figure[8.5] for both cases the slack is most pronounced in the early part of the lowering phase.
For case 2, this can be partially explained by the resonance occurring in this phase. However, there is
also another factor that is important here. As the cable length grows due to the payout, the stiffness
term (EA/L) decreases and the mass term increases. This will lead to a higher absolute elongation of the
cable due to the static downward force. If the elongation is larger, a larger oscillation is needed to reach
slack, yet also important: the amplitude of the vessel is relatively smaller thus less likely leads to slack.
Finally, what should also be considered is that the payout velocity is increased during approximately the
first 100 meters, meaning there is an acceleration which may add to the oscillations via the acceleration
term.
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The SWL condition is met for all scenarios with hs = 0.3m (apart from very first part of lowering case
2). However, it is the slack condition that is more problematic as case 1 experiences severe slack for
all scenarios and case 2 also experiences slack in the first part of lowering. The fact that this is more
pronounced for case 1 is likely to be caused by the elongation of the cable, which is significantly less
than for case 2, meaning only a small upward motion is needed for slack to occur. With an initial static
elongation of only 0.03m (for case 1), one can imagine that higher wave amplitudes will rapidly lead to
slack conditions. For case 2 the initial static elongation is 0.51m, meaning that slack may still occur for
higher amplitudes but is less likely to occur for lower amplitudes (apart from resonance regions where
oscillations will be significantly larger). These conclusions are supported by the results in figure[8.3]
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Figure 8.8: Relative displacement of GES versus SBGESS. Simulation results for Tp = 9s.
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Figure 8.9: Relative displacement of GES versus SBGESS. Simulation results for Tp = 9s.

Case 1B is failing both criteria for larger wave amplitudes, for both velocities (figure [8.8] [8.9] and ap-
pendix [G| figures [8.4j and [8.2])). This is due to the intersecting of the natural periods of the polyester
rope traction cables and the chains. Other than 1B, the GES elements meet the two conditions if the
exceeding of the SWL in the first part can be eliminated by reducing the SBGESS motions in the initial
part of the lowering operation.

8.3 Sensitivity analysis: Added mass coefficient, drag coefficient and ballasting
fill percentage

Simulated: All combinations of hs = 0.3m,1.0m; Tp = 9s,13s

As was stated in chapter [7} the uncertainty around the true values of the hydrodynamic coefficients is
high. Particularly because they are Keulegan-Carpenter number dependent [67][68]], and therefore are
variable throughout the lowering phase as the magnitude of the oscillations will vary. These values were
therefore subjected to a sensitivity analysis. A unique feature of the SBGESS is the ability to (de)ballast
during the lowering phase without the need of an additional installation vehicle. To assess the influence
of this parameters, the ballasting fill percentage (n) was also considered in this sensitivity analysis. All
results can be found in appendix [G]

8.3.1 Added mass coefficient

Figure [G.T| shows that the dynamic force is relatively sensitive to the added mass coefficient, mostly so
in and/or near resonance zones. From the figures two main observations can be made: 1. The location
of the resonance region shifts to smaller depths for larger added mass coefficients 2. The dynamic force
is higher for larger added mass coefficients.
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The first observation is a direct consequence of the effect of C4 on the natural period. As C4 becomes
larger, the natural period increases and thus will resonance occur at shallower depths. This can be best
observed in figures c, j and 1. The second observation is caused by the larger oscillations and thus
elongations due to a larger added mass coefficient. By comparing figures ¢ and j, one can observe that
this effect is larger for shallower depths and/or lighter cables. This is due to the fact that with a larger
cable length and/or cable density, the relative contribution of the added mass becomes smaller. For
variant 2 (the modular installation, without GES/BES elements) the impact of the added mass coefficient
is therefore expected to be even more significant.

8.3.2 Drag coefficient

Out of the three parameters that were subjected to a sensitivity analysis, the drag coefficient is the
only parameter that does not alter the natural period of the system. It is therefore expected that only
the magnitude of the oscillations (and therefore the dynamic force) will change as the drag coefficient
changes. Looking at figure [G.2] the influence of Cp can be observed to be relatively small compared to
the other two parameters.

The mostly insignificant contribution of the drag coefficient can actually be quite well explained by
studying the complete damping term in the equation of motion: (’"T/L + % pC A p|W|) w. Looking at the
m'L
ratio m, for short cable lengths this ratio is small, but for larger cable lengths (e.g. 1000m)

2P%dAp

increases to 30 or more. Therefore, only for short cable lengths or for very high velocities would the
drag term, and thus the drag coefficient, have a significant impact on the total damping. This is illustrated
by the figures from case 1. In figure a, only during the resonance around 900m the influence of the drag
coefficient becomes visible again as the velocities rise. In figures c,e and g a difference can only be

observed in the beginning of the graph where the cable length is small and the velocities high.

This ratio of the damping term also explains the difference between case 1 and 2. As case 2 has a lower
linear mass and has a resonance region that occurs at shorter cable lengths, Cp is expected to have a more
significant impact for this case. This can be seen in all graphs, yet particularly where the oscillations are
more severe, in figures d and h.

8.3.3 Ballasting fill percentage

A change in the ballasting fill percentage will lead to a change in the total mass and therefore the
natural period of the system. This could lead to a shift in the depth at which resonance occurs, yet the
contribution of the ballasting mass to the natural period is negligible as illustrated by figures a,b, g
and h. Therefore, similar to the drag coefficient, only a difference in magnitude of the dynamic force is
expected.

By studying figure [G.3] the general observation can be made that outside of resonance regions the
influence of the ballasting fill percentage on the dynamic force is negligible. The total force will increase
with a higher mass, but as this is added to the static force, it will not impact the dynamic force. It should
be noted that this can only be concluded for the range of ballasting percentages (>75%) for which the net
vertical static force is downward. However, for figures e and f it can clearly be observed that there is a
significant difference between the dynamic forces for the filling percentages, even outside the resonance
zone. This can be explained by the occurrence of slack. For the lower ballasting fill percentages (75%
and 80%), it takes longer to exit slack conditions as the static downward force is smaller. Based on
earlier observations it was already concluded that cases 1A and 1B experience longer and more slack
conditions, which complies with the figures e and f.

Besides the impact on slack duration and severity, there is one other visual effect of the ballasting fill
percentage: higher dynamic forces during resonance. As can be best seen in figures ¢ and j, the higher
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the fill percentage, the higher the dynamic force. Adding this to the fact that the static force is higher for
higher ballasting fill percentages, it can be concluded that (excluding slack regions) a higher ballasting
fill percentage leads to higher forces in the cables.
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9 | Conclusion & Recommendations

This thesis found that the SBGESS is able to supply power to a subsea system that does not require
continuous power and allows for occasional shut-downs. A 10.32MWh SBGESS, with three power
supply modes (including a power saving mode), is able to operate a 4.34MW water injection system
with power being generated by two 12MW wind turbines. Based on historical wind data, this system is
able to meet the reliability and performance criteria for such a system. To reach this 10.32MWh energy
storage potential and supply the demanded power, 8 GES and 8 BES units are required.

The objective of this thesis was:To assess the dynamic behaviour of the SBGESS system during instal-
lation and provide suggestions to increase workability by reducing the dynamic response. First the
possible methods of installation needed to be listed. For transportation, a wet tow was deemed most
appropriate given the dimensions, installation method and avoidance of lifting through the splash zone.
An installation method involving multiple AHTs with a tow configuration that decouples motions and
potential additional heave compensation is deemed a viable option for installing the SBGESS.

The first research question was: What is the dynamic response of the SBGESS during installation? It
was concluded that for the given set of parameters Gao’s and Tommasini’s models largely delivered the
same results. However, in and/or near resonance zones and slack conditions, it is crucial to select an
accurate and matching value for the damping terms for both models. It was observed that for heavier
cables (chains, steel wire rope, etc.) resonance may occur for lower wave periods and in the last part of
the lowering phase. For lighter lowering cables such as polyester rope, the opposite was observed.

As expected, higher wave amplitudes resulted in higher (dynamic) forces and more (severe) slack con-
ditions. This is caused partially by the relative size of the vessel amplitudes compared to the static
elongation of the cables. A larger payout velocity leads to larger dynamic forces, particularly for higher
wave amplitudes which cause slack conditions. With a lower payout velocity the system is able to re-
cover quicker and thus has a lower duration of slack. For case 2 it was observed that the lower payout
velocity could fully counter the 50% increase in maximum force due to the higher vessel amplitude. For
case 1 this effect was not visible for the simulated conditions.

The second research question was formulated as: How can the selected installation method be improved
for the proposed location? Looking at the two conditions that needed to be met, 'no slack’ is a more
limiting factor than the SWL. Especially for case 1 as it failed to meet the slack criteria for all four
scenarios discussed. Given that for case 1 the resonance occurs close to the final location and the
fact that resonance with traction cables is more likely (see case 1B), a preliminary preference towards
case 2 (polyester rope) can be suggested based on this model. However a solution must be found for the
exceeding of the limitations during the first hundred meters. This may involve using heave compensation
and implementing a lower payout velocity during the first part.

If the polyester rope is selected, the forces are likely to be below SWL and no slack occurs, especially
with the precautions mentioned above. This means that, based on the vertical displacement model, vari-
ant 1 (a single-unit installation) would be preferable. However, stability issues should still be thoroughly
checked. If a heavier lowering cable is selected, it may be better to select the SSW traction cable to avoid
excessive slack and forces which will likely lead it to fail the criteria. If a SSW traction cable does turn
out to be favorable for the operational phase, then variant 2 might be the best option to avoid having the
traction cable fail the criteria during installation.

The added mass coefficient has a relatively large impact on the dynamic force and oscillations. A
larger added mass coefficient will lead to larger dynamic forces and to a shift of the resonance region to
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lower water depths. The ballasting fill percentage had a negligible influence on vertical oscillations and
dynamic forces, therefore this parameter should be predominantly based on maintaining stability and/or
increasing workable sea-states. Overall, The drag coefficient had a negligible influence on the damping
and thus the total force in the cables, especially for longer cable lengths. However, for the polyester
rope (case 2) the drag coefficient did have a significant influence during the early part of the lowering
phase. As the polyester rope is the preliminary prefered choice and the early part of the lowering is most
critical with regards to both the forces and the SWL, accurately modelling the Cp and its dependencies
is essential.

As the SBGESS concept is being further developed and the design phase reaches a more detailed stage,
further research into the installation procedure is required. First off, a more detailed layout, based on
a structural design, of the SBGESS is needed in order to have more accurate parameters and therefore
results. Once the dimensions are known, lab testing should be carried out to assess the hydrodynamic
coefficients and their dependence on the KC number. Especially the added mass coefficient should
be studied closely as the dynamics are highly sensitive to his parameter. This may be done by doing
forced-oscillations tests which will results in a range of values for the added mass coefficient and its
dependency on the KC number. The drag coefficient can be obtained by similar oscillation tests as
well as tow tests. Once this is done, these values could be used as variable input in the model again to
reassess the dynamics. By this time, a first selection of appropriate vessels can be made and (typical)
RAOs can be used to convert the waves to vessel motions. To comply with DNV-RP-H103 [75], the
waves should then be modelled as random time series and multiple simulations should be done to assess
the likelihood of failing the criteria of no slack and forces lower than SWL. To limit the likelihood of
slack conditions, a pre-tension in the cables could be implemented and studied as well. Finally, the more
detailed model could also assess heave compensation, either passive through the tow configuration or
active by implementing a device.

Parallel to the SDOF modelling, at some point a model should be developed in which also rotations
are included as degrees of freedom. The most important issue to assess with this model is the stability
during lowering, yet also during the transportation phase. This model may help to finalize the design
of the SBGESS, especially the configuration and filling percentage of the ballasting tanks. To do so
accurately, this model should then also consider the inclined surfaces in the ballasting tanks.A model
which includes rotations can also look into the interaction of the GES/BES elements and the SBGESS
as they may exercise a pendulum movement due to vortex formations behind the elements. Both for the
SDOF as well as the multiple DOF model, it is important to verify the model. This can be done using
software or using prototype testing on a lab scale. A final option before the actual installation is a field
test.

The SBGESS is a promising concept that may lead to enabling the use of renewable energy resources at
remote/isolated offshore locations. However, there are still many issues to be tackled. One of the most
crucial perhaps is finding an economical solution to conduct maintenance at these depths.
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A | Additional wind speed data analysis

Table A.1: Statistics of wind speeds for 10 year ranges. Raw data obtained from [28]

Range | Mean [m/s] | Std [m/s]

1980 - 1989 8.29 3.64
1990 - 1999 8.36 3.65
2000 - 2009 8.38 3.65
2010 - 2019 8.48 3.70
92 - . . . )
- linear regression line fit, r = 0.37 ®
90 @ Yearly mean wind speeds
88 - e o
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Figure A.1: Fourty-one yearly average wind speeds including a fitted line (linear regression) that may suggest an
upward trend.
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B | Pump performance curvefit
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Figure B.1: Fitted third degree polynomial plotted over computed data by use of formulas[2.3|and

Osystem = humbero f pumps - (aP3 +bP?+cP+ d) (B.1)

where:

Osystem = Water injection by the total system in m?/h
P =Power input per pump in kW

a=2585-10"8

b=-1.181-10"*

c=0.227

d =82.581

The polynomial fit was conducted using a ordinary least squares method. This OLS resulted in an R? of
0.9981.
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C | Sensitivity analysis - Energy storage
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D | Detailed dimensioning parameters

Table D.1: Complete overview of input- and resulting parameters of the dimensioning of the SBGESS as described

in chapter 3]
Parameter \ Value
Input values
(dis)charging velocity Im/s
Standard gravity 9.81m/s?
(dis)charging distance 1000m
Peoncrete 3400kg /m>[83]
PSeawater 1030kg/m3 (84]
Pstyrofoam 50kg/m3 [85]]
Resulting dimensions
Length of SBGESS 55m
Width of SBGESS 40m
Height of SBGESS 10m
Ballast tanks volume of SBGESS 8998m>
radius of weights 2.5m
radius of floaters 2.5m
height of weights 5.02m
height of floaters 12.31m
nr. of weights 8
nr. of floaters 8
Total mass of weights 2681.6 tonnes
Total mass of floaters 96.65 tonnes
System properties
Minimum charging time 16.67min
Energy storage capacity 10.32MWh
Maximum power supply (1 ESM) 4.65 MW

Table D.2: Segmented overview of ballasting volumes

Tank location \ Ballasting volume

Left tank 3141.6m> (m- 10 - 40)
Right tank 3141.6m> (7 - 10% - 40)
Sides 3714.6m> (2(5-10- (55 —10) — - 102-5))
Theoretical total ballasting volume 9997.8m>

Practical total ballasting Volumeﬂ ‘

0.90-9997.8 = 8998~ 9000m>

!Practical ballasting volume, meaning the theoretical ballasting volume reduced by volume losses due to wall thickness,
partitions, equipment, etc.; Assumed to be roughly 90% of theoretical ballasting volume.
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E | Detailed modelling parameters

Table E.1: Complete overview of input parameters of the modelling for both Tommasini and Gao

Parameter \ Value
PSeawater 1030kg/m3
Drag coefficient SBGESS (Cp) 1.3
Added mass coefficient SBGESS (Cy) 2.0
Initial lowering cable length (Lg) 40m
Drag coefficient GES (Cp ) 091
Added mass coefficient GES (Cy ) 1.0
Traction cable length (1) 10m
Cable payout velocity target (V. rarger) 0.3 m/s
Standard gravity (g) 9.81m/s?
Ballasting fill percentage 100%
Vessel motion frequency (@;) 0.698rad/s
Vessel motion amplitude (/) 0.3m/1.0m
Mass of SBGESS main structure 2800000kg
Total mass of GES elements 2681600kg
Total mass of BES elements 99902.6kg
Mass of ballasting 9270000kg
Volume of SBGESS 10000m°
Acting surface of SBGESS 1250m?
Damping coefficient (&) 0.1
Low-pass filter time constant (T) 25s
Number of discrete elements Gao (N) 20
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F | Historical current and wave data
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Figure F.2: Hourly current speeds for the average year at four different depths.
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G | Detailed results and figures

G.1 Sensitivity analysis
G.1.1 Sensitivity of dynamic force to added mass coefficient
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Natural periods for case 1

Natural periods for case 2
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Figure G.1b: Simulation results for added mass coefficient (C4) ranging from 1.5 to 2.4. Left is case 1, right is

case 2.
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G.1.2 Sensitivity of dynamic force to drag coefficient
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Figure G.2: Simulation results for drag coefficient (Cp) ranging from 1.0 to 1.5. Left is case 1, right is case 2.
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G.1.3 Sensitivity of dynamic force to ballasting fill percentage
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Natural periods for case 1

Natural periods for case 2
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Figure G.3b: Simulation results for ballasting fill percentage (n) ranging from 0.75 to 1.0. Left is case 1, right is
case 2.
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G.2
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Figure G.6b: Simulation results for V., = 0.3m/s, hs = 0.3m and Tp = 9s.
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