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Comparison of A* and RRT in real–time 3D path

planning of UAVs

C. Zammit∗† and E. van Kampen‡

Delft University of Technology, Delft, 2629HS, The Netherlands

Unmanned Aerial Vehicles (UAVs) are being integrated into a wide range of military,
industrial and commercial applications. Such applications require faultless autonomous
systems to coordinate, guide, navigate and control different UAVs of different sizes, de-
signed for different purposes with different capabilities. In this regard, different path plan-
ning algorithms were developed to ensure that UAVs are supplied with collision–free path
paramount to which are the A* and the RRT algorithms, a graph–based and a sampling–
based algorithm respectively. Such algorithms shall ideally operate in real–time to furnish
the UAV navigation system with real–time, valid, obstacle–free paths in view of changes
in the environment or other external or user–defined restrictions. Owing this need, in this
paper a real–time platform to assess the performance of the A* and RRT algorithm with
an associated smoothing algorithm was developed and tested using 3, 3D obstacle environ-
ment with different complexities. The salient user–defined, system–defined and internal
constants were independently considered and their effect on performance assessed. Results
showed that the A* outperformed the RRT algorithm in both path length and computa-
tional time for all scenarios considered with difference increasing with scenario complexity.
But, both algorithms can be utilised if the associated parameters are attentively chosen
based on the scenario the UAV will operate as both algorithm reached a 100% success rate
for all scenario at specific parameter assignments.

I. Introduction

Unmanned Aerial Vehicle (UAVs) are potential candidates for a wide range of applications in both civil
and military setups. In these scenarios, different UAVs requires varying levels of autonomy, reliability and
efficiency based on the assigned task. To reach a goal or set of goals, UAVs are equipped with sensory,
processing and actuator systems with different accuracy, redundancy, preciseness, latency, reliability and
computational power.

Real-time, efficient and reliable paths are fundamental to ensure that the UAV autonomously reaches
the goal safely and in due time. Path planning is the process of automatically generating feasible and
optimal 2D1,2 or 3D3,4 paths. Different UAVs have different levels of path planning autonomy varying
from solely human-controlled5 and shared human-controlled6 systems to fully autonomous goal-oriented
systems7 designed for different applications. Some of these applications include: agricultural remote sensing,8

ground vehicle tracking,9 traffic surveillance,10 package delivery,11,12 medicinal delivery in remote areas13

and ambulance drone.14 Moreover, UAVs can be utilised in situations where the mission is too difficult or
too dangerous for human pilots such as monitor critical structures in natural disasters, search and rescue
and monitor weather inside a storm.15

The path planning algorithms utilise sensory, processing and actuator systems to generate paths in view of
different kinematic, dynamic16,17 and environmental18,19 time–varying constraints. Once a path is generated
through the path planning algorithm, a path following algorithm will generate the control parameters for
the UAV to follow the generated path. Although these control parameters can be generated offline, real-time
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path planning allows the path following algorithm to amend control instructions in view of unpredictable
and/or uncertain model and environmental changes. Currently, general–purpose and dedicated UAV systems
incorporate advanced control algorithms that can allow UAVs to manoeuvre in cluttered environments
if the control algorithm is provided with accurate, timely and efficient real-time attitude and directional
information. This goal–driven, autonomous UAV can be realised via a real-time path planning algorithm
governed by the already available path following and control state-of-the-art systems.

Even in indoor applications, UAVs are expected to operate in a time-varying environment even if the start
and goal positions are identical or interchange continuously. A UAV may encounter moving unpredictable
obstacles, such as persons, door and window openings and other UAVs as well as internal unpredictable
events such as fuel limitations, loss of movement in 1 or more Degrees of Freedom (DoF) and loss of partial
or complete sensory information. In these real–life situations the control, path following and planning
algorithms must operate safely and efficiently irrespective of any shortcomings in the sensory and actuator
systems.20 To cater for these situations besides a real–time control algorithm, a real–time path planner is a
must.

The aim of this paper is to assess the appropriateness for real–time 3D UAV path planning of graph–based
and sampling–based path planning approaches. An extensive literature review of the state-of-the-art path
planning algorithms presented in21 concluded that A* and RRT are the two most utilised graph–based and
sampling–based path planning methods, respectively. Further analysis in21,22 showed that these algorithms
and their variants are key candidates for 3D UAV path planning. Therefore, these two algorithms will be
assessed for performance mainly in terms of computational time, success rate and path length throughout
this paper in view of real-time application.

The paper will be organised as follows. Section II will present the state-of-the-art in real-time path
planning. Section III provides a brief resume of the considered path planning algorithms (A* and RRT) and
the smoothing algorithm defined in depth in our previous work.21,22 Section IV will define the theoretical
aspect of the developed algorithm designed to assess the appropriateness of the considered path planning
algorithms in real–time applications. Section V will define the experimental scenario with the associated
arbitrary–defined parameters. The following section (Section VI), will present, analyse and assess the results
in view of 3D UAV path planning in real–time. The paper will conclude by Section VII which based on
the benefits and shortcomings will rate the appropriateness of the implemented algorithm for 3D UAV path
planning in real–time.

II. Real–time path planning literature review

A. Introduction

Real–time path planning is considered as a desirable feature,23 a requirement24 and paramount25 for real-
time autonomous manoeuvring of vehicles let alone UAVs in real, dynamic environments. Real-time path
planners are requested to generate paths in the presence of other cooperating or enemy UAVs, unexpected
UAV damage, altering model constraints and definitions, and in view of uncertainties in the environment in
which they operate.3,23,24 Furthermore, the path planner must make optimal use of available resources such
as computational power and fuel.26

A path planner is considered to be real–time if the time required to generate a path is smaller than the
time to traverse the path.3,27,28 For Short et. al.29 a realistic path planner must react in synchronisation
with information update from the sensory systems. Furthermore, such path planner must generate a path
even with restricted global information.20

As computational time is the bottleneck of real–time path planning, Karaman and Frazzoli,30 remarked
that computational time per iterate shall be sub–bounded. In certain iterates, longer computational times
may be required due to fewer path solutions. if not tackled these will increase the overall computational time
making the path planning algorithm unsuitable for real–time path planning. Sub–bounds will attenuate this
situation even if a solution is not found in that iterate, but a minor movement on the previously generated
path may yield a path possibly in lesser time.

Real-time path planning of UAVs require high fidelity modelling of the environment. Simultaneous
Localisation and Mapping (SLAM) algorithms can be utilised to generate maps for realistic environments to
facilitate real–time path planning. Such algorithms can be utilised to mitigate in absence or partial absence
of GPS information, discontinuity of sensor information and noise.31

This literature review will be segmented into three main path planning categories: Optimisation algo-
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rithms, graph–based methods and sampling–based methods. Their application in 3D real–time path planning
will be analysed and assessed.

B. Optimisation Algorithms

In both real-time and offline applications there is no guarantee of convergence to the goal let alone in a
predetermined time either because no path exists, the environment is not enough known or the path planning
algorithm intrinsically cannot generate the path in the particular situation.26 In such situations, a trade-
off between computational time and optimality was considered by Frazzoli26 for a finite–state automation
method to compute trajectories for multiple UAVs in safety–critical, high performance vehicles with complex
dynamics.

Disturbances from external torques initiating through for example wind shears, sensor inaccuracies and
parameter uncertainties will increase further the path planning and following of complex systems such as
UAVs.25 Real–time applications of optimal control theory showed that feedback control will enhance per-
formance in such complex nonlinear systems.32,33 Furthermore, through sensor fusion, the accuracy and
responsiveness of the sensing system will be improved.25 Gong et. al.33 and Bollino et. al.25 utilised a
pseudospectral method for optimal control and path planning of complex systems, respectively. Simulation
results of this method show that although pseudospectral methods are mainly utilised for path following
providing optimal control instructions, they can be utilised for autonomous path planning.25

A single optimisation method cannot simultaneously guarantee target tracking and obstacle avoidance,28

especially in 3D UAV path planning environments. Yao et. al.28 proposed a combination of improved
Lyapunov Guidance Vector Field (LGVF), the Interfered Fluid Dynamical System (IFDS) and the strategy
of varying receding–horizon optimisation based on Model Predictive Control (MPC) to generate 3D paths
for a UAV in dynamic environments under constraints. This hybrid algorithm was proposed since although
MPC were successfully applied to generate suboptimal paths in real–time34,35 and to generate paths in 2D
scenarios, the computational efficiency and smoothness will deteriorate in 3D environments.28

Furthermore, Roberge et. al.,36 compared Particle Swarm Optimisation and Genetic algorithms in real-
time for the automatic path planning of fixed–wing UAVs in complex 3D environments. Both algorithms
generated feasible and quasi–optimal trajectories in view of vehicle dynamics. Execution time was reduced
through single-data multiple-data on an 8 core processor. Although both algorithms generated a path with
10s (a preset path planning time), Genetic Algorithms produced better trajectories. Roberge et. al.36

remarked that both algorithms can generate a path for cruising the fastest fixed wing UAV available at the
time of writing.

In dynamic real-world populated environments and considering the disturbances and eventualities men-
tioned above, 10s is too long to react and generate a new non-colliding path. Solving complex optimisation
problems arising from these scenarios will result in high computational load.37

C. Graph–based Methods

Real–time path planning of complex dynamic environments still remains a challenge even for 2D environment,
let alone 3D.38 Kuwata et. al.38 remarked that it is very difficult to model nonlinear dynamics especially
for demanding manoeuvres when using generic graph–based path planning methods. This is because generic
graph–based methods such as the original A* assume the environment to be static.39 Similarly, Singh et.
al.,31 remarked that although graph–based methods are effective in configured environments, it is unsuitable
for real–time path planning in large or complex environments. Local approaches of such graph–based methods
can stall in local minima.31

Although as remarked by Kuwata et. al.,38 graph–based methods are not optimal for real-time path
planning, the differential A*,40 based on the A* algorithm (a graph–based method), was developed. More
efficient results in the majority of cases were achieved when compared to A*, proposing the algorithm as a
candidate for real–time dynamic, re-planning.40

Fernandes et. al.,39 extended the A* algorithm in cell decomposition, considering both position and
orientation in the computation of the path. This approach made it possible to reduce the computational
time while maintaining the same configuration space.39

A parallel non–deterministic adaption of the Dijkstra algorithm, a pioneer graph–based method, was
applied to generate an energy efficient, global re–planner for real-time UAV rescue operations in dynamic
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environments with a range of 200m2 utilising a map discretization of 1m2.41 Results show tens of multiple
times improvement over the sequential Dijkstra algorithm with an average path cost error of smaller 1.2%.41

D. Sampling–based Methods

Sampling–based methods are applicable to general dynamical models, their incremental nature makes it
inherent for use in real–time applications whilst guaranteeing a solution and do not require enumeration of
constraints allowing trajectory–wise checking of complex constraints.42,43

Advancements in sampling-based methods have proposed these algorithms for real-time path planning
in dynamic and unknown environments.29 Re-planning is essential in these situations as the environment is
only partially known at one point in time, revealing more detail in the direction of the goal in every vehicle
movement. This can also create situations, in which a previous non–colliding path may lead to a collision
with more details in the environment. Therefore, the planner must react in real–time to mitigate with these
situations whilst the UAV is moving. According to Kunz et. al.,44 this reaction time shall not exceed 200ms
to mimic human reaction.

Since according to Kuwata et. al.43 the standard RRT is not able to generate safe and feasible paths in
the presence of uncertainty in real–time for 2D applications, the latter proposed a closed-loop prediction in
the framework of RRT, with a low–level Proportional–Integral speed controller and a pure pursuit steering
controller to manoeuvre the vehicle based on real–time path planning information. Real–time execution
requires reusing information from previous.45,46 Otherwise only a sparse tree will be created when compared
to the reuse approach in which computational resources are used to add new improved branches to the
existing tree.43 A non–colliding path is retained as long as possible to firstly limit “no path” situations and
secondly to grant the necessary time for the path planning algorithm to generate efficient trajectories.38 This
Closed loop RRT technique shows that real-time path planning is the bottleneck even in 2D environments.

E. Conclusion

This review first highlighted that 3D path planning algorithms shall successfully and efficiently operate in
real–time with restricted computational power, lack of onboard resources, sensor low responsiveness and
inaccuracy and environmental uncertainties. Optimisation algorithms are prospective candidates for 3D
UAV path planning in real–time. Although results are promising, this approach requires knowledge of
UAV dynamics and non–linearities. Graph–based methods are intrinsically designed for static environments
although amendments to the basic algorithms can extend their application to real–time situations due to their
relative computational simplicity. Sampling–based methods and their adaptions are also worth considering
especially if re–usability of previous non–colliding paths or branches are retained. Furthermore, hybrid
approaches combining different algorithms with different strongholds can be utilised to mitigate inherent
shortcomings of one of the discussed three approaches.

III. The A*, RRT and Smoothing Algorithms

A. Introduction

Graph–based methods divide the working space into an occupancy grid with obstacles defined as inaccessible
grid points.42,47 Such methods do not offer a guarantee of solution.48 Oppositely, sampling–based methods
create a path by connecting unevenly selected points from the configuration space.29,42 The A* and RRT
are the two most utilised algorithms for the graph–based and sampling–based methods, respectively. To
optimise the path a smoothing algorithm was developed and applied to both algorithms. in our previous
work.21,22

B. The A* Algorithm

The standard A* algorithm constructs an optimal path based on an evaluation function f(n) that calculates
the actual cost of an optimal path constrained to pass through n, from a point xinit to the goal node of n,
xgoal ∈ RM .49,50 n is any node and xinit is the starting node in the M –Dimensional available space such
that n, xinit ∈ RM . This evaluation function f(n) is the summation of the actual cost from xinit to a node,
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n (g(n)), and the actual cost from n to the goal point of n, (h(n)), where f, g, h: ∈ RM → R:

f(n) = g(n) + h(n) (1)

C. The RRT Algorithm

The RRT algorithm grows trees of feasible trajectories by randomly planting a number of seeds. Seeds are
only considered if they lie on an obstacle free point. A point a predefined distance from the nearest seed is
selected if the direct path to the latter does not collide with an obstacle. Ultimately a tree that interconnects
the start and goal points will define a feasible path.51–53 Paths generated by RRT are not optimal.54,55

D. The Smoothing Algorithm

The smoothing algorithm randomly selects two path points and consequently defines two points on the lines
connecting these path points with their respective next path point. If an interconnection is possible without
collision with obstacles then intermediate points between these two path points are eliminated.

E. Conclusion

Reference is made to our previous work21 for a more in depth understanding of the working principle for the
A*, RRT and smoothing algorithms. In addition, a detailed literature review of the current state-of-the-art
in graph–based and sampling–based methods is available.

IV. The Real-time algorithm

A. Introduction

Both path planning algorithms were successfully implemented in static offline applications. Furthermore, the
RRT without step-size constraints and the Multiple Rapidly–Exploring Random Tree (MRRT) algorithms
were also considered in our previous works.21,22 The characteristics, strongholds and shortcomings of these
algorithms were identified, assessed and analysed through the use of different experimental scenarios in view
of 3D UAV path planning.21,22

As was concluded in Section II, real–time path planning is almost a must for a UAV to autonomously reach
a goal especially in the presence of static and dynamic obstacles.23–25 Therefore, a testing platform was set
up to assess and possibly improve the performance of the two most utilised graph–based and sampling–based
methods.

B. Theoretical Aspect

In real-life path planning, the UAV path generation system must generate and/or update the existing path
to goal ideally every instance say few milliseconds, irrespective of a changes in the UAV position and ob-
stacles. Such approach demands high update rate. Such rate is beyond the computational power available
onboard state-of-the-art UAVs. Therefore, the proposed real–time path planning algorithm only updates at
predetermined time intervals derived from the nominal speed of the UAV. It is assumed that the obstacle
positions and size remain constant. Although it is assumed that the UAV actuator system will move the
UAV a predetermined distance defined by the preset time step in a certain direction set by the generated
path, if variations exists due to internal (speed controller) or external factors (weather) the real–time path
planning system can make use of updated positional information when updating the path in the subsequent
iterate.

Figure 1 graphically illustrates the real–time path planning concept. The UAV sensory system have
a limited field–of–view (FOV) (green–dotted circle) into which prospective new intermediate goal point
positions can be selected. It is assumed that such area is known with certainty with respect to obstacles
(Olive green dots). In this illustration it is assumed that the UAV is equipped with a 360o FOV sensory
system but the principle can be applied to smaller FOV sensory systems as usually the goal position is within
180o of the current UAV heading.
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Figure 1. Real–time path planning with finite limited look–ahead distance

1. Parameter Definition and Initiation

Firstly the real–time initiates by defining the start (start) and goal (goal) positions and the considered
resolution (res). In RRT since the randomly generated point can reside anywhere with an environmental
space, the equivalent of resolution is the step size which denotes the distance that the current path point
can move in the direction of the generated path point. This will be denoted by dstep RRT . For clarity res
will be considered in the definition of other parameters.

In real–time the UAV path planning system has a finite time to generate a feasible path to the final goal
as otherwise the UAV must either stop intermittently in mid-air (if a quadrotor is considered) or the path
planning algorithm becomes unfeasible. As cited in Section II A, a real–time path planner must generate a
path segment in less than the time to traverse it.3,27,28 For a real–time path planner stopping in mid–air is
not an option. Therefore the maximum time between iterates need to be defined based on the following two
assumptions. The UAV moved at a constant nominal speed of vUAV in (km/hr) in a cubic environmental
space of denv space distance on a 3D axis. Based on this work space the time to generate a path between
iterates titerate max is:

titerate max(s) =
60× 60× denv space

(res− 1)× vUAV
(2)

Another constant parameter closely related to titerate max is the distance covered by the UAV in every
iterate (ds step). This value is a function of the UAV speed and assumes that actuator systems are linear and
no external factors such weather are effecting the UAV. Based on the above rationale the distance covered in
titerate max shall be ≤ ds step. This modular unit value was also arbitrary chosen although it can be varied
based on the fidelity and confidence of the UAV sensory and actuator systems and environmental model.

Besides the maximum time to generate a path segment between iterates titerate max, the maximum time
allocated to reach the goal point from the start position tpath gen max was arbitrary set. This upper limit
is included as situations can arise in which the UAV will venture around obstacles without actually getting
closer to the goal. Moreover, UAV fuel autonomy is finite. This value shall denote double the time required
to traverse the diagonal distance between two extreme points of the environmental space.

Moreover, dint goal denotes the distance between the current UAV position and the prospective interme-
diate goal point. This arbitrary value is a function of the range of the sensory system which shall ensure
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that in dint goal all obstacles are know with certainty. In certain instances the resultant intermediate goal
position may reside on an obstacle. In such situations, a new intermediate goal point must be defined. As the
maximum look–ahead distance is defined by dint goal, the new intermediate goal point must reside nearer to
the current UAV position. Therefore a distance reduction factor, dfactor < 1 (set at 0.9) was defined. Finally,
lim defines the 3D boundaries of the working environment which may vary due to the shifting introduced
by the A* ripple reduction algorithm.

After these constants are defined the A* ripple reduction algorithm is applied in case the A* algorithm is
under review. An in depth definition of this algorithm is available in our previous work.22 The new 3D limits
introduced by this algorithm are assigned to lim. The current UAV position scur is set to start. In the case
of the A* algorithm, the start location will vary by a maximum of half the distance between grid positions, in
all 3-dimensions, due to the shifting introduced by the A* ripple reduction algorithm. Furthermore, the path
possibility flag (flagpath), signals whether a path could be created in future iterates (=1) or not as either
a path has been created or no possibility of a path exist (=0). Furthermore, the total path computational
time time is set to 0s.

The real–time algorithm tries to find a path in case the distance between the current UAV position
and the final goal point (dint s−to−g) is larger than the distance between three consequent grid points, the
computational time since the start of the path generation process (time) has exceeded tpath gen max, the
allotted time to generate an intermediate path between the current UAV position and the intermediate goal
point has been exceeded and a path is possible. In case these conditions are satisfied, the iterate time
timeiterate is re-set to 0 and re-started.

2. The Move Function

Unless the current UAV position scur is not the start position start, the UAV shall be moved ds step distance
in the direction of the previously constructed path pathsmooth pre. The move function defined in Algorithm
2 considers all the situations in defining a feasible future scur. Besides the constants defined earlier, envpara
define the environmental parameters namely the size of the environmental space and the size and position
of obstacles in the environmental space. In A* as opposed to RRT, the size and position of obstacles may
slightly vary due to the discretisation of the environmental space. pathsmooth denotes all points of the
smoothed path generated in the previous iterate.

The move function initiates by checking that the distance to the intermediate goal point from the current
UAV position is larger than the distance the UAV is assumed to move between the generation of two paths.
In this case, the iterate count i is initialised to 1. dtotal denotes the distance from scur to a previous smoothed
path point in pathsmooth pre(i) such that, the distance between pathsmooth pre(i) and pathsmooth pre(i + 1),
dint (i)−to−(i+1), is smaller than ds step. Therefore,

ds step < dtotal + dint (i)−to−(i+1) (3)

For initiation, dtotal is set to 0 since it is assumed that ds step < dint (1)−to−(2). ds step part denotes the
distance to be moved by the UAV (ds step − dtotal) from pathsmooth pre(i) to define the scur new. Figure 2
graphically defines this parameter. As ds step part must be always smaller than ds step, the former is assigned
to the latter. flagsmall, a Boolean parameter denotes whether the distance between ds step is smaller than
pathsmooth pre(1) and pathsmooth pre(2). In this case flagsmall is assigned to 0 and vice–versa otherwise. It
is first assigned to 0 as the first condition is assumed, otherwise flagsmall will be toggled in the following
While condition. The distance between the first and second smoothed path points (dint (1)−to−(2)) and the
number of points in the previously generated smoothed path (npath points) are calculated.

In case the distance between scur and the next smoothed path point is smaller than ds step, the principle
illustrated in Figure 2 is applied. The algorithm traverses from scur along the smoothed path points one point
at a time, each time finding the distance between adjacent points dint (i)−to−(i+1). Each time, ds step part is
reduced by dint (i−1)−to−(i), defined and added to dtotal in the previous iterate. Since ds step < dint (1)−to−(2),
flagsmall = 1. The While function continues until when the travelled distance equals or exceeds ds step or
the whole smoothed path was traversed.

In case, flagsmall == 1 then the previous smoothed path point prior which the total distance from scur
was smaller than ds step (labelled scur part in Figure 2) need to be considered as the starting point to move
ds step part to find the scur new along the smoothed path. The distance to move dmov is assigned to ds step part

in this case otherwise dmov is assigned to ds step.
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Figure 2. Illustration of the move function

A situation can exist when the scur new resides within a distance of ± 0.5
(res−1) from the obstacle planes.

This buffer was included and not just checking whether the scur new resides exactly on the obstacle plane,
due to the environmental discretisation of the A* algorithm. Theoretically, a scur new should never reside
on an obstacle since a scur new is a point on the UAV path. But, if this buffer is not included situations
exist in which the UAV would be placed in a position less than half the distance from obstacle planes. This
will potentially yield a new starting position on an obstacle plane after the discretisation of the new UAV
position and the new intermediate goal points (goalint).

In case, the scur new is within a distance of ± 0.5
(res−1) from the obstacle planes then a scur new, a factor

distance (dfactor < 1) of dmov from the obstacle plane is checked. This process is repeated each time reducing
the previous dmov by dfactor until an obstacle–free scur new, ± 0.5

(res−1) distance from pathsmooth pre is found.

If the UAV is nearer to the intermediate goal point goalint by less than ds step, either no path has been
created since either scur and/or goalint points are on an obstacle or no path is possible that can connect
scur to goalint. In these cases, the scur new is assigned to NaN since the algorithm need to stop for the
particular test case. In such case the algorithm was not successful in generating a feasible path. In case
the last point in the previously generated smoothed path is the goal node, then the scur new is assigned
to the goal node and then the iterate is stopped in the main algorithm as a path to goal has been found.
Otherwise, the scur new is assigned to the last point in pathsmooth pre. The resultant scur new is fed into
the main real–time algorithm to generate the next smoothed path pathsmooth. After the scur new has been
defined the new distance between the latter and the goalint is re-calculated and set to dint s−to−g.

3. Main Real–time Algorithm

Provided that scur new is defined and does not reside on the goal node, the new intermediate goal point
goalint is defined as the final goal point (goal) if dint s−to−g is nearer by less than dint goal to the final
goal point otherwise a new intermediate goal point dint goal distance from the current UAV position scur is
defined in the direction of the goal. In case, that this new intermediate goal point resides on an obstacle,
dint goal is reduced by a factor dfactor, similar to the scur new calculation. This process is repeated each time
reducing the previous distance (dint goal × dfactor) by dfactor until a new obstacle–free intermediate goal
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point is found until the resultant ds−to−int goal > ds step. If the latter condition is not considered then a new
goalint can reside nearer to scur by less than 1 step (ds step) possibly in the same position as the scur new.
This will effectively imply that the UAV will move by less than 1 step. In such cases no feasible path can be
constructed.

The intermediate goal point can be selected in any direction from the current UAV position only if it is
assumed that the sensory system has a 360o field–of–view. With this approach, the UAV will waste time
and resources in exploring areas in the vicinity of the start location, limiting progress towards the goal and
increasing the risk of collision or attack from obstacles and enemy, respectively. Therefore, new goal points
shall be selected in the direction of the goal point unless the new goalint resides on an obstacle.

Once the current UAV position and a valid intermediate goal point are defined, the A* or RRT algorithm
are applied to generate a feasible path between the current UAV position and the intermediate goal point. If
a path is not generated, then flagpath = 0 to terminate the While loop of line 04. The timeiterate and time
are noted irrespective of whether a path has been created or not for analysis purposes. Then the previous
position of the UAV scur is set to the new generated position (scur new).

Finally, if the While loop at line 04 is terminated with the UAV reaching the goal position, then the
algorithm was successful otherwise the UAV was not able to reach the goal either because a path was not
possible or the time allocated was not enough.

Algorithm 1: Real–time Algorithm

01: Define start, goal, res, titerate max, ds step, tpath gen max, dint goal, dfactor and lim.

02: Apply the A* ripple reduction algorithm if A* is considered.22 Update lim.

03: scur = start; flagpath = 1; time = 0

04: While dint s−to−g > 2
(res−1) And time < tpath gen max And timeiterate < titerate max

And flagpath == 1 Then

05: Re–set and start timeiterate

06: If scur! = start Then

07: scur new = move(envpara, ds step, pathsmooth pre, goal, dint s−to−g).

08: If scur new == NaN Then flagpath = 0 End

09: End

10: While (flagpath == 1) OR scur == goal

11: Update dint s−to−g

12: If dint s−to−g < dint goal Then goalint = goal

13: Else goalint is dint goal from scur new in the direction of goal.

14: iterate = 1; ds−to−int goal = goalint

15: While goalint is on obstacle And ds−to−int goal > ds step

16: goalint is dint goal × dfactor
iterate from scur new in the direction of goal.

17: iterate = iterate + 1; Re–calculate ds−to−int goal

18: End

19: Apply the A* or RRT algorithms to define pathsmooth using as input arguments

the obstacle scenario, res, scur new, goalint, pathsmooth pre and lim (refer21)

20: If pathsmooth == NULL Then flagpath = 0 End

21: Stop timeiterate; time = time + timeiterate; scur = scur new.

22: End

23: End

24: If dint s−to−g < 2
(res−1) AND flagpath == 1 Then UAV reached goal.

25: Else goal could not be reached End

26: End
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Algorithm 2: Move Function

scur = move(envpara, ds step, pathsmooth pre, goal, dint s−to−g)

01: If dint s−to−g > ds step

02: i = 1; dtotal = 0; ds step part = ds step; flagsmall = 0

03: Find dint (i)−to−(i+1) and npath points

04: While (dtotal < ds step) AND (i < npath points)

05: If i > 1 Then find dint (i)−to−(i+1) End

06: ds step part = ds step − dtotal

07: dtotal = dint (i)−to−(i+1) + dtotal; i + +; flagsmall = 1

08: End

09: If flagsmall == 1 Then i−−; dmov = ds step part Else dmov = ds step End

10: Define scur new, dmov from pathsmooth pre(i)

11: While scur new is on obstacle (check envpara)

12: dmov = dmov × dfactor

13: Define scur new, dmov from pathsmooth pre(i)

14: End

15: Else If pathsmooth is empty Then scur = NaN

16: Else If pathsmooth pre(npath points) == goal Then scur = goal

17: Else scur = pathsmooth pre(npath points) End

18: End

19: End

C. Conclusion

The previous subsection presented a platform for the real–time implementation of the A* and RRT algorithms
applicable to a 3D environment. This generic real–time algorithm was designed to assess the applicability
of both path planning algorithms with respect to time and sensory constraints. The UAV is required to be
furnished with obstacle free directions whilst it is moving in a previously unknown environment with the
aim of reaching a goal in the minimum time without being in a situation of waiting for new directions to
follow as the path planning algorithm may not have already provided such information. The success of either
or both algorithms will depend upon the considered environment and most importantly the UAV and its
onboard systems. In the next section the constants defined above will be correlated with the parameters of
real UAVs utilised for indoor applications. Moreover, the experimental scenarios considered will be defined.

V. Parameter Definition and Experimental Scenarios

A. Real–time algorithm parameter assignment

The following table (Table 1) defines the assigned values (Maximum, Minimum and Constant value) for
each parameter considered in the real–time path planning algorithm explained in Section IV. Some of the
parameters are inter–related and are defined based from UAV path planning literature. As in our previous
work21,22 the resolution (for A*) (step size (for RRT) reciprocal of resolution) was set at 11 to 29 increased
in steps of 2.

Literature suggest that a 4s to 5s look–ahead is required for relatively low speed UAVs <50km/hr56 and
more than 20s look-ahead for high speed UAVs >500km/hr.28 Sensor ranges are a function of the UAV
speeds. In low speed application the range will be in the region of 10m56,57 although large obstacle such
as bushes and poles can be identified within a 20m to 25m range.56 Oppositely, in high speed application
such range is extended to a few kilo–meters.28 The sensor frequency range is defined by researchers in UAV
obstacle avoidance algorithms between 10Hz–25Hz.6,15,43,56 The associated environmental refresh rate is
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much smaller than the path computational time of a few seconds and therefore it can be assumed that the
environment is refreshed between one step iterate and the next.

The environmental space in low speed applications is a cube in the range of 250–350m8,57 increasing
to 10–25km for high speed applications.25,28 Obstacle sizes are intuitively defined based on the speed and
environmental space. In fact obstacles are defined by Yu et. al.58 in a range of 16m×10×100m for medium–
low speeds of 40km/hr in a 700m× 700m square. Similarly, Call15 defined a cube of 60m× 60m× 60m for
a speed of 58km/hr in a 500m × 500m × 500m cube environment. Oppositely, the obstacles in high speed
environment was set a few kilometre in all axis.28

In our analysis of UAV path planning in indoor applications we will assume that the UAV will travel
between 5km/h and 50km/h if this variable is under analysis otherwise 15km/hr if fixed. Based on the
above literature, for low to medium speeds in a 500m × 500m × 500m environmental space, ds step, the
distance moved by the UAV in one iterate, was arbitrary set to the distance between three consequent graph
positions translating into a range of 35.71m to 300m for resolutions 29 to 11 respectively. The distance
considered shall always be greater than the distance between two graph points especially in A*, since after
the discretisation of the environment or when the new prospective UAV position resides on an obstacle and
the distance reduction factor is applied, the UAV future position may remain as current and the UAV would
be blocked in the same position yielding no path. If ds step was not under consideration the distance between
three consecutive graph positions was considered.

dint goal translates to approximately 54m to 150m look-ahead distance if a resolution varying from 29
to 11 is considered and a look–ahead circle (as illustrated in Figure 1) of 3 times the distance moved by
the UAV in titerate max (ds step). Theoretically, this parameter must be greater or equal to ds step min but
some buffer must be considered as otherwise the UAV will be placed in a point at the edge of the unknown.
Ideally dint goal > 50m to allow for this buffer. If this parameter is not under analysis it will be set to 100m
irrespective of the resolution considered.

The maximum time to generate a path segment (titerate max) is dependent upon the time for the UAV
to move ds step. This time will vary between 4.29s (highest UAV speed, with lowest ds step) and 36s (lowest

UAV speed, with highest ds step). If this parameter is not under analysis it is set to
ds step

vUAV
. The maximum

time to generate the whole path (tpath gen max) was set in a range of 45s to 360s based upon factor of 10 ×
factor of titerate max. The distance factor reduction applied in cases where the new intermediate goal point
reside on an obstacle was set in a range of 0.5 to 0.95 and 0.8 if this parameter was fixed.

B. Experimental Scenarios

The experimental space is defined as a generic cube of 1x1x1 with centre (0,0,0) and limits [-0.5 → 0.5,
-0.5 → 0.5, -0.5 → 0.5] as in our previous work.21,22 The cube limits can vary by up to ± 0.5

(res−1) in case

of the application of the A* ripple reduction algorithm. The generic environmental space is normalised to
arbitrary units so that the test scenarios can be exported to any environmental space. These test scenarios
were originally developed by Clifton et. al.59 and made available online in.60 For all tests the start and goal
nodes are defined at [0,-0.5,0] and [0,0.5,0], respectively. In case the A* ripple reduction algorithm is applied,
the associated shifting is added to the start and goal points. Three different obstacle scenarios, illustrated
in Figure 3 are considered. Scenario 1 consists of two Y-Z obstacle planes with 0.2x0.2 square opening later
referred to as windows. Scenario 2 consists of three Y-Z with 0.2x0.2 windows and two X-Y planes without
windows while Scenario 3 is similar to Scenario 2 but with five Y-Z planes instead of three.

VI. Results

A. Introduction

The real–time path planning algorithm defined in Section IV was implemented using both the A* and RRT
algorithms in the experimental scenarios defined in Section V.B with the parameters defined in Section V.A.
Each section will analyse each parameter separately keeping all other parameters constant so that its effect
on path planning performance in terms of length and time will be assessed independently. All tests are
performed using an Intel Xeon ES–1650, 3.2GHz.
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Figure 3. Obstacle scenarios: (a) First Scenario (b) Second Scenario and (c) Third Scenario modified from,21

consisting of obstacle planes in the Y-Z with windows as openings and X-Y planes for scenarios 2 and 3 with
no openings.
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Table 1. Real–time algorithm parameter definition

Parameter Minimum Maximum Nominal Value Units

Resolution (res) 11 29 21 [-]

Step size RRT
(dstep RRT )

1
resmax−1 = 0.0357 1

resmin−1 = 0.1 1
21−1 = 0.05 [-]

UAV Speed (vUAV ) 5 50 15 km/hr

Distance to travel per it-
erate (ds step)

2
resmax−1×500 = 35.71

uUAV max×1000×titerate max

60×60 =
300

2
res−1 × 500 m

Distance between cur-
rent UAV position and
prospective new in-
termediate goal point
(dint goal)

ds step min = 35.71 150 100 m

Maximum time to gen-
erate path segment
(titerate max)

ds step min×60×60
uUAV max×1000 =

4.29
ds step max×60×60
uUAV max×1000 = 36

ds step×60×60
vUAV ×1000 s

Maximum time to gener-
ate path (tpath gen max)

10 ×
titerate max(min) = 45

10 × titerate max(max) =
360

10× titerate max s

Distance reduction factor
(dfactor)

0.5 0.95 0.8 [-]

B. Speed (vUAV )

Speed is one of the variable parameters that is considered for analysis. Speed is varied between 5km/hr
and 50km/hr as defined in Table 1 in steps of 5km/hr. For each considered speed for both A* and RRT
algorithms the test is performed 100 times and the mean with a 95% confidence interval is illustrated in
Figure 4. Since both algorithms were not able to generate the path in all considered scenarios either because
the time to generate a path between iterates or the total time exceeded the allocated, a bar graph showing
the distribution of successful and unsuccessful paths for each scenario considered is illustrated in Figure 4
(c) and (f) for A* and RRT respectively. The unsuccessful runs were not considered in the path length and
time vs. speed plots for both path planning algorithms.

The mean path length and standard deviation for A* remains almost constant for all considered speed
situations. Similarly for RRT, the mean path length remains constant for all considered speeds although
the success rate reduces with increase in speed for all scenarios. The standard deviation remains constant
except for the high–end speeds of Scenario 3. This is attributed to the fact that as scenario complexity and
speed increase the algorithm is less successful (refer to Figure 4 (f)) and therefore the mean and standard
deviation are measured on a smaller sample made up of the best performance runs. In fact in this case,
the amount of successful runs decreases reducing the sample size to less than 10 with no successful runs at
45km/hr and only 1 successful run for 40km/hr and 50km/hr.

As in our previous work21,22 the path length depends mainly on Scenario complexity for both the A* and
RRT algorithms as a longer path is required to traverse through obstacle plane windows residing in alternating
sides of obstacle planes. Furthermore, the mean path length for A* is smaller than RRT confirming theory
that the A* algorithm is more optimal than RRT.42 The difference in path length between the A* and RRT
algorithms increases further as the scenario complexity increases. A* generated paths are more optimal
and the path length reduction by the smoothing algorithm is less than that for RRT. In complex scenarios
the improvement introduced by the smoothing algorithm is limited since the elimination of an intermediate
node is more likely to generate a colliding paths and therefore the oscillatory RRT–generated paths will be
reduced by a lesser margin with respect to A* for the same situation.

The time to generate a path for A* is independent of the speed for all scenarios. This result confirms
theory since the algorithm will utilise the same amount of time to generate a path as it considers approx-
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Figure 4. Performance parameters vs. speed: (a) Path Length for A*, (b) Computational Time for A*, (c)
Success and Failure rates for A*, (d) Path Length for RRT, (e) Computational Time for RRT and (f) Success
and Failure rates for RRT for 100 iterates for each considered situation (speed and scenario) with 95% confi-
dence interval. (res = 21, dstep RRT = 50m, ds step = 50m, dint goal = 100m, dfactor = 0.8 and titerate max, tpath gen max

are a function of the UAV speed).
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imately the same intermediate start and goal nodes irrespective of the time required by the UAV to travel
to the next position provided that this time is longer than the time to generate the intermediate path. As
complexity increased the mean time increased to approximately 7 times and 4 times for Scenarios 2 and
3, respectively with respect to Scenario 1 while the standard deviation increases proportionally. For the
considered scenarios as the complexity increases the time increases as it takes longer to find a non-colliding
path and an intermediate start and goal nodes.

For RRT the computational time reduces with increase in UAV speed for all scenarios. This time
reduction is attributed to the analysis described earlier that the best performing runs for the same situation
were considered as other runs did not generate a path in the allocated time. In fact the drop in computational
time is in line with the drop in successful runs (refer to Figure 4 (f)). The drop rate in successful runs for
Scenario 2 with increase in speed is lower than for the other scenarios. This behaviour is mirrored in the
computational time.

Scenario 2 is the most successful scenario for RRT although it is more complex than Scenario 1. From
our previous results,21,22 the difference in the whole path generation time between Scenario 1 and 2 using
the RRT algorithm is close to zero for all considered step sizes. Furthermore, in simple scenarios with
oscillatory–generated paths such as in RRT the smoothing iterates required until the stopping condition is
reached is larger than that of the same path in an obstacle–rich environment since it is more likely in the
latter for a smoothed path segment to collide with an obstacle. The increase in computational time due to
smoothing increases the time to generate an intermediate path, exceeding the maximum intermediate time
allocation. Since for Scenario 2, the possibility of smoothing is lower than Scenario 1 while the difference
in time to generate a path between intermediate nodes is similar in both cases then this explains the result
that Scenario 2 is more successful than Scenario 1. Although more iterates are required for a longer Scenario
2 path than Scenario 1, the bottleneck in RRT is the maximum intermediate time not the total time. For
Scenario 3 the situation is different. From our previous work,21,22 a longer computational time (more than 5
times) was required to generate a complete path due to the condensed obstacle space and very limited path
options. This had a major effect at high speeds as a longer path must be generated in the same time with
increase in speed.

The computational time for A* when compared to RRT is shorter by multiple times for all scenarios.
From our previous results it can be concluded for the considered resolution/step size that the computational
time for Scenarios 1 and 2 is similar increasing by a 3 times factor in Scenario 3 for RRT with respect
to A*.21,22 During path construction the A* considers points between the current UAV position and the
intermediate goal point. On the other hand, the RRT algorithm can produce seeds anywhere in the available
space although the tree branch length is limited by dstep RRT . This implies that the considered area in A*
is much less than RRT. Therefore multiple times more time is required for RRT with respect to the A*. In
fact the difference in computational time for Scenarios 1 and 2 increases by a factor of about 5 times for
RRT with respect to A* as the whole environmental space is 5 times the look-ahead distance. Similarly, for
Scenario 3 the difference is even larger since this 5 times factor is multiplied by the 3 times factor described
earlier. Furthermore, the RRT algorithm is less optimal than the A* and therefore more smoothing iterates
are required until less than 1% reduction results over the past 20 smoothing iterates.

In all considered situations the A* algorithm was able to generate a path in the allocated maximum
intermediate and total time in a range between 96% to 100% with an average of 99%. The maximum time
to generate the path was exceeded was the stopping condition triggered in the unsuccessful cases. Not the
same can be deduced for RRT. As the considered speed increased the success rate dropped. For Scenario
2 the success rate dropped to a minimum of 57% at 50km/hr although the algorithm was able to generate
a path in at least 94% of the cases from low speeds up to 30km/hr. The stopping condition triggered for
all unsuccessful situations was always that the maximum allocated intermediate time was exceeded. This is
mainly attributed to the lower optimality of the RRT algorithm with respect to the A* algorithm and the fact
described earlier that the RRT algorithm considers all environmental space when generating an intermediate
path. For Scenario 1 the success rate drop started even at low speeds of 10km/hr increasing with increase
in speed up to 11% at the highest considered speed. A sharper drop was experienced in Scenario 3 where a
47% success rate was noted at a speed of 15km/hr dropping further to 5% at 30km/hr reaching 0 successful
run at 45km/hr. This result show that A* can be applied for all speeds considered at a resolution of 21
and maximum and intermediate time allocation while RRT can only be successfully applied for low speeds
not exceeding 10km/hr for Scenarios 1 and 2 and less than 5km/hr for Scenario 3 for a step size of 25m
for the same time constraints as A* unless the intermediate step size is increased. This situation does not
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eliminate the RRT algorithm from consideration as the amount of smoothing can be reduced reducing the
intermediate time to generate a path ultimately increasing the success rate.

C. Distance to travel per iterate (ds step)

The distance to travel per iterate is a function of the UAV speed as the distance the UAV travels in a
pre–defined time dictates the maximum allowable time to generate a path. This parameter was otherwise
set to double the distance between grid positions (A*) or double the step size (RRT). To assess the effect
of this parameter on performance, it was varied between this minimum value and the look ahead distance
(dint goal). Therefore, the distance to travel per iterate was varied from 50m to 100m in steps of 5m. The
longer the distance to travel per iterate the more intermediate time is allocated for the path planning and
smoothing algorithms. As for speed, for each considered distance for both A* and RRT algorithms the test
is performed 100 times and the mean with a 95% confidence interval is illustrated in Figure 5. A similar bar
graph representing the successful and unsuccessful runs is also illustrated in 5 (c) and (f) for A* and RRT,
respectively.
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Figure 5. Performance parameters vs. Distance to travel per iterate (ds step): (a) Path Length for A*, (b)
Computational Time for A*, (c) Success and Failure rates for A*, (d) Path Length for RRT, (e) Computational
Time for RRT and (f) Success and Failure rates for RRT for 100 iterates for each considered situation (speed and
scenario) with 95% confidence interval. (res = 21, dstep RRT = 50m, vUAV = 15km/hr, dint goal = 100m, dfactor = 0.8
and titerate max, tpath gen max are a function of the distance to travel per iterate).

As for the speed analysis, the mean and standard deviation in path length for both the A* and RRT
algorithms is independent of distance to travel per iterate (ds step) but depends primarily on scenario com-
plexity. The range of ds step considered is equivalent to the distance of three consecutive grid positions or
2 ×dstep RRT . This relatively small variation and the relatively small windows through which the planner
must pass shall theoretically have minimal effect on the path length especially in obstacle–rich environment,
as confirmed by the results of Figure 5 (a) and (d). Furthermore, as A* is more optimal, the mean path
length for A* is shorter than RRT with the difference increasing with scenario complexity as deduced in the
previous sub–section.

For both algorithms the computational time is independent of ds step although as ds step approach its
minimum value (double the distance between grid points for A* and equivalent for RRT), the computational
time decreases. This minor improvement results as the path planning task will be divided into a larger
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simpler sub–tasks. This result is more evident for Scenario 3 of the RRT algorithm since the success rate at
low ds step drops and therefore, as described earlier, the best performance results are considered in the mean
and standard deviation calculations. As deduced from literature and in line with the conclusions drawn in
the speed analysis the RRT algorithm required multiple times (4x to 10x) more time to compute a path with
respect to A* algorithm for the same conditions.

The A* algorithm was able to generate a path in all situations for Scenario 1 and in at least 97% and
98% for Scenarios 2 and 3, respectively. The maximum computational time is the stopping condition for
unsuccessful runs. Not the same can be concluded for RRT as the success rate dropped especially for Scenario
3 due to insufficient intermediate time as ds step approached its minimum value. A minor drop results for
Scenario 1 while the RRT algorithm was 100% successful for Scenario 2. The result shows that the RRT
is more computationally intensive since as ds step approach its minimum value and hence the allowable
computational time is lowest (path planning algorithm needs to generate a path in the time required to
traverse double the step size dstep RRT ), the success rate drops.

The bottleneck in the considered path planners is the computational time, especially for the RRT algo-
rithm. The analysis carried out in this sub-section shows that the distance traversed by the UAV in each
iterate will not effect the validity and optimality of the generated path and is independent of the compu-
tational time required to generate the path. From a practical point of view, reducing the dependency of
the UAV from the planner by increasing ds step, will allow more time for the planner to generate a path
improving the success rate without deteriorating the path length. Therefore the longer ds step the better.
But the latter parameter is limited by the look-ahead distance which is governed by the sensory systems and
provided that all obstacles residing between the current and future UAV positions do not cross the path line
in the time the UAV is traversing.

D. Distance between current UAV position and prospective intermediate goal point (dint goal)

The look-ahead distance defined as the distance between the current UAV position and a prospective inter-
mediate goal point is another parameter that effects the performance of the path planning algorithms. This
distance is mainly dependent upon the precision and accuracy of sensory systems available on-board a UAV
and thus can vary between different UAV models. This parameter was varied between the distance travelled
by the UAV per iterate to 150m which for the considered resolution/step size is 3 times the distance moved
by the UAV in every step. In the former case the planner will define a path that will be totally traversed
by the UAV in the next iterate while in the latter only a third of the path will be traversed. In practice the
minimum value considered can result in situations where the intermediate goal node will reside exactly in
the vicinity of an obstacle resulting in a collision into a no solution in the next iterate as no look–ahead will
be considered.

Therefore, the look–ahead distance (dint goal) was varied from 50m to 150m in steps of 10m. As for the
other two parameters, for each considered distance for both A* and RRT algorithms the test is performed
100 times and the mean with a 95% confidence interval is illustrated in Figure 6. A similar bar graph as in
the previous results representing the successful and unsuccessful runs is also illustrated in Figure 6 (c) and
(f) for the A* and RRT algorithms, respectively.

The results in Figure 6 show that the path length for A* is mainly dependent upon the scenario difficulty.
Another interesting point is that as the look-ahead distance increases the path length reduces for simple
scenarios and slightly increases for complex scenarios. For Scenario 1, an 8% difference between the lowest
and highest look–ahead distance with respect to the mean results. This difference is attributed to the fact
that the longer the look–ahead distance the lower the variation from the shortest line connecting the start and
goal points when considering also that in this scenario only an upper turn is required to pass through plane
windows. On the other hand, for Scenario 2 and 3, the lower path length results at the lowest look–ahead
distance and as the look-ahead distance increases to 3× ds step. For obstacle-rich scenarios like Scenarios 2
and 3, a maxima results at 1.5× ds step. This results since in complex scenarios the intermediate goal point
positions are very limited especially in Scenario 3 and such a look–ahead distance can offset the intermediate
goal point which in the next iterate can change drastically. If this look–ahead distance is reduced to ds step,
then the next UAV position will be the current intermediate goal point leading to very low overshoot in
complex scenarios. For Scenario 3 this drop in path length is more evident than that of Scenario 2 due to
the drop in success rate for Scenario 3 at low look–ahead distances. For Scenario 2, a drop in success rate is
exhibited at the path length maxima, which otherwise would lead a close to null maxima just as for RRT.
Furthermore, as the look–ahead increases from 1.5× → 3× ds step, the overshoot is limited as for the lower
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consider look–ahead distance case due to the reason described for Scenario 1. The reduction margin is lower
than that of Scenario 1 due to the limited free space.
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Figure 6. Performance parameters vs. Look–ahead distance (dint goal): (a) Path Length for A*, (b) Compu-
tational Time for A*, (c) Success and Failure rates for A*, (d) Path Length for RRT, (e) Computational Time
for RRT and (f) Success and Failure rates for RRT for 100 iterates for each considered situation (speed and
scenario) with 95% confidence interval. (res = 21, dstep RRT = 50m, vUAV = 15km/hr, ds step = 50m, titerate max =
12s, tpath gen max = 120s and dfactor = 0.8).

As deduced in the above analysis A* produced shorter paths with respect to RRT for all scenarios
considered and the difference in length increases with an increase in scenario complexity. As for A* in
Scenario 1, the path length decreases by 16% with respect to the mean with increase in look–ahead distance.
This result to double the drop for the same scenario in A*. In RRT intermediate goal points can reside
on any obstacle free–point on the connecting line from the current UAV position to the final goal point.
This advantage over the A* which is limited by grid positions, is more advantageous as the look–ahead
distance increases as the intermediate goal point will reside nearer to the goal central horizontal area at the
end of which is the final goal point, limiting overshoot especially for simple scenarios. For Scenario 2, just
as Scenario 1 a lower drop of 6% was recorded due to a more obstacle–rich environment with decreasing
path length with increase in look-ahead distance with the same maxima occurring at 1.5 × ds step for the
same reasons described for A*. Similarly for Scenario 3, the same maxima is exhibited but the drop at low
look–ahead distance is lower with respect to A*, confirming that the drop in success rate for A* in Scenario
3 is responsible for a reduction factor in path length at low look–ahead distances.

The computational time for both A* and RRT algorithms mainly depends upon the scenario complexity
although for RRT Scenarios 1 and 2 yield almost the same result as more smoothing iterates are required in
Scenario 1 with respect to Scenario 2, as the latter limits smoothing due to the obstacle–rich environment.
The computational time difference between A* and RRT is the same as described earlier with A* superseding
RRT in all scenarios. The variation in computational time with respect to look–ahead distance can be
approximated by a parabola for all scenarios in both path planning algorithms. For A* a local minima
in computational time is exhibited between 80m and 90m for all scenarios, whilst for RRT the lowest
computational time is exhibited at 90m, 90m and 110m for Scenarios 1 to 3, respectively.

The success rate for A* is 100% for 90m in all scenarios. For Scenario 1, the success rate remains 100%
for look–ahead distance larger than 70m dropping by 2% for the lowest considered resolution. For Scenario
2, a 10% unsuccessful rate results at a look–ahead distance of 70m with all other situations exhibiting an
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unsuccessful rate of 5% or less. This occurs at the maxima of path length for this particular scenario. For
Scenario 3, an unsuccessful rate of less than 8% is exhibited is for look–ahead distances greater than 80m.
For lower look–ahead distances the success rate drops to 40%. The maximum time was exceeded in all
unsuccessful runs. For RRT in the first Scenario the success rate varies between 74% at 100m (dint goal)
to 92% (dint goal). For Scenario 2, the success rate varies from 97% to 100%. For Scenario 3, the success
rate varies from 78% at 150m (dint goal) to 61% at 120m (dint goal). The maximum allowable intermediate
time was exceeded in all unsuccessful runs. In conclusion, between 90m and 100m both the A* and RRT
algorithms exhibited the best results.

From the path length, computational time and success rate results it can be concluded that the optimal
look-ahead distance for both algorithms for the considered scenarios, resolution/step size and speed shall be
1.8× → 2× the distance moved per iterate. In other words, the planner shall ideally define an obstacle–free
position two steps from the current position with knowledge of the environment within this distance.

E. Maximum Intermediate time (titerate max)

The maximum intermediate time is the maximum time allocated for a path to be generated from the current
UAV position to an intermediate goal point. As defined in Table 1, it is mainly dependent upon speed, the
distance moved between iterates ds step and the computational power onboard the UAV. From the results in
Sections B to D, it can be concluded that this parameter is the bottleneck, especially for RRT in complex
scenarios. Therefore, to further assess the effect of this parameter in performance it was varied between
3m and 12m in steps of 1m. These values were defined in line with the minimum and maximum values
defined in Table 1 assuming a constant speed of 15km/hr and the distance moved per iterate of double the
distance between grid position or step size for A* and RRT, respectively, that is 12m. Figure 7 illustrate
the mean test results for 100 runs with a 95% confidence interval. A similarly framework as in the previous
subsections was utilised to represent path length, computational time and success rate for both the A* and
RRT algorithms.

Results of Figure 7 (a) and (d) confirm the results described earlier that the path length is mainly
dependent upon the scenario complexity and that the A* algorithm outperformed the RRT algorithm with
the difference increasing with scenario complexity. Similarly for Figure 7 (b) and (e), the same conclusions
as above can be drawn, with the A* outperforming the RRT in all scenarios considered with the difference
increasing for Scenario 3.

The main scope of this analysis is to define the lowest intermediate time that shall ensure that the UAV has
time to generate an intermediate path in real time for all considered scenarios. The maximum intermediate
time was defined based on real UAV parameters for a nominal speed and using an off–the–shelf processor.
This parameter is directly proportional to the distance moved per iterate and inversely proportional to the
UAV speed. Therefore when increasing the maximum allowable intermediate time either the UAV speed is
decreased or the distance moved per iterate is decreased or both. The effect of each of these parameters on
path planning performance was already described in their respective sub–sections. Usually the UAV speed is
defined by application and therefore its range is restricted. The lower limit of the distance moved per iterate
is limited for the resolution/step size and if resolution increases so that the former parameter decreases, the
computational time will increase due to larger resolution for A*. The limitation for RRT, a sampling–based
algorithm is not that direct although the shorter the step size the more computational demand is required
to generate a path for the same distance.

For the A*, for the considered resolution/step size, speed, distance travelled per iterate and look–ahead
distance, the planner was never limited by the allocated intermediate time. The low unsuccessful runs (≤ 3%)
results since the maximum time to generate the path was exceeded and not the intermediate time was not
enough. Therefore, the defined maximum intermediate time limit can be further reduced from 12s for all
scenarios possibly allowing the UAV to increase its speed and/or increase in resolution.

Not the same can be concluded for RRT that was able to generate the path in less than 35% for the
maximum considered intermediate time allocation in Scenario 3. For Scenario 1, at least 11s are required to
achieve a success rate greater than 90% while for Scenario 2, at least 4s are required to achieve a 90% success
rate. For the considered speed of 15km/hr and ds step = 50m the maximum intermediate computational
time is 12s. This shows that for Scenario 3, the intermediate time must be increased by multiple factors,
to achieve a success rate of 100%. For Scenario 1, this limit must be increased to a higher value by either
decreasing the speed of decreasing the RRT step size with the latter leading to counter effects of increasing
computational time. For Scenario 2, the limit under analysis can remain the same for the considered speed,
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distance moved per iterate and RRT step size.
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Figure 7. Performance parameters vs. Maximum Intermediate Time Allocated (titerate max): (a) Path Length
for A*, (b) Computational Time for A*, (c) Success and Failure rates for A*, (d) Path Length for RRT, (e)
Computational Time for RRT and (f) Success and Failure rates for RRT for 100 iterates for each considered
situation (speed and scenario) with 95% confidence interval. (res = 21, dstep RRT = 50m, vUAV = 15km/hr, ds step =
50m, dint goal = 100m, dfactor = 0.8 and tpath gen max is a function (×10) of the maximum intermediate time
allocated).

F. Maximum time to generate a path (tpath gen max)

This parameter is a function of the length of the path from start to goal. In the previous test analysis,
this parameter was arbitrary defined at 10× the maximum intermediate time irrespective of the scenario
difficulty. Such value will discriminate against longer paths. In fact, for this considered nominal value for
all considered runs, only a small percentage of runs for Scenario 3 were stopped due to this maximum time
exceeded limitation. Although this parameter can be defined as a function of the number of intermediate
path generations, it could result that the path planning algorithm may waste time venturing around prior
arriving to the goal. Moreover, the allocated time to reach a goal may be defined by the application.
Therefore to define the best value for each Scenario this parameter was varied between 2× and 20× the
maximum intermediate time (titerate max) in steps of 2. This implies that the masximum total time to
generate a path was varied between 24 and 240 seconds. As in all other situations, Figure 8 illustrate the
mean test results in terms of path length, computational time and success rate for 100 runs with a 95%
confidence interval for both A* and RRT algorithms.

As concluded in all the previous analysis, results of Figure 8 (a) and (d) confirm that the path length is
mainly dependent upon the scenario difficulty with the A* algorithm outperforming the RRT algorithm in
all scenarios with the percentage difference in path length increasing with scenario difficulty. Similarly, as
can be deduced from Figure 8 (b) and (e) the computational time is lower for A* with respect to RRT, for
the respective scenarios, with the major difference of multiple times present for Scenario 3.

As previously, the main scope of this analysis is to define an adequate maximum time for the UAV to
reach the goal point in view of a real time implementation. This parameter is dependent on a number of
unrelated or inter–related and bounded or unbounded parameters namely scenario complexity, UAV speed,
allocated, computational power, allocated intermediate time and the distance moved per iterate, assuming
that the sensory system update rate is much higher than the allocated intermediate time. Therefore this
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parameter must be chosen in view of these relationships and other external constraints such as a user defined
maximum mission length.

For the A* algorithm, Scenario 1 was successful in all considered instances of maximum time allocation.
This implies that for simple scenarios the A* algorithm can generate multiple path segment in 1×titerate max,
reaching the goal in less than 1 second. For Scenario 2, 5% of runs were unsuccessful since the total time
was exceeded prior finding a solution. From Figure 8 (b), the upper bound in computational time never
exceeded 8s and therefore it can be concluded that the A* will not be able to reach the goal irrespective of
the allocated total time which in the lowest case was 2× the highest computational time recorded. Similarly
the same conclusions can be drawn for Scenario 3 although the unsuccessful rate is only 2% maximum.
Although these values are low, A* could not guarantee a 100% solution for complex scenarios. This confirms
theory that claims that A* does not offer a guarantee of solution.48

For the RRT algorithm, the success rate improved as the maximum time to generate the path increases
from 24s to 240s. For Scenarios 1, 2 and 3 the success rate improved from 84% to 95%, from 83% to 100%
and from 0% to 72%, respectively. These results confirm that the RRT algorithm is computational intensive
especially in complex scenarios. Furthermore, if the allocated time is greater or equal 36s, the maximum
intermediate time limitation is triggered and not the parameter under review. Besides Scenario 2, although
for Scenario 1 and 3 an improvement is present 5% and 28% of the runs, respectively remain unsuccessful
and does not decrease further unless the intermediate time is increased further.
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Figure 8. Performance parameters vs. Maximum Total Time Allocated (tpath gen max): (a) Path Length for
A*, (b) Computational Time for A*, (c) Success and Failure rates for A*, (d) Path Length for RRT, (e)
Computational Time for RRT and (f) Success and Failure rates for RRT for 100 iterates for each considered
situation (speed and scenario) with 95% confidence interval. (res = 21, dstep RRT = 50m, vUAV = 15km/hr, ds step =
50m, dint goal = 100m, dfactor = 0.8 and titerate max = 12s).

In conclusion although the maximum allowable time to reach the goal was increased, neglecting real–time
constraints, a solution cannot be guaranteed for all scenarios for both algorithms, although a minimum of
95% success rate was recorded for A* for all situations considered and the maximum time exceeded condition
was never triggered beyond 4× tpath gen max for all scenarios in RRT. Furthermore it can be concluded that
for both A* and RRT at 6× and above, the maximum allowable time to reach the goal has minimal to low
effect on performance for the considered parameters listed in the caption of Figure 8 which were defined
after respective analysis.
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G. Distance reduction factor (dfactor)

The distance reduction factor is a parameter utilised to re–evaluate the distance from the current UAV
position to the next UAV position and from the current UAV position to an intermediate goal position as
both may reside on an obstacle. When the next UAV position is defined this position is not on an obstacle
as this point is selected on the path from the current UAV position to an intermediate goal point. But
when the ripple reduction algorithm is applied, the current UAV position may reside on an obstacle. When
the intermediate goal node is defined based on a look–ahead distance from the current UAV position, such
point can reside on an obstacle. The excessive reduction of both distances can lead to longer computational
time to generate a path as shorter path segments are generated and/or situations in which the UAV and
the goal point will remain in the same position. On the other hand, too low reductions will also increase
computational time as each reduction needs to be checked each time. Therefore, to best define this value this
parameter was varied between 0.5 to 0.95 in steps of 0.05 and applied the tests on the same test platform as
in the previous sub–sections. Figure 9 illustrate the mean path length, computational time and success rate
test results for both A* and RRT algorithms.
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Figure 9. Performance parameters vs. Distance Factor (dfactor): (a) Path Length for A*, (b) Computational
Time for A*, (c) Success and Failure rates for A*, (d) Path Length for RRT, (e) Computational Time for
RRT and (f) Success and Failure rates for RRT for 100 iterates for each considered situation (speed and
scenario) with 95% confidence interval. (res = 21, dstep RRT = 50m, vUAV = 15km/hr, ds step = 50m, dint goal = 100m,
titerate max = 12s and tpath gen max = 120s).

Results in Figure 9 (a) and (d) show that the path length is mainly dependent upon the scenario com-
plexity and independent of the distance factor parameter for both algorithms. This implies that irrespective
of the reduction in length of path segments, in the case where the new intermediate goal point or current
UAV position reside on an obstacle, the path length shall not increase.

As the distance factor approaches unity the computational time shall increase as the algorithm is required
to consider more points in the line connecting the current and future UAV position and/or the current and
future intermediate goal points. For all scenarios in A*, an exponential increase in mean computational
time with multiple increases in confidence interval is exhibited at different values of distance factor, namely
0.85, 0.65 and 0.6 for Scenarios 1 to 3, respectively, with Scenario 2 exhibiting the largest (> ×3) increase.
This results impose the need to best define this parameter based on the different parameters considered and
the scenario in which the algorithm is required to operate. Furthermore, Figure 9 (c) shows that at certain
instances of distance factor namely, 0.55, 0.8 and 0.95 the A* algorithm is 100% successful. Therefore, this
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show that A* can offer a high success rate of 98% or better for the parameters considered if the distance
factor is attentively selected.

For the RRT algorithm, the computational time is unaffected with the distance factor as can be deduced
from Figure 9 (e). As the RRT algorithm is a sampling based algorithm the environment is not quantised
and therefore the possibility of the new UAV position residing on an obstacle after the movement function
is computed is not applicable if a fixed obstacle environment is assumed. Not the same can be concluded
for the A* algorithm. Only the possibility that the new intermediate goal position will reside on an obstacle
remain. As obstacles are planes with 2 dimensions a slight deviation on the line connecting the current UAV
position to the final goal position will eliminate this conflict. Therefore in the case of RRT only one step will
be required irrespective of the distance deduction (through the dfactor parameter) will be enough to produce
an obstacle–free intermediate goal point. Therefore, ideally a 0.95 factor shall be considered not to deviate
too much from the predefined dint goal distance.

H. Conclusion

This section analysed the results of the developed path planning algorithm defined in Section IV in terms of
UAV speed, distance to travel per iterate, distance between current UAV position and prospective interme-
diate goal point, maximum intermediate time, maximum total time and distance factor for both algorithms
in all 3 defined scenarios. Results show the strongholds and shortcomings of both algorithms as each of
the above mentioned parameters is varied keeping other parameters constant. Furthermore, through this
analysis guidelines for the definition of empirical values for the analysed parameters were set out. These
empirical values can be overwritten in view of user–defined and external demands such as UAV speed.

VII. Conclusion and Future Work

The aim of this paper was to develop a platform to assess the validity of the two most utilised path
planning algorithm (A* and RRT) in view of 3D UAV path planning in real–time. Literature highlight
the importance of real–time path planning for autonomous 2D systems.23–25 UAV have to manoeuvre in
complex, dynamic environments and therefore the need for real–time path planning is a must. Both path
planning algorithms with a common smoothing algorithm were tested in 3 different scenario with varying
complexity. Real–time path planning is governed by a set of user–defined parameters such as speed and time
to reach the goal node, system–defined parameters such as look–ahead distance and computational power
and internal constants such as resolution/step size and the distance reduction factor. The effect of the salient
parameters on performance was assessed and analysed.

Results showed that the A* algorithm outperformed the RRT algorithm in both path length and compu-
tational time for all scenarios considered, with the difference increasing with scenario complexity. Also the
A* was successful by more than 90% in all tests for all scenarios considered provided the look–ahead distance
is at least double the distance moved per iterate. Oppositely, the RRT algorithm resulted in a lower success
rate owing primarily to the longer computational required to produce paths from the current UAV position
to an intermediate goal point. The analysis presented in Section VI outline the best empirical values for
each considered parameter if such parameter is not restricted by user demands or hardware limitations. In
a nutshell, this analysis showed that both algorithm can be applied in real–time with different a success rate
even up to 90% for all scenarios considered. It is up to the designer of the real–time 3D UAV path planning
system to decide the best configuration for the requested task/s based on the analysis of Section VI.

This work can be utilised in the future to configure a real UAV for autonomous 3D UAV movement in
indoor obstacle–rich environment emulating the considered scenarios. The implementation can be extended
to outdoor environments where other factors such as wind and rain may influence the dynamics and sensory
systems onboard the UAV. Furthermore, the performance of the real–time A* and RRT algorithm with
moving obstacles is an area that will further assess the robustness of the developed real–time algorithm. The
future trajectory, size and speed of such moving obstacles may be known, known with a certain degree of
uncertainty or totally unknown to the path planning algorithm.
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