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Abstract

This work is focused on environmental monitoring and learning of unknown field by
Gaussian Process (GP) in Multi-agent Systems (MAS). The two main problems are how
to develop fully-distributed and robust algorithm to (1). optimize GP hyperparameters,
and (2). aggregate GP predictions from agents.

The state-of-the-art distributed GP hyperparameter optimization algorithm is prox-
imal alternated direction method of multipliers (pxADMM), which requires a center
station in MAS. Based on pxADMM, two fully-distributed algorithms, pxADMMfd and
pxADMM∗

fd, are proposed so that the center station is no longer needed. Asynchronous
behavior is also introduced into the proposed algorithms to deal with heterogeneous
processing time of agents.

Current aggregation methods are classified based on whether datasets are inde-
pendent. Under independence assumption, PoE and BCM families of methods are
distributed by applying discrete time consensus filter (DTCF), which is proposed to be
replaced by primal-dual method of multiplier (PDMM) for faster convergence. Without
independence assumption, the Nested Pointwise Aggregation of Experts (NPAE) can be
distributed by NPAE-JOR in complete graph with high flooding overhead. We propose
fully-distributed CON-NPAE in connected graph to eliminate flooding overhead.

Simulation results show that the proposed hyperparameter optimization algorithms
are fully-distributed at a cost of 2 to 4.5 times more iterations compared to pxADMM.
The fully-dsitributed PoE and BCM based methods are accelerated, and the fully-
distributed CON-NPAE makes comparable aggregations as NPAE without flooding
overhead. Future work will be focused on the theoretical convergence analysis of
pxADMM∗

fd, the effect of network structure on CON-NPAE and new type of distributed
NPAE based on inducing points.
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Introduction 1
D

istributed algorithms in distributed systems are promising solution to many real
world applications, e.g., environmental monitoring. In this thesis, the focus is

on the algorithm for environmental monitoring in multi-agent systems (MAS). In this
chapter, basic introductions and problem statement of the thesis project are introduced
in Section 1.1. Some necessary preliminaries are explained in Section 1.2. The datasets
and simulation setting are introduced in Section 1.3. Contributions of this work are
briefly concluded in Section 1.4. The outline of the thesis report is shown in Section
1.5.

1.1 Background & Problem Statement

1.1.1 Multi-agent systems

Multi-agent system (MAS) consists of identical measurement and computation units
that work in distributed manner, where each agent is called an agent. The agents are
able to communicate with other agents (or possibly a center station) inside the largest
range of communication. Examples of agents include drones, satellites, robots, cars,
etc. A specific realization of MAS can also be called a distributed multi-agent network
that can be described by graph as explained in Section 1.2.2.

1.1.2 Environmental monitoring

MAS can be deployed for various kinds of applications, e.g., source seeking [3], en-
vironmental monitoring [4, 5], Geographical Information Systems modeling [6], signal
strength mapping [7], etc. In this work, we specifically focus on the environmental mon-
itoring of unknown spatial fields. As an example, mobile agent network [8] is applied
to measure oceanic environmental variables(temperature, flow, biological variable, etc.)
so as to better model and understand the ocean on the topic of ecosystems and climate.

The environmental monitoring task learns and reconstructs an unknown field of in-
terest from measurements taken in it. The task can be considered as finding a hidden
function describing the underlying environment, which is usually called regression prob-
lem. To learn the continuous hidden function based on discrete measurements, a data
model defining the behavior of function is firstly assumed and built, after which the
exact function is learned from the observed data. Measurement model describing the
relationship between hidden function and observed values can also be applied. There
are various models for the regression problem, among which the Gaussian Process is
chosen.

Gaussian Process (GP) is a non-parametric stochastic process that can be used
to describe functions or signals from a probabilistic perspective, in which any finite
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collection of input points follows a multi-variate Gaussian distribution. As the data
model defined by GP, the unknown environmental field can be learned through finding
posterior distribution. As a non-parametric model, GP has the characteristic of high
flexibility and robustness, but also has high computational complexity. More details
about the GP and motivation of choosing it are introduced in Chapter 2. In MAS,
problem arise on how to apply Gaussian Process in a distributed manner, or even
fully-distributed situation that does not require assistance from center stations.

1.1.3 Problem statement

In this work, there are two problems to be studied so as to extend and improve Gaussian
Process based environmental monitoring in MASs.

1. In MASs, how to train Gaussian Process models, i.e., learning hyperparame-
ters from sampling points in the unknown fields, for environmental monitoring
applications in a fully-distributed manner that does not relies on center station.

2. Based on the sampled data points, how does a MAS with distributed Gaussian
Process models predicts the unknown field with an compatible accuracy to the
full Gaussian Process.

1.2 Preliminaries

1.2.1 Notation

The list of acronyms and nomenclatures are included before the start of this Chapter.

By default, a vector is oriented vertically and denoted by boldface lowercase English
or Greek letters, and a matrix is denoted by boldface English or Greek capital letters.
A set of variables am with m ∈ 1, 2, · · · ,M can be denoted as {am}Mm=1. If the indices
for a can be described by a set, e.g., S, then the equivalent notation is {am}m∈S .

A set of real numbers forming 1 dimensional Euclidean space is denoted as R, for
which the D dimensional case is denoted as RD. The sets for positive and negative real
number are respectively denoted as R+ and R−.

1.2.2 Graph model

A graph can be used to model the network structure of MAS, and the basics of graph
is introduced in this section [9, Ch. 10].

Definition 1.1 (Graph). A Graph G = (V , E) consists of a non-empty set V of vertices
(or nodes), and a set E of edges (or links) between pairs of vertices.

The agents in MAS can be regarded as vertices and denoted as V , and the commu-
nication links between pairs of agents are the edges denoted as E .
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Figure 1.1: Examples of unconnected, connected and complete graphs.

Basic concepts

• Directed and undirected edge: An edge connecting a pair of vertices u and v
can be denoted as (u, v), indicating that the edge starts from u and ends at v. If
the direction matters, then the edge is a directed edge connecting a pair of ordered
vertices. If the order does not make a difference, then the edge is undirected. In
MAS, an undirected edge represent a two-way communication link between a pair
of agents.

• Directed and undirected graph: An undirected graph consist of only undi-
rected edges, while a directed graph includes directed edges.

• Simple graph: When an edge starts and end at the same vertex, it is called
a loop. A simple graph is a graph in which there is not any loop and no two
different edges connecting the same pair not vertices.

• Weighted and unweighted graph: A graph with different values assigned to
the edge is called a weighted graph. A graph in which the edges do not have
weights, or only weight 0 and 1, is called unweighted graph. In unweighted graph,
0 and 1 respectively means the disconnection and connection of an edge. In MAS,
edges with weights 0 and 1 respectively means the nonexistence and existence of
communication links between agents.

• Complete graph: A complete graph is a simple undirected graph in which each
unique pair of vertices is connected by one edge. A MAS with network structure
as complete graph is be called complete network. An example of complete graph
with 6 nodes is shown in Figure 1.1c.

• Connected graph: A path is a sequence of edges starts from a vertex in the
graph and travels from vertex to vertex. The path can end at the same vertex. A
connected graph is a graph in which there is always a path between any pair of
vertices. A MAS with network structure as connected graph is called connected
network. In a connected network, if the information can be passed through agents,
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then the information sent from any agent in the network can always be received by
any other agents. Examples of unconnected and connected graphs with 6 agents
are shown in Figure 1.1a and 1.1b.

• Neighbors and neighborhood: For nodes u and v connected by undirected
edge (u, v), they are neighbors of each other. For set containing all the neighbors
of an agent m, it is called neighborhood of agent m and denoted as N (m).

Without specific indication, all the networks in this work are undirected, unweighted
and connected.

Graph representation

• Adjacency matrix: The adjacency matrix A of graph G = (V , E) with M
vertices is an M ×M matrix with each entry the value 1 or 0. The entry A[m,n]

at position (m,n) is given by

A[m,n] =

{
1 if (vm, vn) is an edge of G
0 otherwise

, (1.1)

where vm, vn ∈ {vi}Mi=1 are vertices from V .

• Degree: The degree dm of a vertex vm ∈ V is the number of edges connected to it.
Degree vector d collects the degrees of all the vertices. There is d = A1 = 1TA.
The degrees can also be organized in a diagonal matrix D such that D = diag(d).

• Laplacian: The Laplacian matrix of graph is given by L = D−A. The Lapla-
cian matrix can be used to check the connectivity of graph. The second smallest
eigenvalue of L can be denoted as λ2, which is related to the convergence speed of
DTCF algorithm introduced in Chapter 4. Also, the graph is disconnected when
λ2 = 0, which can be used to check the connectivity of generated MAS.

1.3 Datasets and simulations

To construct a dataset, an underlying environmental field is first chosen or generated,
based on which the samples are taken through interpolation at points of interest. A
dataset D consists of two parts, the set of input points X and corresponding output
scalar values y sampled from underlying fields.

The generation of underlying fields is introduced in section 1.3.1, then the simulation
and sampling setting are introduced in section 1.3.2.

1.3.1 Underlying field

The datasets provide underlying rectangular 2D environmental fields with range
[rx,1, rx,2] ⊂ R on x axis and [ry,1, ry,2] ⊂ R on y axis, which can also be denoted
as [rx,1, rx,2]× [ry,1, ry,2] ⊂ R2.
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Artificial 2D Gaussian Process field This is a dataset generated according to 2D
spatial Gaussian Process with specified hyperparameters. The details of Gaussian Pro-
cess are introduced in Chapter 2. A 2D stationary Gaussian Process can be simu-
lated through generating a multivariate normal distribution with circulant embedding
method [10], which is a fast algorithm developed to utilize the good properties of Fast
Fourier transform (FFT) and multivariate normal distribution. Details of the circulant
embedding are out of the scope of this work, and the interested reader is referred to
the cited references for detailed descriptions. The code used for circulant embedding
methods is adapted from [11]. Figure 1.2 shows four examples of the generated 2D GP
fields with the same set of hyperparameters.

Figure 1.2: Examples of artificially generated 2D GP fields for simulation. The x and y axes
span the 2D input space. The z axis span the output space. The magnitudes of the output
scalar values are indicated by the colorbar.

GHRSST dataset The Group for High Resolution Sea Surface Temperature
(GHRSST) dataset [12, 13] contains daily global sea surface temperature since 2002.
For simplicity, we use Sea Surface Temperature (SST) to indicate the dataset in the
following paragraphs. The spatial resolution of the dataset is 0.01 degree in both lati-
tude and longitude. Several regions are copped as 2D field for evaluation of proposed
algorithm. Four cropped regions and their positions in the entire map is shown in Fig.
1.3.

1.3.2 Simulation and sampling setting

MAS setting MAS can be mathematically represented by an undirected connected
graph G = {V , E}, where the number of agents |V| = M . The locations XV of agents
are uniformly distributed in the range of field. The largest communication distance of
an agent is denoted as rmax ∈ R+, which is identical among the agents. The rmax is
arbitrarily chosen in a way such that the graph is connected but not complete.

Sampling points and datasets division In MAS, each agent m holds a local dataset
Dm = {Xm,ym}. Collectively, the set containing all the local datasets is called global
dataset and denoted by D.

There are two methods to generate and divide the datasets. The first one is to
uniformly sample the points inside the field, which gives the global dataset D. Then
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(a) The global SST map and the positions of selected regions

(b) Four selected regions

Figure 1.3: The global SST map and four selected regions. (a): Map of global SST: The map
shows data of global SST on 1st April 2022. Temperature values are indicated by different
colors shown in colorbar. There is no data in land areas, which are shown in Navy blue.
(b): Map of four selected sea regions: The four maps show SST data obtained from sea near
Japan, Caribbean sea, North Atlantic and Argentine Sea.

the points are randomly and equally distributed to local datasets without overlap.
The second method firstly generate the local datasets, which are then collectively

combined as global dataset. The dataset Dm for agent m is generated through uniform
sampling inside a circle around agent m with radius rm, which is called the sampling
range of agent m. The rm is assumed to be identical among agents. The points
generated outside the region of field are ignored, and makes the exact number of points
slightly different among agents. Then the global datasets is formed by the combination
of all the local datasets D = {Dm}Mm=1.

1.4 Contributions

The main contributions of this thesis project are algorithms proposed to solve the
problems stated.

• For hyperparameter optimization of Gaussian Process, two algorithms are pro-
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posed. A fully-distributed proximal ADMM algorithm is proposed to extend the
current proximal ADMM algorithm. An asynchronous version is also proposed to
speed up the convergence. Details of the mentioned algorithms are in Chapter 3.

• For distributed Gaussian Process aggregation, two algorithms are proposed. The
current fully-distributed rBCM aggregation algorithm is improved with introduc-
tion of PDMM. A fully-distributed NPAE method is proposed so that the amount
of data transferred in the network is reduced compared to current NPAE based
methods. Details of the mentioned algorithms can be found in Chapter 4.

1.5 Outline

This thesis report is structured as follows.
In Chapter 1, the basic introductions to the background and the problems are given.

Necessary preliminaries and notations are also explained.
In Chapter 2, the parametric and non-parametric models for environmental monitor-

ing are compared. It is also motivated to choose the non-parametric model, i.e., Gaus-
sian Process. Gaussian Process for regression problem is also introduced from perspec-
tives of constructing the prior model and predicting based on posterior model.

In Chapter 3, current hyperparameter optimization algorithms, both centralized
and distributed, are introduced. Fully-distributed and asynchronous versions of state-
of-the-art optimization methods are proposed. Simulations are performed and analyzed.

In Chapter 4, the current algorithms of aggregating local predictions from agents
into global predictions are first introduced. Two algorithms are then proposed to im-
prove the current methods.

In Chapter 5, discussions of the thesis project and future works are included.
Figure 1.4 shows the diagram of the structure for this work.

1.6 Conclusion

In this chapter, the following parts are introduced:

• Background and problem statements: This work is on the topic of environ-
mental monitoring in multi-agents systems with Gaussian Process.

• Notations used in this work, and preliminaries about the graph model that is
used to model MAS.

• The datasets used for simulation, and the simulation settings for constructing
MAS and generating sampling points.

• The outline of the entire report.

In the next chapter, the motivation of choosing a proper data model, i.e., Gaussian
Process, and the basics of Gaussian Process are introduced.
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Gaussian Process Regression
A Brief Introduction 2
F

or environmental monitoring, the underlying field can be modeled by Gaussian
Process (GP), which is a robust and flexible for unknown signal modeling. In

this chapter, more detailed motivation of choosing GP are discussed. Also, the prior
and posterior models for GP based regression are introduced. This chapter begins
with motivation of choosing Gaussian Process (GP) as the data model in section 2.1,
followed by introduction to the basics and properties of GP in section 2.2, including
the prior and posterior model. Some 1-D GP simulations are also presented.

2.1 Choosing data model

Let the underlying function of environmental field denoted as f(x), where x ∈ RD is
input variable. The task of learning the field is then equivalent to finding corresponding
f(x) value under given input x. To describe f(x), various data models are available
and can be classified into two groups, parametric and non-parametric model. In this
section, an introduction about parametric and non-parametric model is first given, then
the Bayesian model and its structure are introduced, which is a class of methods that
GP can be classified into.

2.1.1 Parametric and non-parametric model

Depending on whether the output value is directly associated with the input through
a set of predetermined parameters or not [14], the data model can be classified as
either a parametric or non-parametric model. Their different properties make them
suitable for different applications considering the amount of known prior information,
computational ability, data available, flexibility, etc.

In many cases, the parametric models contain sets of predefined parameters that
directly control the output values under given inputs. For example, a 1-D polynomial
model can be noted as f(x) =

∑
i=0,1,2,...

wix
i, where parameters {wi}i=0,1,2,... are called

weights. The weights directly control the output of the model at given input point.
The model is trained by finding the correct set of parameters for the given data, and
predictions can then be made by directly calculating the function value at desired input
point. Some other typical parametric models include Gaussian Mixture Models and
logistic regression. Since the entire model is mainly controlled by few parameters but
depends less on the data, a parametric model usually does not require a large dataset for
training, which brings a smaller computational intensity. Though strong assumption
gives parametric models the above advantages, it also constrains the flexibility of a
specific model being applied to other dataset. For example, the performance of linear
regression model drops drastically when applied to a dataset with quadratic pattern.
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Furthermore, the exact parametric representation for some dataset could be hard to
find, either because of the convoluted underlying physics properties or lack of prior
knowledge.

On the contrary, non-parametric models do not assume predefined parameters or
even an explicit form for the exact underlying function, but rely more on the data
to construct a model. Under simple assumptions, non-parametric models automati-
cally explore patterns from the datasets. For example, K-Nearest Neighbors classifier
explores similarities among data points based on only one hyperparameter K and a
proper distance metric, and provide good classification results in nonlinear dataset. As
for GP, it is powerful in nonlinear regression to fit complicated signals that are hard to
be parametrically modeled. Another special advantage provided by GP regression is the
prediction confidence which can be applied in explore-exploit problem, e.g., maximizing
an unknown function with high evaluation cost [15]. Though non-parametric models
provides higher flexibility, their data-dependent nature brings higher computational
complexity, which is the main drawback for large scale application.

Figure 2.1: The real underlying function shown in black line is generated by f(x) = sin( 3
1+2x2 ).

The red dots are 25 measurement points uniformly distributed across the input region [−2, 2],
for which the measurement noise follows N (0, 0.12). The non-parametric GP regressor (GPR)
is applied with the most commonly used squared exponential kernel described in Equation
(2.7) with hyperparameters {σf , l, σn} = {0.4, 0.4, 0.1}. The light green area indicates the
95% confidence interval given by the GPR. Parametric Gaussian Regression with 1,3 and 5
Gaussian components are respectively shown in red, purple and blue dotted lines.

Fig. 2.1 compares examples of parametric and non-parametric model, respectively
Gaussian fitting and Gaussian Process Regression (GPR). The non-parametric GPR
make prediction by giving posterior distribution, and only need a fixed number of 3
hyperparameters. Parametric Gaussian fitting tries to fit the data points to a summa-
tion of multiple weighted Gaussian function, for which the flexibility and number of
parameters both increase with the number of Gaussian components. The figure shows
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that GPR fit the underlying function better than Gaussian fitting. In fact, Gaussian
fitting sometimes gives similar results as GPR, but requires careful selection of Gaus-
sian components number, which requires a good knowledge of the underlying function.
On the contrary, GPR requires less information and parameter tuning to reach a even
better results.

1. In this work, systems are assumed to be operated in fields with limited prior
knowledge, thus the exact underlying physics phenomenons can be hard to decide
or parametrized. Under limited prior assumptions, non-parametric models are
more flexible and powerful in learning the pattern of the field.

2. As a Bayesian modeling methods, GP builds a prior for the data model and makes
posterior prediction based on the data. From a probabilistic view, GP provides the
confidence level of prediction, which can be further utilized by MAS as reference
for exploring the field. Structure of GP as a Bayesian Model is introduced in
section 2.1.2.

3. Without any approximation, GP has high computational and space complexity,
respectively O(N3) and O(N2), where N is the number of data points. However,
under a distributed setting in MAS, the dataset naturally can be divided and
assigned to different agents, on which the number of data points to be processed
is less. By simply dividing the dataset to M agents, the computational and space
complexity can be respectively reduced to O(N

3

M2 ) and O(N
2

M
), which is already a

good start for further optimization.

2.1.2 Bayesian Modeling

Rather than assuming certain values for function, Bayesian modeling is a probabilistic
model that regards all the signals involved, either input or output, as random variables.
Bayesian modeling relates several parts of the systems based on Bayes’ theorem

p(A|B) =
p(B|A)p(A)

p(B)
, (2.1)

where A,B are the event or random variables, p(A|B) and p(B|A) are respectively
posterior and likelihoods of A regarding B. p(A) and p(B) are known as either marginal
or prior probability. In the application of non-parametric regression, the structure can
also be written with regards to the function, observations and hyperparameters [16]
given by

[Func.,Hyperpar.|Observ.] ∝ [Observ.|Func.,Hyperpar.]

[Func.|Hyperpar.] [Hyperpar.] ,
(2.2)

where Func., Hyperpar. and Observ. represent function, hyperparameters and obser-
vations respectively. For regression, a prior for function and hyperparameters is first
proposed, after which data points are used for calculating the posterior distribution.
The prior and posterior distribution of GP are discussed respectively in section 2.2.1
and 2.2.2. The hyperparameters can also be optimized to best fit the given datasets,
which will be discussed in detail in chapter 3.
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2.2 Gaussian Process regression

Gaussian Process can be applied to solve either regression or classification problems,
both of which can be regarded as approximating function. In regression problem,
prior, likelihoods and posterior are all Gaussian, thus making GP for regression more
analytically tractable than that for classification, which involves non-Gaussian discrete
output [17, Ch.3]. In this section, GP for regression is introduced. The prior data
model of GP is first defined, then prediction based on posterior distribution is given.

2.2.1 Prior model

As a Bayesian model, GP assumes a probabilistic model for the underlying function,
such that the function is not modeled by a deterministic curve but a random process.
The definition of GP is given by the following [17, pp.13].

Definition 2.1 (Gaussian Process). A Gaussian Process is a stochastic process with
every entry following Gaussian distribution, of which any finite collection follows a
multi-variate Gaussian distribution.

When there is an infinite number of points covering the input region, GP can be used
to characterize the distribution of a continuous function, i.e., the underlying function
f(x). Similar to single Gaussian distributions, a GP can be characterized by mean
function µ(x) and covariance function k(xm,xn), and denoted as

f(x) ∼ GP (µ(x), k(xm,xn)) , (2.3)

where xm and xn indicate any pair of input variables. The prior model actually describes
an infinite number of possible functions with defined probabilistic properties. Plot (a)
in Fig. 2.3 shows some possible realizations of the same GP. The mean function µ(x) is
usually set to zero when knowledge of the underlying function is limited, but can also
be set to a specific function to incorporate more prior information. The kernel function
k(xm,xn) describes the correlation of a pair of input variables, for which various choices
make GP suitable for function with different properties.

To study GP with noisy dataset, a measurement model is first built as

y = f(x) + w(x), (2.4)

where w(x) ∼ N (0, σ2
n) is the additive white Gaussian noise (AWGN) with σn ∈ R

the noise variance. To train a GP, some measurements are taken in the unknown
field under the measurement model. A training set with N data pairs is denoted by
D = {xn, yn}Nn=1, where xn ∈ RD, yn ∈ R and D is the input dimension. The set of

input points is denoted as X = {xn}Nn=1, and the set of corresponding observed values is

y = {yn}Nn=1. Since the number of data points in real application is finite, a zero-mean
GP is realized through building a zero-mean multivariate normal distribution, which
can be denoted as

y ∼ N (0,K), (2.5)
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where K is covariance matrix generated by

K =


k(x1,x1) k(x1,x2) · · · k(x1,xN)
k(x2,x1) k(x2,x2) · · · k(x2,xN)

...
...

. . . · · ·
k(xN ,x1) k(xN ,x2) · · · k(xN ,xN)

 . (2.6)

The kernel function describes the correlation between the random input variables. In
the environmental monitoring application, the signals are usually smooth and contin-
uous ones that are suitable for the application of squared exponential kernel, which is
also called Radial Basis Function (RBF) kernel. The kernel imposes a smooth relation-
ship such that two input variables are more correlated when they are closer to each
other. The RBF kernel is given by

k(xm,xn) = σ2
f exp

[
−1

2
· (xm − xn)

T Σ−1 (xm − xn)

]
+ σ2

nδ(xm,xn), (2.7)

where the prior variance σf controls the maximum covariance allowed. For data that
varies in a wide range in the output domain, σf should be large enough. Fig. 2.2a
and 2.2b compares some GP realizations with different σf . Characteristic lengths
Σ = diag (l21, l

2
2, · · · , l2D) are related to the effective range of the kernel. A larger ld

in dimension d makes a pair of input points stay correlated in a longer distances. Fig.
2.2a and 2.2c compares examples of GP with different l values. Collectively, prior
variance and characteristic lengths can be denoted by θ = {σf ,Σ}.

Figure 2.2: Comparison of RBF kernel with different hyperparameter set and Matérn kernel

RBF is actually a special case of a more generalized class of kernel called Matérn
kernels, which is argued as a better choice for modeling certain physic phenomenons
due to its finite differentiability [18, pp.70]. However, since RBF kernel has already
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shown good results in some artificial and real dataset, methods in this work are still
developed and tested based on RBF kernel. Fig. 2.2d shows some realizations of GP
with Matérn kernel.

2.2.2 Posterior prediction

With the prior model established under hyperparameter set θ, finding the underlying
function is equivalent to finding posterior distribution

p(f∗|D,θ), (2.8)

where f∗ is the unknown function to be learned. In real application, the regression can
be down by recursively performing pointwise prediction of unknown value y∗ at x∗ in
the region of interest. According to GP definition, the new dataset D∗ = {D, {x∗, y∗}}
also follows a multi-variate Gaussian distribution, of which the covariance matrix is an
extended matrix based on K given by[

y
y∗

]
∼ N

(
0,

[
K KT

∗
K∗ K∗∗

])
(2.9)

, where K∗ = Cov(y∗,X) and K∗∗ = Cov(y∗, y∗) are given by

K∗ = [k(x∗,x1), k(x∗,x2), · · · , k(x∗,xN)] ,

K∗∗ = k(x∗,x∗).
(2.10)

Under Bayesian model, prediction is down by finding the posterior distribution, i.e., the
conditional probability p(y∗|y,x,θ), or p(y∗|D) for simplicity. According to the defi-
nition of GP, this conditional probability also follows the Gaussian distribution [19,
pp.337-339], which is given by the posterior

p(y∗|D) ∼ N
(
K∗K

−1y,K∗∗ −K∗K
−1KT

∗
)
. (2.11)

With posterior known, the optimal estimation of y∗ would then be E {y∗|D}, which
is equivalent to an MMSE or MAP estimator. The predictor of posterior mean value
is denoted by µ(y∗|x∗,D), which can also be denoted as µ in short. Similarly, the
posterior variance is denoted by σ2(y∗|x∗,D), or σ2 in short. The range of variance is
σ2 ∈ [0, σ2

∗∗], where σ2
∗∗ is the prior variance. The variance can be used to indicate the

certainty of prediction, for which a minimum value means the most confident prediction,
and maximum value indicates totally uncertain prediction.

An example of applying GPR to a toy dataset with zero measurement noise is shown
in Fig. 2.3. Some possible process under the prior model without training dataset are
shown in Fig. 2.3a, which shows that most function outputs fall in the range of 95%
confidence interval. Fig. 2.3b shows the GPR results with 1 known data points. Since
the measurement is noiseless, the known point makes the best prediction, the green
line, at that point the value of known point. The corresponding prediction variance
around the known point is very low, which means high confidence. As predicted points
move outside the characteristic length, the best estimation and variance fall back to the
prior distribution since no observation is available. Fig. 2.3c and 2.3d shows the GPR
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Figure 2.3: 1-D GPR with increasing number of training points under hyperparameter set
θ = {σf , l} = {1, 0.5}

.

results with more known points added into the training dataset. Similarly, the GPR
is more confidence about the prediction at places with known points than the regions
without. It should be noticed that, though the green line is the optimal function,
GPR actually also allows the possibility of other functions, shown in gray lines. With
more and more known points added to the region of interest, the prediction confidence
would be increasingly high, revealing the fact that GPR is a data-dependent Machine
Learning method.

2.3 Conclusion

In this chapter, the motivation of applying Gaussian Process for distributed environ-
mental monitoring and basics of GP are introduced.

• Motivation: Advantage and disadvantage (section 2.1.1)

– A GP is a non-parametric model that has the advantage of high robust-
ness, flexibility and low reliance on prior knowledge, which is suitable for
the unknown environmental field monitoring task.

– GP has the disadvantage of high computational complexity because of its
data-dependent nature. This drawback can be alleviate through distribution
in MAS.

• Gaussian Process regression:

– GPR is based on Bayesian Modelling, which constructs the data model as a
prior model (i.e., GP), and predicts through posterior model based on
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observations (Equation (2.2), Figure 2.3).

– The high computational complexity mainly comes from large matrix in-
version. (Equation (2.11))

– The performance of GP on different datasets is affected by hyperparame-
ters (Figure 2.2), which need to be optimized before prediction.

In the next chapter, GP hyperparameter optimization and its distribution are in-
troduced.
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Distributed GP
Hyperparameter Optimization 3
A

lthough GPR is claimed to be a non-parametric method, this is only true for
the data model, which means there is no obvious parameter controlling the data

model, e.g., weights for linear model. Hyperparameters still exists in kernel (e.g., the
characteristic scalar, largest variance, etc.) , and need to be optimized in training stage
of GPR. A proper setting of hyperparameters can largely improve the performance of
GPR, while a bad one may result in large error, so careful tuning is important for a
good GPR. Finding the best set of hyperparameters for the given dataset is termed as
hyperparameter optimization (or model selection).

In section 3.1, some centralized GP hyperparameter optimization algorithms are
introduced, including cross-validation and Bayesian model selection. The Bayesian
model selection is chosen as the method to be distributed, for which some existing
methods are introduced in section 3.2. Some improved algorithms are explained in
section 3.3. Finally, simulation results of several selected methods are compared and
discussed in section 3.4.

3.1 Centralized GP hyperparameter optimization

3.1.1 Motivation

As shown in Figure 2.2, the characteristics of GP realizations vary with the change
of hyperparameters set or kernel function. From the view of Bayesian Modeling, the
hyperparameters affect the prior model for the underlying function, which eventually
influence the posterior distribution and the prediction performance. Figure 3.1a shows
an example of posterior distribution being affected by the hyperparameters.

The hyperparameters optimization methods tries to find the best set of hyperpa-
rameters for the given datasets, which, equivalently speaking, finds the most possible
prior data model. Two centralized methods are introduced in [17, Ch. 5], i.e., cross-
validation (CV) and Bayesian model selection (BMS). In this section, these methods
are briefly introduced, and reasons of choosing BMS is also explained.

3.1.2 Cross-validation

Cross-validation is a widely used methods for evaluating the performance of machine
learning algorithms. In the most simple Holdout case, the global dataset D is divided
into two non-overlapping subsets, including a training set DT = {XT ,yT} and a vali-
dation set DV = {XV ,yV }. In the example of GP hyperparameter optimization, a GP
model is first trained based on DT with covariance matrix KT (θ), after which values
at input points XV are predicted as ŷV . A cost function HCV (yV , ŷV ) is then applied
to measure the differences between the validation output values and predictive means,
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Figure 3.1: (a). The figure shows two different regression results under two hyperparameter
sets with different characteristic lengths l. (b). The figure shows the contour lines of the
scaled negative Log-likelihood based on the dataset shown in the left figure. The values of the
contours are indicated by the colorbar. The triangle indicates the lowest points among the
examined hyperparameters sets, and corresponds to the optimal sets for the given dataset.

for which widely-used choices include squared error [20] and predictive log probabil-
ity [17, pp. 116]. To find the best hyperparameter set, the cost function is minimized
with respect to θ.

In a more robust K-fold CV case, the global dataset is divided into K non-
overlapping subsets {Xk,yk}Kk=1. For the k-th iteration of K-fold CV, the validation
set is chosen as DV,k = {XV,k,yV,k}, and corresponding training set DT,k = D\DV,k,
which is the complementary set of DV,k with respect to D. With predictive means ŷV,k,
the k-th cost function is HCV,k (yV,k, ŷV,k). The global cost function is formulated as

HCV (yV , ŷV ) = 1
K

K∑
k=1

HCV,k (yV,k, ŷV,k) and minimized to find the optimal θ. When

K = N , the special case of K-fold CV is called Leave-one-out cross-validation (LOO-
CV), which brings more robust solution in the cost of higher computational demands.

3.1.3 Bayesian model selection

A hierarchical structure is used for optimizing regression models in [17, Sec. 5.2].
The model describes a probabilistic model for parameter, hyperparameter and model
selection with three levels of posterior, likelihood and prior. Model selection based on
this structure is called Bayesian model selection. For GP hyperparameter estimation
with type of kernel known, the posterior over hyperparameter is

p (θ|y,X) =
p (y|X,θ) p (θ)

p (y|X)
, (3.1)

where p (θ) is the hyper-prior distribution, θ is the hyperparameter set, X contains the
input points, and y contains the output values. The normalizing constant is given by

p (y|X) =

∫
p (y|θ) p (θ) dθ. (3.2)
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To find the best set of hyperparameters given training data, a MAP estimator can be
applied to maximize p (θ|y,X). Suppose that we do not know prior information about
the distribution of θ, the problem can be equivalently solved by an ML estimator
maximizing p (y|X,θ).

Under GP model, marginal likelihood is given by

p (y|X,θ) = (2π)−
n
2 · |K(θ)|−

1
2 · exp

(
−1

2
yTK−1 (θ)y

)
, (3.3)

where position (i, j) of K (θ) is calculated by Equation (2.7) under a given set of
θ = {σf ,Σ}. The log-likelihood is then given by log p (y|X,θ) = −1

2
yTK−1 (θ)y −

1
2
log |K(θ)|− n

2
log 2π. Then, the problem can be equivalently formulated as minimizing

the negative log-marginal likelihood (NLML) l(θ) as follow

P0 : min
θ

l(θ) = yTK−1 (θ)y + log |K (θ)| , (3.4)

where the −n
2
log 2π term is ignored since an additive constant does not affects the

optimization results.
In Figure 3.1b, a scaled version of NLML for dataset shown in Figure 3.1a is visu-

alized through contour lines. Gradient based optimizer can be applied to solve both
CV and BMS. Both methods involves the calculation of K−1 (θ) and gradients for all
the hyperparameters. The computational complexity for K−1 (θ) is O (N3), while com-
puting derivatives are respectively O (N3) and O (N2) for LOO-CV and BMS, which
indicates that BMS performs slightly better than CV in terms of computational com-
plexity. The CV is argued to have more robust performance under possibly wrong
assumption of data model since it directly gives an estimation for the predictive proba-
bility [17, pp. 118]. However, it is assumed in this work that the prior data model has
been correctly chosen, so the extra robustness provided by CV in model misspecifica-
tion is unnecessary. Thus, the BMS is preferred for further distribution for its relatively
low computational complexity.

3.2 Distributed hyperparameter optimization

Bayesian model selection method is applied to optimize the hyperparameter set, which
is equivalent to solving problem P0 in Equation (3.4). First step of distributing the
problem is modify the cost function to a separable form.

Distributed problem formulation The distributed problem is studied with MAS and
datasets setting described in section 1.3.2.

Suppose that the NLML can be independently distributed as M local likelihood
functions {l1 (θ) , l2 (θ) , · · · , lM (θ)}, where lm (θ) = yT

mKm (θ)−1 ym + log |Km (θ)|.
lm (θ) at agent m is only related to dataset m, i.e. {Xm,ym}, based on which the local
covariance matrix Km (θ) is calculated. Also, we assume that the whole network share
a same set of hyperparameters. Under these assumptions, P0 can be approximated by
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minimizing the summation of M local likelihood functions

P1 : min
θ

M∑
m=1

lm (θ) . (3.5)

Several existing methods can be applied to solve the problem above. The most sim-
ple solution for unconstrained minimization problem is näıve gradient descent. After
further distribution, problem P1 can be reformulated as a linearly constrained optimiza-
tion problem, for which the primal dual method can be applied. Since the cost function
is non-convex, the method of multipliers is applied as a special case of proximal point
method [2, pp. 23], which increase the robustness for non-convex optimization [21].
Based on alternated direction method of multipliers, a proximal update step is applied
to replace exact update [1]. These methods are introduced in detail in the following
paragraphs.

3.2.1 Näıve Gradient Descent (nGD) [1]

A centralized gradient descent [22, Cha.9] can be performed by iterating

θt+1 = θt − µ · ∇l(θ)|θ=θt , (3.6)

where µ is step size, and t indicates the iteration number. In the distributed setting,
gradient ∇l(θ) is unknown to a single agent, but can be approximated as ∇l(θ) =
M∑

m=1

∇lm(θ), where ∇lm(θ) only depends on data at agent m. Then, a star topology

can be applied to the network, in which the agent in the center is called central agent
and the rest are worker agents.

For each iteration, the central agent collects gradients ∇lm(θ) from worker agents,
updates θ according to Equation (3.6), and sends updated θ back. After receiving the
updated θ, worker agents calculate ∇lm(θ) based on the new hyperparameters and
start next iteration. At agent m, ∇lm(θ) is

∇lm (θ) =
1

2
yT
mKm (θ)−1 ∂Km (θ)

∂θ
K−1

m (θ)ym − 1

2
tr

(
K−1

m (θ)
∂Km (θ)

∂θ

)
=

1

2
tr

((
K−1

m (θ)ymy
T
mK

−T
m (θ)−K−1

m (θ)
) ∂Km (θ)

∂θ

)
,

(3.7)

where ∂Km(θ)
∂θ

=
[
∂Km(θ)

∂σf
, ∂Km(θ)

∂l1
, ∂Km(θ)

∂l2
, · · · , ∂Km(θ)

∂lD

]T
. With some algebra, the kernel

partial derivatives towards σf and {ld}Dd=1, where D is the input dimension, are given
by

∂Km (θ)

∂σf

=
2

σf

·Km (θ)

∂Km (θ)

∂ld
= σ2

f · dist
(
Xm,[d,]

)
⊙Km (θ) ,

(3.8)
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where dist (X) means calculating the covariance matrix regarding all the entries of
matrix X. X[d,] contains only the dth dimension of all the entries, and ⊙ represents
the pointwise multiplication.

Distributed nGD is described in Algorithm 1, where Tmax is a predefined largest
iteration number.

Algorithm 1: nGD for distributed GP hyperparameter optimization [1]

Input: {lm(·)}Mm=1, G1

Output: θ
1: Initialize: θ0, ϵ > 0, t, Tmax, µ > 0
2: for t={1, 2, · · · , Tmax} do
3: for m = {1, 2, · · · ,M} do
4: ∇lm(θt)
5: end
6: for central agent do
7: collects all ∇lm(θt) from worker agents.

8: ∇l(θt) =
M∑

m=1
∇lm(θt). /*Calculate gradient*/

9: θt+1 = θt − µ · ∇l(θt). /*Gradient descent*/

10: Broadcast θt+1 to all worker agents.

11: end
12: if

∥∥θt+1 − θt
∥∥
2
< ϵ then

13: Stop iteration.
14: end
15: t := t+ 1

16: end

3.2.2 Alternated direction method of multipliers (ADMM) [2]

In this section, the procedure of developing ADMM for GP hyperparameter optimiza-
tion problem is shown. The first method is primal-dual method, which is a basic method
of solving optimization problems. Considering the con-convex target function, Methods
of Multipliers is then introduced. Finally, ADMM is introduced for faster convergence.

Primal-dual method [22] As shown in Equation (3.5), the likelihood function is
assumed to be consisted of several parts distributed across the network. Replace θ
with θm for agent m, lm (θm) is now a local function which does not directly depend on
any global variable. To ensure that all agents share the same set of hyperparameters,
constraints are added such that θm = z, where z is a global variable. Problem P1 can
be reformulated as

P2 : min
{θm}Mm=1,z

M∑
m=1

lm (θm)

s.t. θm = z, m = 1, 2, . . . ,M,

(3.9)
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which is a constrained optimization problem.
P2 minimizes a factorizable target function that can be independently distributed to

multiple agents, and simultaneously levies constraints such that specific local variables
should finally converge to the same value as their counterparts on other agents. Opti-
mization problems like P2 are called consensus optimization problem. When the cost
function is convex, the problem P2 can be solved by primal-dual method by constructing
dual problem from Lagrangian given by

L
(
{θm}Mm=1 , z, {λm}Mm=1

)
=

M∑
m=1

(lm (θm) + ⟨λm,θm − z⟩) , (3.10)

which, under the knowledge of optimal dual variable values, can be minimized to obtain
optimal hyperparameters. Since the dual problem is always concave [22, sec. 5.1.2], the

dual ascent methods can be applied to obtain the optimal {λ∗
m}

M
m=1. The dual gradient

ascent iteration of problem P2 at time instance t is given by

λt+1
m = λt

m + µ (θm − z) , (3.11)

where µ is the gradient ascent step size. The primal-dual method apply Lagrangian
minimization (primal update) and dual ascent iteratively until convergence to obtain
the optimal {θm}Mm=1.

MM [23] Considering that the lm(θm) are non-convex functions, the classical primal-
dual methods are expected to be not robust. Methods of Multipliers (MM) can be
introduced to achieve higher robustness. MM is developed by applying proximal point
methods in the optimization of Lagrangian [23], where the new Lagrangian equation is
called augmented Lagrangian. For MM, the augmented Lagrangian of P2 is given by

L
(
{θm}Mm=1 , z, {λm}Mm=1

)
=

M∑
m=1

(
lm (θm) + ⟨λm,θm − z⟩+ ρ

2
∥θm − z∥22

)
, (3.12)

where ρ ∈ R+ controls the weight of the quadratic term. The update iterations of MM
at time instance t is given by(

zt+1,
{
θt+1
m

}M
m=1

)
= argminL

({
θt
m

}M
m=1

, zt,
{
λt

m

}M
m=1

)
(3.13a)

λt+1
m = λt

m + ρ
(
θt+1
m − zt+1

)
, (3.13b)

Although MM provides higher robustness, performing exact joint minimization in Equa-
tion (3.13a) for each iteration is unnecessary and time-consuming.

ADMM [2] By restricting the iteration number of joint estimation to be 1, P2 can
be solved by consensus ADMM. Update equation of ADMM at iteration t is given by

zt+1 = argmin
z

(
M∑

m=1

−
〈
λt

m, z
〉
+

ρ

2

∥∥θt
m − z

∥∥2
2

)
(3.14a)

θt+1
m = argmin

θm

(
lm (θm) +

〈
λt

m,θm

〉
+

ρ

2

∥∥θm − zt+1
∥∥2
2

)
(3.14b)

λt+1
m = λt

m + ρ
(
θt+1
m − zt+1

)
, (3.14c)
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where z update is equivalent to zt+1 = 1
M

M∑
m=1

(
θt
m + 1

ρ
λt

m

)
. More details of performing

ADMM are given in Algorithm 2.

Algorithm 2: ADMM for distributed GP hyperparameter optimization [2]

Input: {lm(·)}Mm=1, G
Output: {θm}Mm=1

1: Initialize: {θ0
m}Mm=1, z

0 = 1, {λ0
m}Mm=1, Tmax, ϵ > 0, ρ

2: for t = {1, 2, · · · , Tmax} do
3: for central agent do

4: zt+1 = 1
M

M∑
m=1

(
θt
m + 1

ρλ
t
m

)
/*Centralized primal z update*/

5: Broadcast zt+1

6: end
7: for worker agents m = {1, 2, · · · ,M} do

8: θt+1
m = argmin

θ
lm (θ) +

〈
λt
m,θm

〉
+ ρ

2

∥∥θ − zt+1
∥∥2
2

/*Primal θ update by

nGD*/

9: λt+1
m = λt

m + ρ
(
θt+1
m − zt+1

)
/*Dual update*/

10: Send θt+1
m and λt+1

m to central agent

11: end
12: if

∥∥θt+1 − θt
∥∥
2
< ϵ then

13: Stop iteration.
14: end

15: end

Fully-distributed ADMM (ADMMfd) To fully distribute the algorithm over net-
work without central agent, P2 can be modified as

P3 : min
{θm}Mm=1,{zmn}(m,n)∈E

M∑
m=1

lm (θm)

s.t. θm = zmn, ∀(m,n) ∈ E ,
(3.15)

where zmn is variable associated with edge between agents m and n, and there is
zmn = znm. Also, recall that E represents the edges of MAS. Now problem P3 is an
edge-based constrained problem which only involves local variables that are directly
associated with a single agent and its neighbors. The augmented Lagrangian now
becomes

L
(
{θm}Mm=1 , {zmn,λmn}(m,n)∈E

)
=

M∑
m=1

lm (θm) +
∑

n∈N (m)

(
⟨λmn,θm − zmn⟩+

ρ

2
∥θm − zmn∥22

) ,
(3.16)
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where λmn are dual variables associated with edge (m,n) stored on agent m. The
corresponding update iterations of fully-distributed ADMM is given by

zt+1
mn =

1

2

(
ρ−1

(
λt

mn + λt
nm

)
+ θt

m + θt
n

)
(3.17a)

θt+1
m = argmin

θm

lm (θm) +
∑

n∈N (m)

(〈
λt

mn,θm

〉
+

ρ

2

∥∥θm − zt+1
mn

∥∥2
2

) (3.17b)

λt+1
mn = λt

mn + ρ
(
θt+1
m − zt+1

mn

)
. (3.17c)

in which Equation (3.17b) requires exact update through nGD.

3.2.3 Proximal ADMM (pxADMM)

It can be noticed from Equation (3.3) and (3.7) that l(θ) is a function about θ that
the close form minimum point is hard to find, which results in the time-consuming
minimization problems in Equation (3.14b) and (3.17b).

The proximal ADMM (pxADMM) adapts the idea that an accurate update of θm

is unnecessary for each iteration, and can be approximately updated to reduce compu-
tational complexity. First order approximation to lm (θ) around point z can be applied
as

lm (θm) ≈ lm (z) +∇lm (z) (θm − z) . (3.18)

Based on Equation (3.18), primal update of θm is

θt+1
m = zt+1 − 1

ρ+ L

(
∇lm(z

t+1) + λt
m

)
. (3.19)

To fit the algorithm into network without star topology, the centralized z update should
be distributed. Introduce new variables zm,m ∈ {1, 2, · · · ,M} for all agents. Step 4
in Algorithm 2 can be replaced by a local consensus that only update zm based on
zn,∀n ∈ N (m).

3.3 Proposed fully-distributed hyperparameter optimization

3.3.1 Fully-distributed proximal ADMM (pxADMMfd)

In this section, two fully-distributed versions of pxADMM are introduced to solve prob-
lem P3. The first method, named pxADMMfd, is developed based on ADMMfd, of which
the convergence have been proved [24]. The second method is adapted based on both
ADMMfd and pxADMM methods. Though the convergence of the method has not been
strictly proven, the experimental results shows faster convergence compared to the first
method.

pxADMMfd based on ADMMfd The pxADMMfd can be developed based on
ADMMfd through approximating Equation (3.17b). To approximate the target func-
tion as shown in Equation 3.18, a center point has to be chosen, around which the
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function is approximated. Since a global z does not exists for fully-distributed setting,
simply choosing z as Equation (3.18) is not plausible.

An alternative choice is using the θt
m as the point. Under this setting, the approxi-

mation is given by

lm (θm) ≈ lm
(
θt
m

)
+∇lm

(
θt
m

) (
θm − θt

m

)
, (3.20)

which gives the θm update as

θt+1
m =

1

L+ ρ |N (m)|

 ∑
n∈N (m)

(ρzmn − λmn) + Lθt
m −∇lm

(
θt
m

) , (3.21)

where L ∈ R+ is a constant that satisfies ∥∇lm (θm)−∇lm (θ′
m) ∥ ≤ L∥θm−θ′

m∥ for all
θm and θ′

m. With Equation 3.17b from fully distributed ADMM replaced by Equation
3.21, the pxADMM is extended to the fully-distributed pxADMMfd method. The fully
distributed proximal ADMM algorithm is described in Algorithm 3.

Algorithm 3: pxADMMfd for fully distributed GP hyperparameter optimization

Input: {lm(·)}Mm=1, G
Output: {θm}Mm=1

1: Initialize: {θ0
m}Mm=1, {z0m}Mm=1, {λ0

m}Mm=1, Tmax, ϵ > 0, ρ, L
2: for iteration t = {1, 2, · · · , Tmax} do
3: for agent m = {1, 2, · · · ,M} do
4: for n ∈ N (m), everywhere do
5: zt+1

mn = 1
2

(
ρ−1

(
λt
mn + λt

nm

)
+ θt

m + θt
n

)
/*Primal zm update*/

6: end

7: θt+1
m = 1

L+ρ|N (m)|

( ∑
n∈N (m)

(ρzmn − λmn) + Lθt
m −∇lm

(
θt
m

))
/*Primal θm

update*/

8: for n ∈ N (m) do
9: λt+1

mn = λt
mn + ρ

(
θt+1
m − zt+1

mn

)
/*Dual update*/

10: Send θt+1
m ,λt+1

mn , z
t+1
mn to N (m)

11: end

12: end
13: if

∥∥θt+1
m − θt

m

∥∥
2
< ϵ,∀m ∈ {1, 2, · · · ,M} then

14: Stop iteration.
15: end

16: end

pxADMM∗
fd Considering the problem that a global z variable does not exist for ap-

proximation, another intuitive solution is introducing an auxiliary variable in each agent
m as ζm, which is used as the center for approximation.
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Algorithm 4: pxADMM∗
fd for fully distributed GP hyperparameter optimization

Input: {lm(·)}Mm=1, G
Output: {θm}Mm=1

1: Initialize: {θ0
m}Mm=1, {z0m}Mm=1, {λ0

m}Mm=1, Tmax, ϵ > 0, ρ, L
2: for iteration t = {1, 2, · · · , Tmax} do
3: for agent m = {1, 2, · · · ,M} do
4: for n ∈ N (m), everywhere do
5: zt+1

mn = 1
2

(
ρ−1

(
λt
mn + λt

nm

)
+ θt

m + θt
n

)
/*Primal zm update*/

6: end

7: ζt+1
m = 1

1+|N (m)|

(
ζtm +

∑
n∈N (m)

zt+1
mn

)
/*Auxiliary ζm update*/

8: θt+1
m = ζt+1 − 1

ρ+L

(
∇lm(ζt+1) +Λt

m

)
/*Primal θm update*/

9: for n ∈ N (m), everywhere do
10: λt+1

mn = λt
mn + ρ

(
θt+1
m − zt+1

mn

)
/*Dual update*/

11: Send θt+1
m ,λt+1

mn , z
t+1
mn to N (m)

12: end

13: Λt+1
m = 1

1+|N (m)|

(
Λt

m + ρ
(
θt+1
m − ζt+1

m

)
+

∑
n∈N (m)

λt+1
mn

)
/*Auxiliary Λm

update*/

14: end
15: if

∥∥θt+1
m − θt

m

∥∥
2
< ϵ,∀m ∈ {1, 2, · · · ,M} then

16: Stop iteration.
17: end

18: end

To combine the information from neighbor nodes, the following method of construct-
ing and updating ζm is proposed that

ζt+1
m =

1

1 + |N (m)|

ζt
m +

∑
n∈N (m)

zt+1
mn

 , (3.22)

which is equivalently a special case of distributed consensus filter shown in Equation
(4.19). Similarly, auxiliary variable Λm is proposed to combine λmn. The Λm is main-
tained as

Λt+1
m =

1

1 + |N (m)|

Λt
m + ρ

(
θt+1
m − ζt+1

m

)
+

∑
n∈N (m)

λt+1
mn

 , (3.23)

which can also be regarded as a special case based on Equation (4.19).
The update of θm is then adapted based on Equation (3.19) as

θt+1
m = ζt+1 − 1

ρ+ L

(
∇lm(ζ

t+1) +Λt
m

)
. (3.24)
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Details of the update iterations of pxADMM∗
fd are shown in Algorithm 4. In Section

3.4, it will be shown from the simulation results that the pxADMM∗
fd has a better

performance than pxADMMfd in term of iterations needed for convergence.

3.3.2 Asynchronous proximal ADMM (pxADMMasync)

With synchronous algorithm, clock synchronization across the network is required,
which is an extra burden for the system, especially in large network or time varying
network. Additionally, the agents may varies in their sampling behavior, thus maintain
datasets of different size. Since the optimization includes calculation of matrix gradient
with O(N2) complexity, a small difference may be amplified in terms of computation
time for each iteration. If the whole network has to wait for the slowest agent, a lot of
time would be wasted. An asynchronous algorithm can alleviate the above issues.

An early version of asynchronous ADMM is proposed by Zhang and Kwok [25].
The algorithm proposed requires only partial synchronization instead of a complete one
for each iteration. Two tricks are introduced to keep balance between asynchronous
behavior and slow agents update. A star topology is required for the proposed method.
Wei and Ozdaglar propose another strategy in [26]. For each iteration, they consider
that only part of the constraints and cost functions are involved in the update, while
the others are ignored. A similar algorithm is proposed by Iutzeler et al. [27], in which
only the data from activated subset is used for update.

In general, asynchronous ADMM can be concluded as partially activated ADMM
based on different strategy. If an agent is activated, then it is not performing update of
primal or dual variables, but is able to share updates to neighbors. It should be noticed
that the agents are assumed to always be able to receive and store information from
neighbors. For iteration t in asynchronous ADMM, a subset At of the entire graph is
activated. Different asynchronous ADMM algorithms meanly differs in the method of
activating the subset. Before introducing fully-distributed asynchronous optimization,
At

m is introduced to denote the activated neighbors of agent m in iteration t. The
inactivated neighbors are denoted by the complementary set [At

m]
C = N (m)\At

m.
Two strategies are applied to develop asynchronous algorithm, which are known as

partial barrier and bounded delay [25].
The partial barrier strategy tries to reduce the waiting time of a fast agent by

specifying that an agent only has to wait for a minimum number of S >= 1 updates
from neighbors. With S = 1, the algorithm is equivalent to an edge-based asynchronous
algorithm. The maximum value of S on agent m is |N (m)|, which is equivalent to
synchronous algorithm.

In contrary to partial barrier that introduce asynchronous behavior, the bounded
delay strategy ensures a certain level of synchronous over the general procedure of
convergence. It restricts the asynchronous behavior by forcing a pair of agents to
communicate with each other at least one time after τ > 1 iterations. The partial
barrier assures that every links can be activated occasionally so that information can
be exchanged through out the convergence. A special case in which the partial barrier
is especially useful is when an agent only has one edge. The agent with only one edge
relies heavily on that edge to join the consensus algorithm in the rest of the network. If
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the edge is seldom activated, the agent is almost sure to converge to a value nonidentical
to the rest of the network. Details of the algorithm are shown in Algorithm 5.

Algorithm 5: Asynchronous proximal ADMM for fully distributed GP hyperpa-
rameter optimization

Input: {lm(·)}Mm=1, G
Output: {θm}Mm=1

1: Initialize:
{
θ0
m

}M
m=1

, {z0m}Mm=1, {λ0
m}Mm=1, Tmax, ρ, L

2: stop criteria ϵ > 0
3: for iteration t = {1, 2, · · · , Tmax} do
4: Select a subset At of nodes
5: for agent m ∈ At do
6: At

m = N (m) ∩ At /*Decide activated neighborhoos*/

7: get
[
At

m

]C
/*Decide inactivate neighborhood*/

8: Denote the outdated data from agent n̄ ∈
[
At

m

]C
as
{
θt
n̄,old,λ

t
n̄m,old

}
9: for n ∈ At

m do
10: zt+1

mn = 1
2

(
ρ−1

(
λt
mn + λt

nm

)
+ θt

m + θt
n

)
/*Primal zmn update for

active agents*/

11: end

12: for n̄ ∈
[
At

m

]C
do

13: zt+1
mn̄ = 1

2

(
ρ−1

(
λt
mn̄ + λt

n̄m,old

)
+ θt

m + θt
n̄,old

)
/*Primal zmn̄ update

for inactive agents*/

14: end
15: θt+1

m =

1
L+ρ|N (m)|

( ∑
n∈N (m)

(ρzmn − λmn) +
∑

n̄∈N (m)

(ρzmn̄ − λmn̄) + Lθt
m −∇lm

(
θt
m

))
/*Primal θm update*/

16: for n ∈ At
m do

17: λt+1
mn = λt

mn + ρ
(
θt+1
m − zt+1

mn

)
/*Dual update for active agents*/

18: Send θt+1
m ,λt+1

mn , z
t+1
mn to At

m

19: end

20: for n̄ ∈
[
At

m

]C
do

21: λt+1
mn̄ = λt

mn̄ + ρ
(
θt+1
m − zt+1

mn̄

)
/*Dual update for inactive agents*/

22: Send θt+1
m ,λt+1

mn̄ , z
t+1
mn̄ to

[
At

m

]C
23: end

24: end
25: if

∥∥θt+1
m − θt

m

∥∥
2
< ϵ,∀m ∈ {1, 2, · · · ,M} then

26: Stop iteration.
27: end

28: end
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3.4 Simulation&Discussion

3.4.1 Artificial dataset

The following simulation results are carried out in the 2D GP fields randomly generated
based on hyperparameter set θ = {σf = 5, l1 = 1, l2 = 1} in the range [−5, 5]× [−5, 5].

The sampling points are sampled under an zero-mean AWGN with σn =
√
0.1.

There are in total M = 8 agents randomly generated inside the field. Each agent
owns a local dataset of size Nm = 70 that is randomly divided from the entire dataset.
The stop criteria ϵ = 1× 10−6. Figure 3.2 shows MAS topology and underlying scalar
field.

The proposed hyperparameter optimization algorithms, i.e., pxADMMfd,
pxADMM∗

fd and their asynchronous versions, will be simulated with the aforemen-
tioned setting and compared with existing algorithms, i.e., nGD, ADMM, ADMMfd

and pxADMM. It should be noticed that, for simplicity, the results of fully-distributed
methods in the figures are plotted by only the results from agent with code 1 in the
network.

(a) Topology, sampling points and background (b) Topology with agent codes

Figure 3.2: (a). The figure shows MAS and underlying scalar field generated by 2D stationary
GP. The field is shown as background with magnitudes indicated by color according to the
colorbar. The red dots shows the positions of agents. The communication links are plotted as
red lines connecting pairs of agents. The black asterisks scattered around the field shows the
position of sampling points. (b). The figure shows the topology structure of MAS, in which
the numbers indicate the code of agents from 1 to M, i.e., 8.

nGD, ADMM, ADMMfd, pxADMM The convergence behavior of nGD, ADMM
and ADMMfd are respectively shown in Figure A.1, A.2 and A.3 in Appendix A.1. For
nGD, the step size is µ = 1×10−5, and the maximum iteration number is Tmax = 11000.
For ADMM, the maximum iteration is Tmax = 1500, and the maximum iteration num-
ber for solving local θm minimization problem is Tmax,inner = 50. The hyperparameter
optimization results are listed in Table 3.2.
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Synchronous pxADMMfd and pxADMM∗
fd The parameter values and initialization

of variables are shown in Table 3.1.

Table 3.1: Parameters & Variables of pxADMM

Parameters & variables Values Only used in

ρ 8× 70× 0.3

L 8× 70× 0.7

Tmax 11000

θ0
m = {σ0

f , l
0, σ0

n} {3, [2, 2]T , 1}
ϵ 1× 10−5

λ0
m [1, 1, 1, 1]T

z0m θ0
m pxADMM

z0mn, z
0
nm,λ0

mn,λ
0
nm [0, 0, 0, 0]T pxADMMfd, pxADMM∗

fd

Sm min(3,|N (m)|) pxADMMasync, pxADMM∗
async

τ 10 pxADMMasync, pxADMM∗
async

The simulation results of centralized pxADMM, pxADMMfd and pxADMM∗
fd are

respectively shown in Figure A.4, A.5 and A.6 in Appendix A.1. The hyperparameter
optimization results are listed in Table 3.2.

Table 3.2: Results of hyperparameters optimization

Methods σf l σn

nGD 4.2320 [0.9871;0.9509] 0.3690

ADMM 4.2652 [0.9901;0.9541] 0.3691

ADMMfd 4.1996 [0.9842;0.9478] 0.3689

pxADMM 4.2650 [0.9901;0.9541] 0.3691

pxADMMfd 4.2572 [0.9886;0.9462] 0.3822

pxADMM∗
fd 4.2625 [0.9898;0.9538] 0.3691

pxADMMasync 4.2574 [0.9886;0.9462] 0.3822

pxADMM∗
async 4.2631 [0.9899,0.9539] 0.3691

Based on the results in the figures and table, the proposed synchronized fully-
distributed pxADMM methods pxADMMfd and pxADMM∗

fd converge to the expected
hyperparameters in similar behaviors as the centralized pxADMM.

As shown in Figure A.5, the convergence of pxADMMfd is reached around 1.6× 103

iterations. The number of iterations needed is larger than that of pxADMM, which is
expected considering that the fully-distributed version does not have a global z variable
that plays a strong role in helping agents reach consensus. Since the auxiliary variables
zmn are spread on the edges across the network, more iterations are needed so that an
agent can be influenced from the agent on the far side of the network.

Results in Figure A.6 shows that pxADMM∗
fd converges after approximately 6× 102
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iterations, which is much less compared to the pxADMMfd. The smaller number of it-
erations needed makes the method more acceptable than the pxADMMfd and ADMMfd

in MAS, where the communication burden is rather high.

The fast convergence of pxADMM∗
fd probably comes from the auxiliary variables

introduced in Equation 3.22 and 3.23. As explained in Section 3.3.1, by maintaining
auxiliary variables ζm and Λm, a DTCF process is equivalently applied that calculate
the average of respectively zmn and λmn variables, which can possibly pull the network
further to consensus. Though the current results shows convergence, future works on
mathematical analysis can be down to prove the convergence.

It can be noticed that, for all the methods examined, the signal variance σf converge
to values around 4 instead of the real value 5. To the best of our knowledge, there is
currently no analytical reason for this. Possible reason comes from the randomness of
the datasets that the range of the generated data can not reflect the real variance.

To show that the aforementioned discrepancy between converged value and real
value does not come from the error in simulation, the scaled NLML values under dif-
ferent setting of σf and l1 are shown in Figure 3.3. The NLML shown in Figure 3.3b
shows the NLML calculated by summation of local NLMLs, in which the optimal σf is
close to the converged values of the examined methods.

The Figure 3.3a shows the scaled NLML values calculated based on the global
dataset. The ranges of the examined σf and l1 values are the same as those in Figure
3.3b, but the contours are obviously different. Also, the optimal σf value is different
from that shown in Figure 3.3b.

(a) Based on NLML of global dataset (b) Based on summation of NLML of local
datasets

Figure 3.3: The figures shows the NLML for the given datasets. The NLML values are scaled
for better visualization. The axes are in log scale. The black triangle shows the minimum
points. (a) shows the scaled NLML directly calculated based on the entire global dataset,
that is l(θ). The empty areas at the upper right and lower left corners are NLML values with
infinite log(det(K)) values, which is a phenomenon that happens when the dataset is large
and the hyperparameters examined are far from the real values. (b) shows the scaled NLML

calculated based on the summation of the NLML of local datasets, that is
M∑

m=1
lm(θ).
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Another experimental results on the σf is that the convergence is more stable with
a smaller than real initial value than a large initial value. When the optimization of
σf starts from large value, e.g., 10 when the real value is 5, the convergence results
frequently change among many values. Also, the σf converges more slowly than the
other hyperparameters. A possible reason for the above phenomenons is that the σf

indicates the ability of GP for capturing the signal changes. When the σf is larger than
enough, there is no strong ’force’ that pulls the variance to optimal. The Figure 3.3a
shows the scaled negative Log-likelihood of the given datasets. It can be found that the
slope on the σf direction is small when σf is large, which results in a smaller gradients.
This supports the experimental results that σf converges slower with smaller gradients.
The results suggest a strategy that the optimization for σf should starts from a small
value, which can be approximated before optimization based on a small subset of the
datasets.

Asynchronous pxADMMasync and pxADMM∗
async The Figure A.7 shows the con-

vergence results of asynchronous pxADMMasync. The asynchronous behavior can be ob-
viously seen as shown in Figure A.7b, in which the step size curves vary among agents.
The iteration numbers needed for convergence range from approximately 5 × 102 to
7× 102.

The Figure 3.4 shows the comparison among the pxADMM methods, i.e., central-
ized pxADMM, fully-distributed pxADMM and asynchronous pxADMM, of agent 1.
The curves for asynchronous methods ignore the inactivated iterations recorded. It can
be found that the asynchronous algorithms converge in general same patterns as their
synchronous versions at linear rates. Also, the activated iterations used are almost the
same. The largest difference is that the convergence of asynchronous algorithms oscil-
late more than corresponding synchronous versions. In terms of number of iterations
used, the pxADMM∗

fd uses approximately 2 times iterations than pxADMM to reach
convergence, while the pxADMMfd uses approximately 4.5 times more iterations.

The Figure 3.5 shows the comparison of all the methods mentioned above, in which
all the axes are in logarithmic scale. It can be found that all the methods finally lead
to a convergence. The centralized pxADMM, as shown in yellow solid line, converges
the fastest. The GD converges slower than all the pxADMM based methods. The
centralized ADMM converges in a much slower speed compared to GD or pxADMM
based methods, because a large amount of iterations are used to optimize the problem in
Equation 3.14b. The fully-distributed ADMM requires more iterations than centralized
ADMM to reach convergence. The result shows that the proximal update strategy
alleviates the computational complexity of ADMM.
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Figure 3.4: Comparison of different versions of pxADMM methods.
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Figure 3.5: Step size comparison of hyperparameter optimization methods with both x and
y axes in log scale. The curves of ADMM and ADMMfd shows the step size regarding the
inner iterations based on nGD.
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3.4.2 Real dataset: GHRSST

The following simulations are carried out in the reconstructed 2D field from the
GHRSST dataset. An example is selected for demonstration. The ranges of the field
are respectively [145.0, 150.5] and [37.0, 40.0] on longitude and latitude directions (or
referred as x and y axes). Since the real dataset used is not generated according to
known GP, the real hyperparameter set is unknown. The performance of optimization
methods will be analyzed through their convergence curves and comparisons with each
other.

Table 3.3: Parameters & Variables of pxADMM for GHRSST

Parameters & variables Values Only used in

ρ 8× 70× 0.3

L 8× 70× 0.7

Tmax 15000

θ0
m = {σ0

f , l
0, σ0

n} {6, [2, 2]T , 0.5}
ϵ 1× 10−5

λ0
m [1, 1, 1, 1]T

z0m θ0
m pxADMM

z0mn, z
0
nm,λ0

mn,λ
0
nm [0, 0, 0, 0]T pxADMMfd, pxADMM∗

fd

Sm min(3,|N (m)|) pxADMMasync, pxADMM∗
async

τ 10 pxADMMasync, pxADMM∗
async

(a) Topology, sampling points and background (b) Topology with agent codes

Figure 3.6: (a). The figure shows MAS and underlying GHRSST field. The field is shown
as background with magnitudes indicated by color according to the colorbar. The red dots
shows the positions of agents. The communication links are plotted as red lines connecting
pairs of agents. The black asterisks scattered around the field shows the position of sampling
points. (b). The figure shows the topology structure of MAS, in which the numbers indicate
the code of agents from 1 to M, i.e., 8.
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nGD, ADMM, ADMMfd, pxADMM The convergence behavior of nGD, ADMM
and ADMMfd are respectively shown in Figure A.9, A.10 and A.11 in Appendix A.1.
Some of the optimization settings are listed in Table 3.3. For nGD, the step size is
µ = 5× 10−5. For ADMM, the maximum iteration is Tmax = 2000, and the maximum
iteration number for solving local θm minimization problem is Tmax,inner = 50.

Based on comparison among the methods from the Table 3.4 and figures, it can
be found that the nGD and ADMMfd methods have not converged after reaching the
maximum iteration number.

Synchronous pxADMMfd and pxADMM∗
fd The simulation results of centralized

pxADMM, pxADMMfd and pxADMM∗
fd are respectively shown in Figure A.12, A.13

and A.14 in Appendix A.1.

Asynchronous pxADMMasync and pxADMM∗
async Figure A.15 shows the conver-

gence curves of pxADMMasync, in which the number of iterations range from approxi-
mately 5× 103 to 5.5× 103.

Figure A.16 shows the convergence curves of pxADMM∗
async. The number of itera-

tions ranges from approximately 3× 103 to 4× 103.
Results of the optimized hyperparameters are shown in Table 3.4.

Table 3.4: Results of hyperparameters optimization with real dataset

Methods σf l σn

nGD 8.2247 [1.6009;1.2245] 0.7015

ADMM 8.4463 [1.6100;1.2290] 0.7005

ADMMfd 7.8172 [1.5847;1.2167] 0.7038

pxADMM 8.4503 [1.6102;1.2291] 0.7005

pxADMMfd 8.4619 [1.5731;1.2113] 0.6831

pxADMM∗
fd 8.4266 [1.6092;1.2286] 0.7006

pxADMMasync 8.4640 [1.5731;1.2114] 0.6831

pxADMM∗
async 8.3870 [0.6076,1.2277] 0.7007
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3.5 Conclusion

In this chapter, GP hyperparameter optimization is motivated and introduced. The
current centralized and distributed hyperparameter optimization methods are intro-
duced. Then, new methods are proposed for optimization in MAS.

• Motivation: The GP prior model should be fitted to the training dataset for a
good model that gives accurate prediction, thus requiring the hyperparameter
optimization.

• Centralized optimization is performed based on Bayesian model selection methods
by minimizing negative Log-likelihood. The problem can be solved by nGD.

• For problem P2, ADMM and pxADMM can be applied with assistance of center
station.

• P3 can be solved by ADMMfd: slow convergence and high computational com-
plexity.

• Proposed synchronized methods

– pxADMMfd: Convergence proved, slower convergence than the centralized
version

– pxADMM∗
fd: Convergence not mathematically proved, but experimental

results show convergence. Faster convergence than pxADMMfd

• Asynchronous methods pxADMMasync and pxADMM∗
async based on two

strategies

– Partial barrier introduces asynchronous behavior by allowing fast agents
entering new iterations with partial updates from neighbors.

– Bounded delay restricts that a link is activated at least one time in certain
number of iterations, which acts as soft synchronization over the network
that assures similar convergence speed across the network.
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Distributed GP Aggregation 4
W

ith a well trained Gaussian Process prior model, predictions in the field of interest
are to be made for further applications. The GP built on the full dataset is called

full GP, which is accurate but computational intensive. In distributed systems, the
dataset is divided into several smaller local datasets, which requires some modification
to GP prediction process.

In this chapter, methods of aggregating different GP predictions from agents in the
network are introduced. This chapter starts from introducing the background of dis-
tributed GP in Section 4.1. The GP aggregation problem is also defined in section 4.1,
where some current methods are also introduced. Current works that try to distribute
the aggregation process are introduced in Section 4.2. Some improved GP aggregation
algorithms are proposed in section 4.3. Simulation results of several selected methods
are compared and discussed in section 4.4.

4.1 GP aggregation

4.1.1 Background

Early efforts of separating a full GP or combining several GP were mainly motivated
by two needs, less computational intensity and higher flexibility.

Though GP is already a flexible model compared to most parametric models, it
sometimes fails to represent special structures with a single set of hyperparameters. A
simple case can be unstable noise variance, which varies across the input space, thus
making a single choice of kernel variance inadequate. At times, GP also fails to detect
discontinuity, which requires kernel with short characteristic length to represent.

As explained in section 2.1.1, GP is a data dependent model with high computational
complexity ofO(N3), which mainly comes from the matrix inversion in Equation (2.11).
By distributing the datasets into M local datasets, the computation can be distributed
parallelly with reduced complexity O(N

3

M2 ).
To solve the above problems, the Mixture of Experts (MoE) model is applied to

Gaussian Process in [28]. In the proposed algorithm, there are multiple experts with
different GP hyperparameters responsible for different parts of the function character-
istics. A gating network assigns incoming data points to appropriate expert and makes
final predictions based on prediction provided by experts. The system tracks different
characteristics better than a single GP, and also speeds up the prediction because of
the smaller datasets at the agents. Further improvement to this algorithm is proposed
in [29], which brings more robustness against incomplete data by modifying the gating
system, and [30], which further speeds up the training and inference through linear
approximation. Another similar structure is proposed in [31], where the mean value
prediction of GP is approximated by a matrix-vector multiplication (MVM) problem.

37



Then, the MVM can be accelerated through grouping the data points in a multires-
olution tree structure, i.e., the KD-tree that recursively performs binary partition of
dataset.

All algorithms introduced above divide the full datasets into smaller subsets to
speed-up the computation and introduce more flexibility. Though these centralized
algorithms are mainly developed to increase flexibility, the MoE structure has been
shown to be a promising methods for distribution.

4.1.2 GP Aggregation problem

For a full GP with complete dataset D, prediction for the value y∗ at a point of inter-
est x∗ can be calculated by finding mean value in predictive distribution. Recall GP
predictive distribution from Equation (2.11) as follow

p(y∗|D) ∼ N
(
K∗K

−1y,K∗∗ −K∗K
−1KT

∗
)
. (4.1)

Also, recall from Section 2.2.2 that the predictor for posterior mean and variance and
be respectively represented by µ(y∗|x∗,D) and σ2(y∗|x∗,D), or µ and σ2 for simplicity.

The aggregation of GP can be interpreted from two perspective. The first view is
combining predictors. In a distributed system described by graph G = {V , E}, predic-
tions are first independently given by each agent m from local predictors µm(y∗|x∗,Dm)
and σ2

m(y∗|x∗,Dm) (or µm and σ2
m for simplicity), and then combined into global pre-

dictors µG(y∗|x∗, {Dm}Mm=1) and σ2
G(y∗|x∗, {Dm}Mm=1) (or µG and σ2

G for simplicity).
From a Bayesian modeling perspective, the full GP prediction corresponds to finding

posterior distribution p(y∗|D). GP aggregation is equivalent to finding a relationship
that connects local posterior predictions pm(y∗|Dm) with p(y∗|D).

There are two different kinds of MoE methods developed based on assumption that
whether the local datasets are independent or nested. Fig.4.1 shows an example of
dividing full covariance matrix of a global dataset into 6 local covariance matrices,
which are shown in colored boxes. In Fig. 4.1b, the areas outside the boxes record the
cross-correlation among local datasets, which are unknown in the distributed setting.
The independent assumption assumes that the unknown region are filled with zero
values, which means that the local datasets are independent with each other. On the
contrary, nested assumptions tries to discover information in the unknown area, so
that the correlation among local datasets can also be take into consideration during
prediction.

4.1.3 Independent aggregation

Given two datasets Dm and Dn, Bayes’ rule indicates that

p(y∗|Dm,Dn) =
p(y∗)p(Dm|y∗)p(Dn|Dm, y∗)

p(Dm,Dn)
. (4.2)

Under independence assumption [32], Dm and Dn are conditionally independent to each
other such that

p(Dn|Dm, y∗) ≈ p(Dn|y∗), (4.3)
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Figure 4.1: (a) The plot shows a global dataset containing 300 sampling data points in circles.
Different color represent different partitions of data points. The triangles are the position of
agents that hold the local datasets. (b) The covariance matrix of the full datasets. The
colored frame contains the corresponding local datasets at agents.

which can be noted as Dm ⊥⊥ Dn. Based on Equation (4.3), the posterior prediction
with two joint dataset in Equation (4.2) in can be factorized as multiple independent
predictions based on local datasets, so that

p(y∗|Dm,Dn) ≈
1

p(Dm,Dn)
· p(y∗)p(Dm|y∗)p(Dn|y∗)

=
p(Dm), p(Dn)

p(Dm,Dn)
· p(y∗|Dm)p(y∗|Dn)

p(y∗)

∝ p(y∗|Dm)p(y∗|Dn)

p(y∗)
.

(4.4)

By recursively applying conditional independence to all the local datasets, it can be
shown that

p(y∗|D) ∝

M∏
m=1

p(y∗|Dm)

pM−1(y∗)
, (4.5)

where local posterior distributions are calculated according to Equation (2.11), and the
mean and standard deviation are noted as µm and σm for agent m.

PoE family Product of Experts (PoE) was first proposed in [33] to combine multiple
latent-variable models, and applied to GP aggregation in [34].

For PoE, Equation (4.5) is applied without considering prior distribution p(y∗),
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which is equivalent to the assumption that

p(y∗|D) =
M∏

m=1

p(y∗|Dm). (4.6)

Because each of the local posterior distributions is a Gaussian distribution, the mean
and variance values of the aggregated posterior distribution at input x∗ are given by

µPoE = σ2
PoE

M∑
m=1

σ−2
m µm, (4.7a)

σ2
PoE =

1
M∑

m=1

σ−2
m

(4.7b)

Intuitively, the PoE combines the aggregations of agents based on their confidence about
their own predictions. If an agent is uncertain about its prediction, a large posterior
variance makes the weight of its predicted mean values smaller during aggregation,
which finally makes the global predictor trust more on agents with high confidence
levels.

Since PoE does not consider prior distribution, the variance predictions are not
consistent with prior assumption. For PoE, when all agents give uncertain predictions
such that σm = σ∗∗, the global posterior variance is 1

M
σ2
∗∗ < σ2

∗∗, which indicates
an over-confident prediction. The over-confidence problem of PoE indicates that the
predictive variances are not always reliable as weights for aggregation.

To alleviate the problem of PoE, the generalized Product of Expert (gPoE) pro-

posed in [35] further introduces another set of variables {αm ∈ R+}Mm=1 controlling the
influence of experts, which can also be referred as expert importance. The relationship
between full posterior and local posteriors can be easily derived as

p(y∗|D) =
M∏

m=1

pαm (y∗|Dm) , (4.8)

where the αm introduces more freedom when weighting predictions from agents. Under
gPoE model, the posterior mean and variance values are given by

µgPoE = σ2
gPoE

M∑
m=1

αmσ
−2
m µm. (4.9a)

σ2
gPoE =

1
M∑

m=1

αmσ−2
m

(4.9b)

For gPoE, choosing non-negative αm such that
M∑

m=1

αm = 1 assures that the posterior

variance falls back to prior σ2
∗∗ in highly uncertain areas, but it also results in too

conservative prediction in areas with data points.
Suppose that the local posterior mean and variance values are known before aggre-

gation, the PoE and gPoE methods have computational complexity of O(M)
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Table 4.1: Independent aggregation methods

Method αm σ−2
∗∗

PoE 1 0

gPoE
M∑

m=1
αm = 1, αm > 0 0

BCM 1 σ2
f + σ2

n

rBCM 1
2(log(σ

2
∗∗)−log(σ2

m))
[36]

σ2
f + σ2

n

BCM family The Bayesian Committee Machine (BCM) [32] considers prior distri-
bution in Equation (4.5). The posterior mean and variance values are then derived as

µBCM = σ2
BCM

M∑
m=1

σ−2
m µm, (4.10a)

σ2
BCM =

1
M∑

m=1

σ−2
m − (M − 1)σ−2

∗∗

(4.10b)

When GP and measurement noise are assumed to be stationary across the points, the
σ2
∗∗ is usually given by σ2

f + σ2
n. By introducing the prior information, the aggregated

posterior variance falls back to prior variance σ2
∗∗ when all agents are uncertain about

their prediction with σm = σ∗∗, thus avoids the over-confidence problem of the PoE.
Similar as how gPoE is developed, the robust Bayesian Committee Machine (rBCM)

introduces a set of influence weights {αm ∈ R+}Mm=1 to further adjust the influence of
agents. The Bayesian model in Equation (4.4) becomes

p(y∗|D) ∝ p(y∗)
M∏

m=1

pαm(Dm|f∗)

=

M∏
m=1

pαm(f∗|Dm)

f
−1+

∑M
m=1 αm

∗

.

(4.11)

The posterior mean and variance are then given by

µrBCM = σ2
rBCM

M∑
m=1

αmσ
−2
m µm, (4.12a)

σ2
rBCM =

1
M∑

m=1

αmσ−2
m −

(
M∑

m=1

αm − 1

)
σ−2
∗∗

(4.12b)
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where αm > 0 but not necessarily
M∑

m=1

αm = 1. The

(
M∑

m=1

αm − 1

)
σ−2
∗∗ acts as a

correction term that automatically pulls the posterior variance back to the prior. By
comparing the aggregators, it can be found that the PoE, gPoE and BCM aggregators
can all be generated by adjusting the parameters from rBCM aggregators. Table 4.1
shows how rBCM can be degenerated into PoE, gPoE and BCM.

4.1.4 Nested aggregation

Though independent MoE models alleviate the computation intensity, they are based
on the assumption that the datasets are (conditionally) independent, which is usually
not the case. As shown in Fig. 4.1, correlation between local datasets should also
be considered for better approximation and consistency to full GP. Several works are
proposed under nested datasets assumption, including the generalized robust BCM
(grBCM) proposed by Liu et al. [37] and Nested Pointwise Aggregation of Experts
(NPAE) by Rullière et al. [38]. These methods are introduced in this section.

Generalized robust BCM The grBCM shares similar aggregation formula as those
from PoE and BCM families, but make changes in the structure of network and content
of datasets for better aggregation. Based on the local datasets {D1, · · · ,DM}, a global
expert dataset Dc is generated through randomly extracting points from local datasets,
which makes the Dc contain points spreading throughout the entire region of interest.
The predictive distribution of y∗ based on Dc is given by p(y∗|Dc) ∼ N (µc, σ

2
c ). The

agent (or central computing unit) maintaining the Dc can communicate directly with
all the rest agents, which makes the Dc accessible by other agents. For each agent m,
an enhanced dataset D+m = {Dm,Dc} is constructed, based on which the enhanced
predictive distribution p+m(y∗|D+m) ∼ N (µ+m, σ

2
+m) can be derived. With further

proposing the conditional independence Dm ⊥⊥ Dn|Dc, the predictive distribution of
grBCM is proposed as

p(y∗|D) =

M∏
m=1

pαm
+m(y∗|D+m)

p−1+
∑M

m=1 αm (y∗|Dc)
, (4.13)

where the αm = 1
2

(
log σ2

c − log σ2
+m

)
.

The grBCM provides consistent aggregations and falls back to the prior model at the
costs of a slight increase of computational complexity. The drawback of applying and
improving grBCM in this work is that grBCM requires a network structure with central
computing unit, which is usually not applicable for fully-distributed MAS. Thus, the
grBCM is not included in the simulation and comparison of aggregation methods.

NPAE For a point of interest x∗, the NPAE considers a linear aggregation of local

predictions in the form of µNPAE =
M∑

m=1

ωmµm, where {ωm ∈ R}Mm=1 weight the pre-

dictions from agents. The exact form of ω can be derived by finding the Best Linear
Unbiased Predictor (BLUP). Let the vector collecting all local predictions be noted as
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M = [µ1, · · · , µM ]T , and the weight vector [ω1, · · · , ωM ]T as ω, the BLUP is derived by
minimizing the mean squared error eM = E

{
(y∗ − ωTM)2

}
, which gives the optimal

weight vector ω̂ = K−1
MkM. The kM is the covariance between local predictions and

value to be predicted, which is given by

kM = Cov(M, y∗)

= Cov([µ1, µ2, · · · , µM ]T , y∗)

= Cov
([

K∗,1K
−1
1 y1,K∗,2K

−1
2 y2, · · · ,K∗,MK−1

M yM

]T
, y∗

)
=
[
K∗,1K

−1
1 KT

∗,1,K∗,2K
−1
2 KT

∗,2, · · · ,K∗,MK−1
M KT

∗,M
]T

,

(4.14)

where K∗,m = Cov(y∗,ym). It should be noticed that the mth entry of kM can be
locally computed by agent m.

Similarly, the KM = Cov(M,M) is given by
K∗,1K

−1
1 K1,1K

−T
1 KT

∗,1 K∗,1K
−1
1 K1,2K

−T
2 KT

∗,2 · · · K∗,1K
−1
1 K1,MK−T

M KT
∗,M

K∗,2K
−1
2 K2,1K

−T
1 KT

∗,1 K∗,2K
−1
2 K2,2K

−T
2 KT

∗,2 · · · K∗,2K
−1
2 K2,MK−T

M KT
∗,M

...
...

. . .
...

K∗,MK−1
M KM,1K

−T
1 KT

∗,1 K∗,MK−1
M KM,2K

−T
2 KT

∗,2 · · · K∗,MK−1
M KM,MK−T

M KT
∗,M

 ,

(4.15)
where {Km,n = Cov(ym,yn)}m,n∈{1,2,··· ,M} are the cross covariance between datasets m

and n. The size of vector kM is M × 1, and size of matrix KM is M ×M .
Substituting Equation (4.14) and (4.15) into linear predictor and error eM, the

pointwise global predictor proposed by NPAE is then given by

µNPAE = kT
MK−1

MM, (4.16a)

σ2
NPAE = K∗∗ − kT

MK−1
MkM. (4.16b)

It is shown in [39] that the NPAE is an asymptotically consistent method such that error
eM converge to 0 as the number of observations increase to infinity. Although NPAE
provides more consistent aggregation, the improvement comes at the cost of higher
computational complexity due to calculating cross covariance matrices and inverse of
KM.

4.1.5 Other aggregation methods

Another distributed GP for spatial-temporal environmental monitoring is studied in
[40]. Sparsity is introduced to reduce the computation cost. The predictive distribu-
tion is sparsely approximated with projected process approximation. Covariance matrix
is also approximated with a specially chosen kernel function. For the distributed pre-
diction, a node only need to receive data and position information from its neighbors
in communication range.

A sparsely approximated GP by Karhunen-Loève expansion is distributed in [41].
The proposed method considers a network consisting of agents with limited commu-
nication range. Agents measure their own environmental data, and collaboratively
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maintain a global GP model. To reduce computation cost, Karhunen-Loève expansion
is applied to factorize the kernel into weighted sum of orthogonal eigenfunctions, among
which only a few most important ones are kept, thus reducing the dimension of data
space. Then a modified prediction stage is applied with the new kernel. The measured
data for prediction are not obviously exchanged between agents, but implicitly spread
across the network through consensus algorithms on latent variables.

Due to time constraints, further simulation and improvement of methods based on
sparsity, subspace, etc., are not included in this work.

4.2 Distributed GP Aggregation

The methods aforementioned provide parallelable aggregation methods based on predic-
tions with local datasets, but all require centralized computing structure, which is not
favored in many distributed multi-agent systems. In this section, the state-of-the-art
distributed methods are introduced and discussed.

4.2.1 Fully-distributed PoE and BCM families

The PoE and BCM families of methods can be fully distributed in a network through
consensus. Since all the methods can be obtained through adjusting the rBCM, the
distributed algorithm is explained based on the rBCM. The posterior prediction from
Equation (4.12) can be modified as the following

σ2
rBCM =

1

σ−2
∗∗ +

M∑
m=1

γσ,m

(4.17a)

µrBCM = σ2
rBCM

M∑
m=1

γµ,m, (4.17b)

where γσ,m = αm(σ
−2
m −σ−2

∗∗ ) and γµ,m = αmσ
−2
m µm. The γσ,m and γµ,m are totally local

variables that can be computed independently by each agent, so that the global mean

and variance can be obtained based on the consensus values of γ̄σ,m = 1
M

M∑
m=1

γσ,m and

γ̄µ,m = 1
M

M∑
m=1

γµ,m. The consensus average problem is formulated as follow

P4 : min
{γm}Mm=1

M∑
m=1

∥∥γm − γ0
m

∥∥2
2

s.t. γm = γn, ∀(m,n) ∈ E

(4.18)

The discrete-time consensus filter (DTCF) [42] is currently applied to solve P4 [43].
For agent m, the consensus iteration at time instance t is given by

γt+1
m = γt

m + ν
∑

n∈N (m)

(
γt
n − γt

m

)
, (4.19)
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where ν ∈ (0, 1
∆
) and ∆ is the largest degree in the network. The DTCF follows a

linear convergence rate that is determined by the 1− νλ2 [42]. The DTCF based fully
distributed rBCM algorithm is denoted by DTCF-rBCM as shown in Algorithm 6.
Similarly, the other methods in PoE and BCM families can be denoted as DTCF-PoE,
DTCF-gPoE and DTCF-BCM.

Algorithm 6: Fully distributed DTCF based rBCM algorithm

Input: x∗, σ∗∗, {θm}Mm=1, {Xm,ym}Mm=1

Output: µrBCM , σ2
rBCM

1: Initialize: Tmax, ν ∈ (0, 1
∆)

2: for agent m = {1, 2, · · · ,M} do
3: [µm, σ2

m] = GPR (x∗,Xm,ym,θm) /*Local GP Prediction*/

4: generate αm

5: γ0µ,m = αmσ−2
m µm /*Initialize γµ,m*/

6: γ0σ,m = αm(σ−2
m − σ2

∗∗) /*Initialize γσ,m*/

7: end
8: for iteration t = {0, 1, · · · , Tmax} do
9: for agent m = {1, 2, · · · ,M} do

10: Collects γtµ,n and γtσ,n, n ∈ N (m)

11: γt+1
µ,m = γtµ,m + ν

∑
n∈N (m)

(
γtµ,n − γtµ,m

)
/*Consensus γµ,m update*/

12: γt+1
σ,m = γtσ,m + ν

∑
n∈N (m)

(
γtσ,n − γtµ,m

)
/*Consensus γσ,m update*/

13: end

14: end
15: σ2

rBCM = 1/(σ−2
∗∗ +MγTmax+1

σ,m )

16: µrBCM = σ2
rBCM,mMγTmax+1

µ,m /*Result can be obtained from any agents*/

4.2.2 Distributed NPAE

The distribution of NPAE is achieved through solving linear algebraic problems by
distributed algorithms. In Equation (4.16), K−1

MM and K−1
MkM can respectively be

regarded as the solution to linear algebraic problems

KMqµ = M, (4.20a)

KMqσ2 = kM, (4.20b)

where qµ ∈ RM and qσ2 are unknown. If the problems can be solved across the network
such that each agent m holds the result qµ,[m] and qσ2,[m], then the NPAE predictions
can be obtained by calculating kT

Mqµ and kT
Mqσ2 in distributed manner.

Two methods based on different network structures are proposed to fully distribute
NPAE in [43]. The first method NPAE-JOR, based on Jacobi over relaxation (JOR) [44,
Ch. 2.4] algorithm, is proposed for complete network, in which each agent can directly
communicate with any other agents. It is also assumed that each agent m has known
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KM,[m,], kM,[m] and µm. For problem Aq = b, the JOR iteration at time instance t is
given by

qt+1
[m] = (1− ν)qt

[m] +
ν

A[m,m]

b[m] −
∑

n∈N (m)

A[m,n]q
t
[n]

 , (4.21)

where ν ∈
(
0, 2

M

)
. By applying JOR, qµ,[m] and qσ2,[m] are known for agent m,

which means kM,[m]qµ,[m] and kM,[m]qσ2,[m] can be calculated. The average values of
kM,[m]qµ,[m] and kM,[m]qσ2,[m] can be obtained through consensus average algorithm as

γ̄JOR,µ and γ̄JOR,σ2 . Since kT
Mqµ =

M∑
m=1

kM,[m]qµ,[m] and kT
Mqσ2 =

M∑
m=1

kM,[m]qσ2,[m], the

NPAE prediction is finally given by

µNPAE = Mγ̄JOR,µ, (4.22a)

σ2
NPAE = K∗∗ −Mγ̄JOR,σ2 . (4.22b)

The second method NPAE-DALE is proposed for connected but not necessarily
complete networks. The method proposes similar setting as NPAE-JOR, but applies a
different algorithm called Distributed Algorithm for solving Linear Equations (DALE)
[45] to solve the linear algebraic problems. For problem Aq = b, the DALE iteration
at time instance t is given by

qt+1
[m] = P1b[m] +

1

|N (m)|
P2

∑
n∈N (m)

qt
[n], (4.23)

where P1 = AT
[m,]

(
A[m,]A

T
[m,]

)−1

and P2 = IM − AT
[m,]

(
A[m,]A

T
[m,]

)−1

A[m,]. After

knowing qµ and qσ2 , the γ̄DALE,µ and γ̄DALE,σ2 can be obtained through consensus
algorithm, which are then substituted into Equation (4.22) for NPAE prediction.

The NPAE-JOR requires a complete network, which is usually not the case in MAS.
Though NPAE-DALE alleviates the requirement to a connected network, the network
still needs to be initialized through flooding necessary data points across the entire
network so that the KM,[m,] becomes locally available, which is costly in term of band-
width, time and memory.

4.3 Proposed distributed aggregation methods

In this section, two groups of algorithms are proposed. The first group of algorithms
are proposed to achieve faster convergence for fully-distributed independent aggregation
methods, i.e., PoE and BCM families. The second group of methods are proposed to
extend NPAE to fully-distributed situations.

4.3.1 PDMM-PoE/BCM

As shown in section 4.2.1, the distributed PoE and BCM families can be realized
through solving consensus problem P4. It should be noticed that the target function
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of P4 is closed, proper and convex, for which a Primal-Dual Method of Multipliers
(PDMM) can be applied for fast linear convergence rate of O(1

t
) [46].

By applying PDMM, the tth update iteration for consensus average problem at
agent m is given by

γt+1
m =

1

1 + cdm

γ0
m +

∑
n∈N (m)

(
cγt

n + λt
n|m
) , (4.24a)

λt+1
m|n = −λt

n|m + c
(
γt+1
m − γt

n

)
, (4.24b)

where λm|n and λn|m are dual variables associated with edge (m,n) respectively stored
in agent m and n. c > 0 is a penalty parameter from the Lagrangian, and is related to
the convergence rate. The c is usually a value smaller than 1 for consensus average, and
an optimal choice is 0.303 [47]. γ0

m are the initial values. For each iteration on each link,
the standard PDMM requires transmission of four values 1, which is more than DTCF
that only transmit two values, γ from both agents. However, by introducing auxiliary
variables ξm|n = cγm + λm|n and ξn|m = cγn + λn|m on agent m and n respectively, only
two auxiliary variables need to be transmitted. With the auxiliary variable, Equation
4.24b can be simplified as

λt+1
m|n + cγt+1

m = −
(
λt+1
n|m + cγt+1

n

)
+ 2cγt+1

m

ξt+1
m|n = −ξtn|m + 2cγt+1

m .
(4.25)

The update iteration is now

γt+1
m =

1

1 + cdm

γ0
m +

∑
n∈N (m)

ξtn|m

 , (4.26a)

ξt+1
m|n = −ξtn|m + 2cγt+1

m , (4.26b)

where ξm|n can be initialized by zero. By replacing the DTCF in fully-distributed PoE
and BCM with PDMM, the proposed methods are denoted as PDMM-PoE(gPoE) and
PDMM-BCM(rBCM). The fully distributed PDMM based rBCM is shown in Algorithm
7.

4.3.2 LOC-NPAE and CON-NPAE

According to Equation 4.16, the kM and KM have to be constructed based on all
the datasets from the agents, which must be flooded through the network. In this
section, the Local NPAE (LOC-NPAE) method is proposed to avoid flooding in the
entire network. LOC-NPAE alleviates the requirement for complete network through
abandoning certain amount of cross-correlation information among local datasets. From
Fig. 4.1, it can be observed that the cross-correlation matrix is generally darker for those
pairs of agents with larger distance between them, which means that the corresponding

1{γm, λm} and {γn, λn} from both agents on the sides of edge (m,n).

47



Algorithm 7: Fully distributed PDMM based rBCM algorithm

Input: x∗, σ∗∗, {θm}Mm=1, {Xm,ym}Mm=1, {dm}Mm=1

Output: µrBCM , σ2
rBCM

1: Initialize: Tmax, c ∈ (0, 1), {ξ0µ,m|n}m∈V,n∈N (m)=0

2: for agent m = {1, 2, · · · ,M} do
3: [µm, σ2

m] = GPR (x∗,Xm,ym,θm) /*Local GP Prediction*/

4: generate αm

5: γ0µ,m = αmσ−2
m µm /*Initialize γµ,m*/

6: γ0σ,m = αm(σ−2
m − σ2

∗∗) /*Initialize γσ,m*/

7: end
8: for iteration t = {0, 1, · · · , Tmax} do
9: for agent m = {1, 2, · · · ,M} do

10: Collects ξtµ,n|m and ξtσ,n|m, n ∈ N (m)

11: γt+1
µ,m = 1

1+cdm

(
γ0µ,m +

∑
n∈N (m)

ξtµ,n|m

)
12: ξt+1

µ,m|n = −ξtµ,n|m + 2cγt+1
µ,m,

13: γt+1
σ,m = 1

1+cdm

(
γ0σ,m +

∑
n∈N (m)

ξtσ,n|m

)
14: ξt+1

σ,m|n = −ξtσ,n|m + 2cγt+1
σ,m,

15: end

16: end
17: σ2

rBCM = 1/(σ−2
∗∗ +MγTmax+1

σ,m )

18: µrBCM = σ2
rBCM,mMγTmax+1

µ,m /*Result can be obtained from any agents*/

local datasets are less correlated. For example, the dataset D5 is more correlated to D4

and D2 than D1,D3 and D6. Since the neighborhood N (m) of an agent m contains the
|N (m)| closest agents to it, an assumption can be made that N (m) holds the |N (m)|
most correlated datasets with that of agent m. Based on the assumption, it is proposed
that the full NPAE aggregator based on the global datasets can be separated into M
local NPAE aggregators maintained by every agents. For agent m, the local NPAE only
involves {Dm, {Dn}n∈N (m)}, which alleviates the overhead of flooding datasets across
the entire network.

For agent m, LOC-NPAE is equivalent to perform NPAE according to Equation
(4.16) on a subgraph including agents {m,N (m)}, where the edges are inherited from
the full graph. The subgraph with agent m as the center unit is denoted as Gm =
{Vm, Em}. Each agent m has to obtain kM,m and KM,m based on {Dm, {Dn}n∈N (m)}.
As shown in Figure 4.2, there are three types of subgraphs that have an effect on the
strategy of exchanging data in LOC-NPAE. The first type is shown in the lower left
plot, where the selected agent 1 has only one neighbor. According to Equation (4.15),
the KM,1 of size 2× 2 can be obtained based on D1 and D2, which is directly accessible
from agent 2.

The second type with agent 2 as the center unit is shown in the lower middle plot
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Figure 4.2: The upper figure shows the full topology of a MAS with 6 agents shown in clue
dots. The lower figures shows three different kinds of subgraphs that LOC-NPAE operates on.
In the lower plots, the red dots represent the agents selected as the local computing center,
in which the LOC-NPAE is computed.

in Figure 4.2, where more than one neighbors of agent 2 exist. The agent 2 has to
first prepare the KM,2 values that are associated with edge (2, 1), (2, 3) and (2, 4) after
receiving D1,D3,D4. Then, the values associated with agent pairs {1, 3}, {1, 4} and
{3, 4} has to be obtained. Because that there are no links between agents pairs (1, 3)
and (1, 4), the corresponding values have to be calculated in agent 2. However, since
an edge exists between agent 3 and 4, the value K∗,3K

−1
3 K3,4K

−T
4 KT

∗,4 can be prepared
by either agent 3 or 4 before transmitting to agent 2, which reduces the computational
complexity on agent 2.

The third type is a special case shown in lower right plot in Figure 4.2, where the
local subgraph of agent 6 is actually a complete graph. For a complete subgraph, every
values in KM,6 can be prepared by corresponding agent pairs, and then sent directly
to agent 6.

Based on the NPAE in the aforementioned three types of subgraphs, the following
strategy can be applied in LOC-NPAE. First, K∗,m and K−1

m are calculated locally at
every agent m, based on which value K∗,mK

−1
m KT

∗,m is locally available. Then, for agent

pair (m,n), one of the agent, m for instance, collects the Dn, K∗,n and K−1
n from agent

n and calculate K∗,mK
−1
m Km,nK

−T
n KT

∗,n, which is then also sent to agent n. If an agent

pair (n1, n2) in N (m) has a link in between, the value K∗,n1K
−1
n1
Kn1,n2K

−T
n2

KT
∗,n2

should
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be directly available for agent m by collecting from either agent n1 or n2. For an agent
pair (n′

1, n
′
2) in N (m) without link, value K∗,n′

1
K−1

n′
1
Kn′

1,n
′
2
K−T

n′
2
KT

∗,n′
2
is calculated by

agent m. Finally, the local predictions (µn, σ
2
n) are collected from neighbors. Now, the

KM,m and kM,m should be ready for agent m to perform LOC-NPAE.

The results of LOC-NPAE from agent m is denoted as (µLN,m, σ
2
LN,m). It should

be noted that the LOC-NPAE on agent m only give confident prediction in the region
covered by {Dm, {Dn}n∈N (m)}, but is less confident outside the region. To develop
CON-NPAE, DEC-rBCM is applied after LOC-NPAE, so that the agents in the network
finally obtain identical predictions about the entire region of interest.

Comparison of current methods and proposed methods are listed in Table 4.2.

Algorithm 8: Fully-distributed LOC-NPAE CON-NPAE

Input: x∗, σ∗∗, {θm}Mm=1, {Xm,ym}Mm=1, {dm}Mm=1

Output: µrBCM , σ2
rBCM

1: Initialize: c ∈ (0, 1), {ξ0µ,m|n}m∈V,n∈N (m)=0

2: for agents m = {1, 2, · · · ,M} do
3: [µm, σ2

m] = GPR (x∗,Xm,ym,θm) /*Local GP Prediction*/

4: end
5: for agents on edge (u, v) ∈ E do
6: exchange Du and Dv

7: exchange K−1
u and K−1

v

8: exchange {µu, σ
2
u} and {µv, σ

2
v}

9: calculate Ku,v = Cov(Xu,Xv)

10: end
11: for agents m = {1, 2, · · · ,M} do
12: for each pair of agents (u, v) in N (m) do
13: if Ku,v available at agent u or v then
14: Receive Ku,v from agent u or v
15: else
16: Calculate Ku,v in agent m
17: end

18: end
19: Calculate kM,m and KM,m

20: end
21: for agent m = {1, 2, · · · ,M} do
22: Calculate µLOC−NPAE,m and σ2

LOC−NPAE,m based on Equation (4.16).

23: end
24: Calculate µCON−NPAE and σ2

CON−NPAE from rBCMfd (Algorithm 6 or 7) based on
{µLOC−NPAE,m}Mm=1 and {σ2

LOC−NPAE,m}Mm=1
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Table 4.2: Models for GP experts aggregation.

Methods Author (Year)
Independent
datasets

Expert
importance

Prior
knowledge

Fully-
distributed

PoE
Ng and Deisenroth

(2014) [34]
✓ ✗ ✗ ✗

gPoE
Cao and Fleet
(2014) [35]

✓ ✓ ✗ ✗

DTCF-PoE
Kontoudis and

Stilwell (2022) [43]
✓ ✗ ✗ ✓

DTCF-gPoE
Kontoudis and

Stilwell (2022) [43]
✓ ✓ ✗ ✓

PDMM-PoE proposed ✓ ✗ ✗ ✓

PDMM-gPoE proposed ✓ ✓ ✗ ✓

BCM Tresp (2000) [32] ✓ ✗ ✓ ✗

rBCM
Deisenroth and Ng

(2015) [36]
✓ ✓ ✓ ✗

grBCM Liu et al. (2018) [37] ✗ ✓ ✓ ✗

DTCF-BCM
Kontoudis and

Stilwell (2022) [43]
✓ ✗ ✓ ✓

DTCF-rBCM
Kontoudis and

Stilwell (2022) [43]
✓ ✓ ✓ ✓

PDMM-BCM proposed ✓ ✗ ✗ ✓

PDMM-rBCM proposed ✓ ✓ ✗ ✓

NPAE
Rullière et al.
(2018) [38]

✗ ✗ ✓ ✗

NPAE-JOR
Kontoudis and

Stilwell (2022) [43]
✗ ✗ ✓

Only in
complete
graph

CON-NPAE proposed partly ✓ ✓ ✓

4.4 Simulation

4.4.1 Quality assessment

Under the presumption that the hyperparameters of GP model have been optimized,
it is assumed that the real underlying field can be recovered by the full GPR. To assess
the performance of methods, the aggregation results are compared to the results given
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by full GPR through root-mean-square error (RMSE) given by

eRMSE =
1

Nexp

Nexp∑
p=1

√√√√ 1

M

M∑
m=1

1

N∗

N∗∑
n=1

(y∗,m,n − y∗,full,n)
2, (4.27)

where Nexp is the number of repeated simulations under different GP fields, N∗ is the
number of values to be predicted, y∗,m,n is the prediction of nth points by agent m, and
y∗,full,n is corresponding prediction given by the full GPR.

4.4.2 Artificial dataset

To test the performance of aforementioned aggregation methods, the simulation is
repeated for Nexp = 3 times with different underlying fields. For each time, a global
training dataset D is sampled from a field generated by stationary 2D Gaussian Process
with hyperparameters {σf , l1, l2} = {5, 1, 1} and measurement error σn =

√
0.1. The

span of the field is [−5, 5] × [−5, 5]. The points to be predicted are evenly spread
over the entire field on a 100 × 100 grid. There are totally the fixed number of 1600
sampling points in the datasets, which are divided into M partially overlapping local
datasets. There are 6 M values examined, respectively 2, 4, 8, 12 and 16, which means
the corresponding local datasets sizes are respectively 800, 400, 200, 130 and 100.

The fully-distributed gPoE, BCM and rBCM are examined based on both DTCF
and PDMM algorithms, which are applied with a fixed number of 20 iterations. For
DTCF, as the convergence requires that ν ≤ 1

∆
, the step size is set to ν = 0.9 1

∆
< 1

∆
.

The penalty parameter of PDMM is set to c = 0.35, which is an experimental value for
consensus average problem in randomly generated graph.

The NPAE-JOR is simulated with a maximum 400 iterations with ν = 0.9 2
M
, which

is smaller than the theoretical maximum ν = 2
M

to achieve convergence. The NPAE-
DALE does converge for unknown reasons, so the results are not included. Parameters
used in the methods are listed in Table 4.3. It should be noticed that the defined
parameter values are also applied in simulation of real dataset.

As for the CON-NPAE, their is no parameters to be controlled. The CON-NPAE is
simulated by concatenating NN-NPAE and fully-distributed rBCM, where the rBCM
adapts the setting as shown in Table 4.3. The Figure 4.3 shows the RMSE of pre-
dictive means and variances of examined methods with DTCF algorithm. The Figure
4.4 shows the RMSE of predictive means and variances of examined methods with
PDMM algorithm. In Figure 4.5, the RMSE of PDMM and DTCF based algorithms
are compared.

PDMM based methods From Figure 4.5, it can be found that the PDMM based
methods start to perform better than DTCF based methods with the agent number
larger than 4. When the number of agents is smaller or equal to 4, MASs are very small,
in which the iteration numbers needed for the convergence of PDMM and DTCF are
small. As the number of agents increases, the network becomes more complicated,
where more iterations are required for convergence. In this situation, the PDMM has
increasingly larger advantage over DTCF in terms of smaller error under the same
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Table 4.3: Parameters & variables of GP aggregation

Parameters & variables Values Comment

Nexp 3 Number of simulation

N∗ 10000 Points to be predicted

|D| 1600 Size of training dataset

M {2, 4, 8, 12, 16} Number of agents

{σf , l1, l2, σn} {5, 1, 1,
√
0.1} Hyperparameters and noise variance

ν 0.9 1
∆

Used in DTCF based fully-distributed
PoE and BCM families

c 0.35
Used in PDMM based fully-distributed

PoE and BCM families

ν 0.9 2
M Used in NPAE-JOR

number of iterations. The Figure A.17 shows an example of the consensus error curves
of DTCF and PDMM.

It should also be noticed that the DTCF relies on the right choice of ν value to con-
verge, which requires that the agents have the knowledge of the global topology of MAS.
As for the PDMM, there are experimental values of penalty parameters c ∈ (0.3, 0.5)
for consensus average problem. Thus, the PDMM based methods are better choices
when the agents are assumed to have no knowledge of the global network structure.

NPAE-JOR and CON-NPAE As shown in Figure 4.3, the NPAE family of methods
do not achieve the expected performance. For the NPAE-JOR method, the RMSE is
always higher than those of PDMM or DTCF based PoE and BCM families of methods.
A possible reason is that the choice of ν value is not optimal, so that the JOR algorithm
does not converge to the right q values in Equation (4.20). The results indicate that
the application of NPAE-JOR requires fine tune of parameters, which may be tricky.
Further work on automatically optimizing the choice of ν could be done to improve the
performance, but is out of the topic of environmental field learning.

As for the CON-NPAE, the results from Figure 4.3 and 4.4 show that the perfor-
mance of CON-NPAE is constrained by the performance of rBCMfd when the number of
agents is larger than 2, which is far from expectation. To analyze the reason, it should
be noticed that the proportion of the proportion of local datasets size in neighborhood
to global dataset generally becomes smaller as the number of agents increases, which

means that
|{Dm,{Dn}n∈N (m)}|

|D| reduces. An agent performing NN-NPAE can utilize the

information from its own and neighbors’ datasets. When the number of agents is small,
the local neighborhood already contains the most proportion of the global dataset,
which means that the NN-NPAE can utilize almost all of global information. Thus,
with the cross-correlation considered, the NN-NPAE and CON-NPAE have better per-
formance than BCM family of methods as expected. Specifically, these two methods are
just NPAE when number of agents is 2. However, when the number of agents increase,
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the local neighborhood contains smaller proportion of data points compared to the to-
tal number of data points. Under this situation, even if the NN-NPAE can utilize the
local neighborhood datasets {Dm, {Dn}n∈N (m)} better than independence assumption
based methods, the CON-NPAE performance is still dominated by the rBCMfd.

Though NPAE based methods are expected to have theoretically better performance
than independence assumption based methods, the improvement comes at a cost of
much higher computational complexity. Considering that the computational, memory
and communication abilities are usually restricted for MAS, the current NPAE family
of methods may be not have obvious advantage over independence assumption based
methods.
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(a) RMSE of predictive means.

RMSE of predictive variances - DTCF
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(b) RMSE of predictive variances.

Figure 4.3: The figure shows the RMSE comparison of the simulated methods. The consensus
average algorithm applied is DTCF. (a). The RMSE comparison of the predictive means. (b).
The RMSE comparison of the predictive variances.
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RMSE of predictive means - PDMM
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(a) RMSE of predictive means.
RMSE of predictive variances - PDMM
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Figure 4.4: The figure shows the RMSE comparison of the simulated methods. The consensus
average algorithm applied is PDMM. (a). The RMSE comparison of the predictive means.
(b). The RMSE comparison of the predictive variances.

56



RMSE comparison of DTCF and PDMM - predictive means
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(a) RMSE of predictive means.
RMSE comparison of DTCF and PDMM - predictive variances
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Figure 4.5: The figure shows the RMSE comparison DTCF and PDMM based methods. The
methods applied include both DTCF and PDMM version of PoE, gPoE, BCM and rBCM
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4.4.3 Real dataset: GHRSST

The methods are also simulated in a field cropped from the GHRSST datasets. Due
to time limit, only one subset of the real dataset is selected for simulation. The ranges
of the field are respectively [145.0, 150.5] and [37.0, 40.0] on longitude and latitude
directions (or referred as x and y axes). The field is shown in the background in Figure
3.6a. It should be noticed that the graph topology in the simulations for real datasets
are different from those applied to artificial datasets.

Table 4.4: Parameters & variables of GP aggregation

Parameters & variables Values Comment

Nexp 1 Number of simulation

N∗ 10000 Points to be predicted

|D| 1600 Size of training dataset

M {2, 4, 8, 12, 16} Number of agents

{σf , l1, l2, σn} {8.5, 1.6, 1.2, 0.7} Hyperparameters and noise variance
trained by pxADMMfd

ν 0.9 1
∆

Used in DTCF based fully-distributed
PoE and BCM families

c 0.35
Used in PDMM based fully-distributed

PoE and BCM families

ν 0.9 2
M Used in NPAE-JOR

The Figure 4.6 shows the RMSE of predictive means and variances of examined
methods. In Figure 4.7, the RMSE of PDMM and DTCF based algorithms are com-
pared.

PDMM based methods As shown in Figure 4.7, the PDMM start to have obviously
better performance than DTCF when the number of agent is larger than 12, which is
different from the results shown in Figure 4.5. A reason contributing to the difference is
that the connectivity of graphs are high for the numbers of agents 2, 4, 8 and 12, which is
illustrated in Figure A.19. The result shows that PDMM and DTCF based aggregations
are likely to give similar results in MAS with good connectivity, but PDMM performs
better when the network is not highly connected.

NPAE-JOR and CON-NPAE From the Figure 4.6, it can be found that the errors
of NPAE-JOR are sometimes lower than errors of DTCF-gPoE, DTCF-BCM or DTCF-
rBCM. However, NPAE-JOR still have generally larger errors than the DTCF-BCM
and DTCF-rBCM methods, which indicates that the JOR algorithm applied here is
still not stable with non-optimal choice of ν parameter.

As for the CON-NPAE, the method performs better than the other methods, except
when the number of agents is 16 that it has same performance as DTCF-rBCM. The
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reason is the same as that analyzed in Section 4.4.2, that is the CON-NPAE can utilize
lower proportion of global dataset, which counteract the performance improvement of
NPAE.

The results of CON-NPAE from both artificial and real datasets indicate that the
performance of CON-NPAE is associated with the graph structure, especially with the
graph connectivity, which could be further studied in future works.
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(a) RMSE of predictive means.
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Figure 4.6: The figure shows the RMSE comparison of the simulated methods. The consensus
average algorithm applied is DTCF. (a). The RMSE comparison of the predictive means. (b).
The RMSE comparison of the predictive variances.
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Figure 4.7: The figure shows the RMSE comparison DTCF and PDMM based methods. The
methods applied include both DTCF and PDMM version of PoE, gPoE, BCM and rBCM
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4.5 Conclusion

1. Current methods:

• (g)PoE/(r)BCM methods with main advantage of low computational com-
plexity. Their drawbacks are mainly inconsistent prediction regards to the
real underlying function or full GPR results. Their distribution are realized
through assistance of consensus average algorithm DTCF.

• NPAE method with main advantage of providing consistent predictions. The
drawback meanly lies in 1). the large computational overhead due to the
flooding of necessary data points across the network, 2). and also the com-
plete network requirement. The NPAE is distributed through reformulating
the problem into distributed linear algebraic problems that can be solved
by distributed solvers, e.g., JOR or DALE. The drawback of the distributed
NPAE lies in the 1). large flooding overhead, 2). and parameters to be tuned
in JOR.

2. Main contributions:

• Proposing PDMM based DEC-(g)PoE/(r)BCM methods, which decrease the
number of iterations needed for aggregation.

• Proposing LOC-NPAE and CON-NPAE methods, which alleviate the flood-
ing overhead of classical NPAE, NPAE-JOR and NPAE-DALE. The proposed
methods are expected to alleviate both computational and memory complex-
ity compared to previous NPAE based methods. However, the simulation
results shows that the performance of CON-NPAE can be constrained by the
DTCF-rBCM, especially when the number of agents increase. Because, as
the number of agents increase, the contribution of NPAE to the aggregation
is relatively reduced, while the DTCF-rBCM becomes dominant.
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Discussion and Conclusion 5
I
n this chapter, the contributions of this thesis are further discussed. Possible future
works are also introduced.

5.1 Conclusion - Hyperparameter Optimization

5.1.1 Research problem

In Chapter 3, the fully-distributed Gaussian Process hyperparameters optimization
problem is introduced and discussed. By optimizing the hyperparameters, Gaussian
Process can be optimized to best fit the given training datasets in terms of Likelihood
in Equation (3.3). The optimization problem is formulated as problem P0 in Equation
(3.4), which is restated as follow

P0 : min
θ

l(θ) = yTK−1 (θ)y + log |K (θ)| . (5.1)

Recall the problem stated in Chapter 1 about hyperparameter optimization

• In a MAS, how to train Gaussian Process models, i.e., learning hyperparame-
ters from sampling points in the unknown fields, for environmental monitoring
applications in a fully-distributed manner that does not relies on center station.

5.1.2 Current methods

To solve the problem in MAS, the target function can be divided through dividing
dataset into local datasets on agents, which results in problem P1 in Equation (3.5).
By further restricting GP to be stationary across the field, the optimization problem
can be formulated as P2 in Equation (3.9) by adding consensus constraints on hyperpa-
rameters. Further modification to edge-based constraints gives fully-distributed version
as P3 in Equation (3.15).

Classical methods applied to the aforementioned problem includes nGD and ADMM
(centralized and distributed). A state-of-the-art solution to the problem is pxADMM
as introduced in Section 3.2.3, which adapts proximal hyperparameters update so that
exact optimization of a sophisticated target function is avoided.

5.1.3 Proposed methods

Based on the pxADMM and fully-distributed ADMM, two algorithms are proposed to
extend pxADMM to fully-distributed algorithms.
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• The first one successfully extends the pxADMM so that the optimization can be
applied in fully-distributed MAS. As shown by the simulation results in Figure A.5
and 3.4, the pxADMMfd converges to the preset hyperparameters, though much
slower than the centralized pxADMM. It has been proven [24] that the convergence
can be achieved as long as ρ and L in Equation (3.21) are large enough, where ρ
controls the weight of quadratic term in augmented Lagrangian, and L should be
larger than the gradient of l(θ) everywhere.

• The second methods pxADMM∗
fd is also based on ADMMfd, but adapts hyper-

parameters update directly from pxADMM, where the global z and local λm are
replaced by their local counterparts. Though the convergence of this method has
not been mathematically proven, experimental results shows convergence under
large enough ρ and L values. The method also converge faster than pxADMMfd,
and has equivalent convergence speed as centralized pxADMM.

In a synchronized network, fast agents has to wait for slow agents, which slower
down the processing speed in the network for each iteration. Also, synchronization in
large MAS is itself a burden. To solve the problem, asynchronous versions of fully-
distributed pxADMM are developed based on two strategies.

• The partial barrier specifies that an agent do not need to receive all updates from
neighbors, which introduces asynchronous behavior.

• The bounded delay ensures that a link between two agents is always activated
after certain number of iterations.

5.1.4 Conclusion

The proposed algorithms pxADMMfd, pxADMM∗
fd are fully-distributed ones that can

be fitted into MAS. The simulation results in both artificial and real datasets show that
the algorithms can stably learn hyperparameter sets based on limited sampling points
from the unknown environmental field. With a proper choice of hyperparameters, the
GP can well model the scalar field in environmental monitoring task.

The proposed asynchronous algorithms pxADMMasync, pxADMM∗
async converge to

the same value under the same number of update iterations as the synchronous al-
gorithms. The asynchronous behavior can provide MAS with higher robustness in
environmental monitoring task.

5.2 Conclusion - Distributed Aggregation

5.2.1 Research problem

In Chapter 4, the fully-distributed Gaussian Process prediction aggregation problem is
introduced and discussed. Recall the problem statement from Chapter 1.

• Based on the sampled data points, how does a MAS with distributed Gaussian
Process models predicts the unknown field with an compatible accuracy as the
full Gaussian Process.

64



According to the statement, the goal of GP aggregation is to recover the underlying
environmental field based on local predictions in MAS, such that the quality of pre-
diction is comparable with full GPR. At the same time, the computational complexity
should also be considered.

5.2.2 Current methods

The current efforts of solving the problem can be classified into two groups based on
whether the method makes independent assumption on the local datasets. Under inde-
pendence assumption, the posterior distribution can be totally factorized into product
of local posterior distributions as explained in Section 4.1.3. Based on the assumption,
the PoE, gPoE, BCM and rBCM have been proposed. On the contrary, the other group
of methods, including NPAE and grBCM, consider the cross-correlations among local
datasets.

As shown in Section 4.2.1, the PoE and BCM families of methods can be distributed
through solving distributed consensus average problem. The current algorithm applied
is DTCF, of which the convergence speed is affected by the graph connectivity.

The NPAE method can be distributed through solving linear algebraic problems.
The current solutions include JOR in complete network and DALE for connected net-
work. Even though DALE is claimed to extend the algorithm to connected graph, the
local datasets still need to be flooded through the network before aggregation, which
is a time-consuming and computational expensive process.

5.2.3 Proposed methods

To reduce the iterations needed for fully-distributed PoE and BCM methods, PDMM
is introduced to solve the consensus average problem. PDMM has been proved to
converge for the distributed consensus average problem at a rate of O(1

t
), where the t

represents the number of iterations.
Based on the simulation results from Chapter 4, the PDMM based PoE and BCM

families of methods have shown improved performance compared to their DTCF ver-
sions, i.e., fewer iterations are needed to achieve the same error. Thus, the PDMM
based aggregation methods are suitable for application on MAS, where the computa-
tional and communication abilities are usually constrained.

To extend the NPAE method to fully-distributed aggregation, the NN-NPAE and
CON-NPAE methods are proposed. The assumption of NN-NPAE is that the local
neighborhood contains the most relevant datasets to the selected agents. Based on the
assumption, the NN-NPAE on a single agent only perform NPAE based on the datasets
from local neighborhood. In order to let the local agents reconstruct the global field,
the rBCMfd is concatenated with NN-NPAE to provide global aggregation.

As for the performance, the CON-NPAE only performs better than independence
assumption based methods when the network is small. The reason is that, though NN-
NPAE provides the agents with good aggregations around local areas, more information
are provided by the rBCMfd, which limits the general performance of CON-NPAE
method.
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Also, it is found from the simulation results that the current method of NPAE-JOR
and NPAE-DALE do not show high robustness of convergence, but requires fine tune
of parameters, which could be the drawback of applying them in MAS.

5.2.4 Conclusion

The proposed PDMM based PoE and BCM families of methods require smaller number
of iterations for the GP aggregation task than their DTCF based counterparts. The
PDMM based algorithms reduce the computational complexity of the environmental
monitoring task based on GP. The algorithms are also favored in terms of the commu-
nication and computation energy saved in MAS.

The proposed NN-NPAE and CON-NPAE extend the NPAE methods to fully-
distributed situation, such that flooding variables across MAS is not required, which
reduces the computational complexity compared with the current NPAE-JOR algo-
rithm. In small network with high connectivity, CON-NPAE outperforms the PoE and
BCM families of methods, but has equal or worse performance in large network with
low connectivity. Future work can be focused on related issue.

5.3 Future work

5.3.1 Distributed hyperparameter optimization

• As discussed in Section 3.3.1 and Section 3.4, the pxADMM∗
fd has shown to con-

verge in the simulations, but not been proved analytically. Future research could
be down on the convergence analysis of pxADMM∗

fd.

• The Cross-Validation based methods are not focused in this thesis. However, it
would also be interesting to study the CV based GP hyperparameter optimization
in MAS.

5.3.2 Distributed GP aggregation

• As discussed in Section 4.1.4, the centralized NPAE have been proven to be con-
sistent GP aggregation methods. However, simulations from Section 4.4 shows
the distribution of NPAE comes at a cost of high computational complexity and
unstable convergence. Another potential solution is the NPAE based on inducing
points methods [48]. The idea is that only small proportion of the most repre-
sentative points from local datasets are selected to be exchanged among agents,
which could reduce the computational, memory and especially communication
complexity.

• Based on the simulation results, it can be noticed that the graph structure plays
a role in the aggregation performance of different methods, which, however, is
not extensively studied in this thesis. The influence of graph structure on GP
aggregation performance could be a meaningful topic as future research.
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Appendix A
A.1 Figures of Hyperparameter Optimization

(a) hyperparameters

(b) step size

Figure A.1: Change of hyperparameters and step size in term of iteration number for nGD
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(a) hyperparameters

(b) step size

Figure A.2: Change of hyperparameters and step size in term of iteration number for central-
ized ADMM
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(a) hyperparameters

(b) step size

Figure A.3: Change of hyperparameters and step size in term of iteration number for fully-
distributed ADMM
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(a) hyperparameters

(b) step size

Figure A.4: Change of hyperparameters and step size in terms of iteration number for cen-
tralized pxADMM
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(a) hyperparameters

(b) step size

Figure A.5: Change of hyperparameters and step size in terms of iteration number for
pxADMMfd
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(a) hyperparameters

(b) step size

Figure A.6: Change of hyperparameters and step size in terms of iteration number for
pxADMM∗

fd
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(a) hyperparameters

(b) step size

Figure A.7: Change of hyperparameters and step size in terms of iteration number for
pxADMMasync
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(a) hyperparameters

(b) step size

Figure A.8: Change of hyperparameters and step size in terms of iteration number for
pxADMM∗

async

78



(a) hyperparameters

(b) step size

Figure A.9: Change of hyperparameters and step size in term of iteration number for nGD
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(a) hyperparameters

(b) step size

Figure A.10: Change of hyperparameters and step size in term of iteration number for cen-
tralized ADMM
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(a) hyperparameters

(b) step size

Figure A.11: Change of hyperparameters and step size in term of iteration number for fully-
distributed ADMM
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(a) hyperparameters

(b) step size

Figure A.12: Change of hyperparameters and step size in terms of iteration number for
centralized pxADMM
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(a) hyperparameters

(b) step size

Figure A.13: Change of hyperparameters and step size in terms of iteration number for
pxADMMfd
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(a) hyperparameters

(b) step size

Figure A.14: Change of hyperparameters and step size in terms of iteration number for
pxADMM∗

fd
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(a) hyperparameters

(b) step size

Figure A.15: Change of hyperparameters and step size in terms of iteration number for
pxADMMasync
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(a) hyperparameters

(b) step size

Figure A.16: Change of hyperparameters and step size in terms of iteration number for
pxADMM∗

async
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Figure A.17: The figure shows an example of the consensus error - iteration curves of PDMM
and DTCF methods. It can be found that the PDMM converges faster than the DTCF
methods in terms of the consensus error.
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Figure A.18: Topology of MAS under different number of agents in artificial dataset simula-
tion. The numbers of agents from left to right are respectively 2, 4, 8, 12 and 16. It can be
found that the topology of network with 16 agents looks less connected than the other.

Figure A.19: Topology of MAS under different number of agents in real dataset simulation.
The numbers of agents from left to right are respectively 2, 4, 8, 12 and 16. It can be
found that the topology of network with 16 agents looks like a tree structure, which is a less
connected structure than the first 4 graphs on the left.
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