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Summary

The demand for energy will continue to increase in the coming years and offshore wind energy
shows great potential to become a key player in Europe’s renewable energy future. The wind flow
offshore is more stable and the average wind velocity is higher than onshore. Moreover, no size
restriction exists for offshore wind turbines. However, the levelized cost of electricity for offshore
wind energy should be decreased in order to ensure that the transition to offshore wind energy is
economically feasible. One way to realize this cost reduction is by optimizing the structural design
of the offshore wind turbine. As the support structure is one of the main cost items of the offshore
wind turbine, structural optimization of this structure should be investigated.

In the current support structure design procedure, the turbine designer (TD) is responsible for the
design of the tower, whereas the foundation designer (FD) is responsible for the design of the foun-
dation and the transition piece. These designs are driven by the dynamic loads acting on these
structures during the lifetime of the offshore wind turbine. Hence, accurate load predictions are a
prerequisite to enable design optimization of the support structure. Therefore the TD runs a large
number of aero-elastic simulations with the complete offshore wind turbine model to determine the
global loads on the offshore wind turbine. From these simulations, loads or displacements at the
tower/foundation interface are extracted and provided to the FD. Subsequently, the FD uses these
interface responses in a post-processing analysis in order to obtain loads in the foundation structure.

However, inaccuracies can arise at two points in the support structure calculation procedure:

• In the aero-elastic model if a reduced or simplified foundation model is integrated in order to
keep the aero-elastic model compact and to minimize computation costs.

• In the post-processing analysis applied by the FD. To retrieve the response of the foundation
model the FD can use either interface loads or displacements, applied either in a dynamic or a
quasi-static analysis.

By combining different model reduction and post-processing methods, various calculation proce-
dures can be defined. In this thesis the accuracy of these different calculation procedures, that
eventually determine the design of the offshore support structure, are analyzed. To this end, both a
qualitative and a quantitative study are performed.

In the first part of this thesis the different calculation procedures are analyzed from a theoretical
perspective. Model reduction methods are explained and the impact of the reduction on the ac-
curacy of the results is investigated. Furthermore, the accuracy of the post-processing methods is
investigated and the differences between a quasi-static and a dynamic analysis and between a force
and a displacement controlled approach will be outlined. The second part of this thesis concerns a
case study in which the various calculation procedures will be applied to a representative offshore
wind turbine model on both a monopile and jacket type of foundation. Finally, as fatigue is often
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the main design driver of the support structure, this case study is used to analyze the impact of an
error in the response on the fatigue damage result.

This study shows that the use of reduced foundation models in the aero-elastic model can decrease
the accuracy of the results, as the reduced model is an approximation of the full model. Therefore,
in order to obtain accurate results, the offshore wind turbine model with the reduced components
should be spectrally and spatially converged within the frequency range of the external load spec-
trum.

With respect to the post-processing methods, it will be shown that a quasi-static analysis provides
accurate results only if the first free or fixed interface eigenfrequency of the foundation structure
is higher than the highest excitation frequency in the external load for respectively the force or
the displacement controlled approach. Moreover, as the first fixed interface eigenfrequency of a
structure is higher than its first free interface eigenfrequency, a quasi-static displacement controlled
approach will remain accurate up to higher excitation frequencies than a quasi-static force controlled
approach.

Furthermore, since both a monopile and a jacket based support structure are modeled, it is found
that the accuracy of the different calculation procedures strongly depends on the type of foundation
structure. This is reflected by the results from the fatigue calculations; as the monopile behaves
in a quasi-static manner within the excitation bandwidth the fatigue damage results are relatively
accurate for all calculation procedures. However, the jacket shows much more dynamic behavior
and subsequently the fatigue damage results of the quasi-static force controlled approach are highly
underestimated. Finally, it is shown that when expanding the response of reduced models, the fa-
tigue damage results can be greatly improved through a quasi-static residual load correction.

In conclusion, this work gives an overview of the accuracy of different calculation procedures to
determine the design of an offshore wind turbine support structure. As the accuracy depends on
several aspects (i.e. characteristics of the structure, use of reduced models, post-processing method
and external load spectrum), several requirements are formulated for specific calculation procedures
in order to make sure the obtained results are accurate. As a result, one can have more confidence
in the optimized design of the support structure and over-dimensioning or the application of addi-
tional safety factors is unnecessary. In the end, this will lead to a reduction of costs for the support
structure which thereby reduces the levelized cost of electricity for offshore wind energy.
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Chapter 1

Introduction

1.1 Research context

The demand for energy is increasing, this is mainly due to population growth and economic growth.
Over the last 20 years the global population has increased by 1.6 billion people. Although the growth
rate is trending down, the population is assumed to grow 1.4 billion over the next 20 years. Next
to this, the global gross domestic product (GDP) growth is likely to accelerate, driven by low and
medium income economies.

The energy efficiency, which is defined as energy over GDP, will continue to improve globally. De-
spite these improvements in energy efficiency, a total increase of global energy demand of 80% is
forecasted by 2035, see Figure 1.1. Furthermore, the fuel mix changes slowly as gas and non-fossil
fuels gain share at the expense of coal and oil [8]. The fastest growing fuels are renewables as can
be seen in Figure 1.1.
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Figure 5.2 ! Share of world electricity generation by fuel in the New
Policies Scenario

0% 20% 40% 60% 80% 100%

2035

2020

2009

Coal Gas Oil Nuclear Biomass Hydro Wind Other renewables

20 043 TWh

27 881 TWh

36 250 TWh

Many countries have introduced or are considering the introduction of some form of
carbon price, typically through an emissions-trading scheme, whereby overall emissions
are capped and the price that must be paid to emit a tonne of carbon dioxide (CO2) is set
by the market, or through a fixed-rate carbon tax. The carbon price encourages investment
in technologies that emit less carbon, such as renewables or nuclear (Figure 5.3), and
increases the operating costs of fossil-fuel plants. Both effects increase the cost of electricity
to consumers, which lowers overall demand. Carbon pricing increases the absolute cost
of gas-fired generation, but as the emissions intensity of gas is lower than that of coal and
gas combined-cycle gas turbine plants are more efficient than coal plants, the impact of
the carbon price on the cost of gas-fired generation is approximately half that of coal-fired
generation. Fossil-fuel plants fitted with carbon capture and storage (CCS) emit significantly
fewer carbon emissions, but the relatively high costs of CCS means that its deployment
remains limited in the New Policies Scenario. The use of CCS is muchmore significant in the
450 Scenario (see Chapter 6).

In the NewPolicies Scenario, it is assumed that carbon pricing, explicit or implicit, is adopted
in several OECD countries and in China (see Chapter 1 for details). In the 450 Scenario, the
use of carbon pricing is more widespread (all OECD countries, China, Russia, Brazil and
South Africa are assumed to adopt it) and prices are higher, resulting in a stronger shift to
low-carbon technologies.

Carbon pricing alone does not account for all the growth in renewable electricity generation
over the Outlook period. A large number of governments have adopted additional policies,
including subsidies, designed specifically to stimulate investment in renewable energy
technologies. As the cost of renewable energy technologies falls over time, some become
fully competitive during theOutlook period � particularly in regions where there is a carbon
price (see Chapter 14). As is the case for all generation technologies, the economic viability
of renewable energy technologies is determined not just by the direct costs of generation,

©
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E
C

D
/IE

A
, 2

01
1

Figure 1.1: Share of world electricity generation [18].

1



2 1. INTRODUCTION

1.1.1 Wind energy

Wind has been used as a source of energy since the early Middle Ages. Initially, windmills were
used for mechanical purposes such as the milling of grain and the pumping of water. The modern
wind turbine however converts the energy extracted from the wind to electrical power which can
be used elsewhere. Over the past decades, the modern wind turbines have shown strong technical
improvements in terms of power output and size, see Figure 1.2b. Likewise, the wind power industry
has grown significantly. Figure 1.2c shows that the European Wind Energy Association (EWEA)
targets a total of installed wind capacity of 230 GW in Europe by 2020, of which 40 GW is installed
offshore [12, 13]. The installed wind capacity offshore is expecting to grow significantly, see Figure
1.2a.

For every kWh of wind 
energy used, approximately 
696g of CO2 will be avoided.

Wind energy produces no 
greenhouse gas emissions 
during its operation. A 
turbine will produce up to 
80 times more energy than 
is used to build, install, 
operate, maintain and 
decommission it.

The growing participation in the 
annual Global Wind Day (15 June) 
shows support for and interest in 
wind energy is increasing.
www.globalwindday.org 

The Global Consumer Wind Study 
2012 by Vestas and TNS Gallup 
shows that 85% of consumers 
surveyed want more renewable 
energy.

CLIMATE CHANGE

=avoided around
€1.4 bn CO2 costs

= will avoid about
€8.5 bn CO2 costs

= will avoid about
€26 bn CO2 costs

WIND ENERGY & NATURE

PUBLIC OPINION

EU citizens:

OFFSHORE"Climate change 
poses the single 
greatest long-term 
threat to birds and 
other wildlife. Wind 
power is the most 
advanced renewable 
technology, available at 
a large scale, over this 
time period. The RSPB 
supports a signifi cant 
growth in offshore and 
onshore wind power 
generation in the UK." 

Royal Society for the Protection 
of Birds (RSPB)

"At IKEA, we want to
take a leading role
in the transition to a
low-carbon society by
only using 100 percent
renewable energy.
By only using wind
power in Sweden 
[..] we will not only 
be selfsuffi cient 
in electricity in 
Sweden, generating 
enough to supply all 
IKEA buildings and 
operations in the
country, but it will give
us opportunities to
supply IKEA stores in
other countries with
wind power."

Steve Howard, 
Chief Sustainability Offi cer, 
IKEA Group, June 2012
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"that the audible or 
sub-audible sounds 
[including infrasound] 
emitted by wind turbines 
have any direct adverse 
physiological effects”, 
concluded a study, ‘Wind 
Turbine Sound and Health 
Effects', conducted in 
2009 by a panel of medical 
professionals from the US, 
Canada, Denmark, and UK.

The most audible sound 
of wind turbines is a light 
swishing - and usually the 
wind itself is louder.

Wind energy emits no 
particles, unlike fossil fuels, 
which severely affect human 
health. 

HEALTH

Eurobarometer survey (2011)

Birdlife, WWF, Greenpeace, Friends 
of the Earth and others support 
wind energy. Birdlife recently 
stated that climate change was 
the single largest threat to birds 
and wind and renewables were a 
clear solution to climate change. 

The potential environmental 
effects of a wind farm are 
assessed before construction is 
allowed to start.
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In 2011, Europe was the world’s 
leader in offshore wind energy 
with more than 90% of the 
world’s installed capacity. 

Offshore represents around 
10% of EU annual wind energy 
installations.

EWEA estimates that 
approximately a quarter of 
Europe’s wind energy could be 
produced offshore in 2020. 

In 2011 the average size of 
offshore wind turbines installed 
and grid connected reached 
4 MW, a 14.2% increase on 
2010. 

Offshore wind farms can provide 
regeneration areas for fi sh and 
other sea creatures because of 
reduced trawling activities and 
because the foundations act as 
an artifi cial reef, encouraging 
the creation of new habitats.
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The ability to generate elec-
tricity is measured in watts. 
To describe the capacity of 
wind turbine or other power 
plants, the terms kilowatt 
(kW = 1,000 watts), mega-
watt (MW = 1 million watts), 
and gigawatt (GW = 1 billion 
watts) are most commonly 
used.

Electricity production and 
consumption are measured 
in kilowatt (1,000 watts) 
hours per hour (kWh).
One 50 watt light bulb left 
on for 20 hours consumes 
one kilowatt-hour of 
electricity.

A modern wind turbine 
is available to produce 
electricity 80-98% of the 
time, but it generates 
different outputs depending 
on the wind speed. During 
one year, it will typically 
generate about 24% of the 
theoretical maximum output 
(41% offshore), which is the 
capacity factor (conventional 
power stations: 50-80%). 
More comparable with 
other sources of electricity 
is the overall effi ciency, 
the relationship between 
the energy input (the wind) 
and the energy output (the 
electricity). The effi ciency 
of a wind turbine has a 
theoretical limit of 59% 
(compared to coal with 
about 35% and gas with 
about 50%).
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Wind energy contributed €32 
billion to the EU economy in 
2010. Between 2007 and 
2010 the wind energy sector 
increased its contribution to 
GDP by 33%.

The EU accounted for 27.4% of 
the global wind energy market 
in 2010. The EU wind energy 
sector was a net exporter of 
€5.7 billion worth of products 
and services in 2010.

Investors include power 
producers, international 
fi nance institutions, private 
equity and pension funds.

The lack of EU renewable 
energy targets after 
2020 and the instability 
of national support 
mechanisms for 
renewables increase the 
perception of risk and 
make fi nancing more 
expensive.

Offshore wind is a 
developing sector: relatively 
new with new entrants, and 
cost reductions expected 
through technology 
innovation.    

WIND ENERGY STATISTICS AND TARGETS
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FINANCE COSTS, ENERGY 
SUBSIDIES AND 
ELECTRICITY PRICES 

Wind power 
is becoming 
competitive with 
fossil fuels. Taking 
into account the 
fuel and CO2 costs, 
wind energy costs 
less than the 
energy generated 
by coal or gas.

Wind turbine 
manufacturers are 
also developing longer 
blades and lighter rotors 
in order to optimise 
and increase energy 
production. 

TECHNOLOGY

"Strong renewables 
growth to 2030 could 
generate over 3 million 
jobs, including in small 
and medium sized 
enterprises."

European Commission,  
Communication – Renewable 
energy: a major player in the 
European energy market, 
June 2012
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"Every time we spend $1 
subsidising renewable 
(energy sources), we spend 
$6 on subsidising fossil 
fuels."

Connie Hedegaard, 
Commissioner for Climate Action, 
December 2012

2011 in Europe

taking offshore wind energy to deeper waters
which could include Atlantic and Mediterranean sea basins
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            This growth has been driven by the EU’s binding target of 20% renewable energy by 2020.

FOR WIND ENERGY

FOR NUCLEAR

€353 mn

€12 bn

1983 2011

EU R&D money

In 2010 avoided fossil fuel costs 
from wind power production was 
€5.71 bn. That is estimated to 
grow to €25.3 billion by 2020 
and to €58 billion by 2020.

Wind power can drive down 
wholesale electricity prices. This 
is already happening, according 
to credit agency Moody’s and 
fi nancial analysts UBS. 

The EU’s oil and gas import bill 
in 2012 is estimated at €470 
billion – 3.4% of the EU’s GDP. 
This bill has increased by €200 
billion over the past three years. 
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Grid operators can integrate large 
amounts of wind power: 

The power grid needs to 
be reinforced and better 
interconnected to improve 
security of supply– regardless 
of the source of energy – and 
in order to improve competition 
in the electricity market, which 
would bring down prices. 

For an effi cient integration of 
wind and other renewables, 
intraday and balancing power 
markets are needed, with 
demand-side management.

Reinforcing key parts of the grid 
will provide massive savings of 
€1-2 billion per year.

"Variability and uncertainty are familiar aspects of all 
power systems."

International Energy Agency, 2011

EWEA is the voice of the wind 
industry, actively promoting 
wind power in Europe and 
worldwide. It has over 700 
members from almost 60 

countries making EWEA the 
world’s largest and most 

powerful wind energy network.

www.ewea.org

(b) Size growth of wind turbines over time
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2010. Between 2007 and 
2010 the wind energy sector 
increased its contribution to 
GDP by 33%.
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cost reductions expected 
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(c) Wind energy statistics and targets

Figure 1.2: Development offshore wind energy [13].

The wind conditions offshore are more optimal than onshore as the wind flow is more stable and
the average wind velocity is higher. Moreover, onshore wind turbines are bound to size restrictions
to reduce visual and noise pollution. As this is not an issue offshore, large turbines can be installed
in offshore wind fields to convert as much wind energy into electrical energy as possible. As a result,
offshore wind energy shows great potential to become a key player in Europe’s renewable energy
future.

In order to ensure that the transition to offshore wind energy is economically feasible, the lev-
elized cost of electricity (LCOE) for offshore wind should be decreased. The LCOE for offshore wind
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is still above that of onshore wind. Since an offshore wind turbine contains an extra component,
the foundation structure, to install the wind turbine at sea, extra costs are generated. Furthermore,
extra costs are caused by increased installation, operation and maintenance costs.

One way to realize this necessary cost reduction is by optimizing the structural design of the off-
shore wind turbines. This leads to a reduction in the fabrication, installation and maintenance costs
which can make offshore wind energy one of the main energy suppliers.

1.1.2 Offshore wind turbine

In order to determine which components of an offshore wind turbine can be optimized, the different
components will first be introduced. Afterwards, a breakdown of the costs of an offshore wind
turbine will presented.

Figure 1.3: Schematic overview of a wind turbine [35].

An offshore wind turbine (OWT) consists of several components, see Figure 1.3. The most important
components are listed below:

• The nacelle houses the generator, the gearbox and all other components to convert wind en-
ergy into electrical energy as efficiently as possible. Figure 1.4 shows the different components
which are located in the nacelle.



4 1. INTRODUCTION

• The rotor consists of the hub and the blades. The blades are connected to the hub, which
transmits the rotational energy to the gearbox via the main shaft. The blades can span 75
meters in length.

• The tower provides support to the rotor-nacelle-assembly (RNA). The tower is a tubular struc-
ture and is constructed out of several sections. Typical tower heights range from 80-130 me-
ters.

• The transition piece connects the tower to the foundation pile. Next to this, a boat landing,
an access deck and ladder can be installed on the transition piece which allows one to enter
the tower. Note that this component is not always present.

• The foundation provides support to the wind turbine in offshore environments. Different types
of foundation structures exist and will be discussed in this section. The type of foundation
structure used depends mainly on the water depth.

The tower, transition piece and foundation together are defined as the support structure and the
rotor-nacelle-assembly (RNA) consists of the rotor and the nacelle.6.3. The yaw system and its system boundaries

1 Spinner 11 Generator
2 Spinner Bracket 12 Service crane
3 Blade 13 Meteorological sensors
4 Pitch bearing 14 Tower
5 Rotor hub 15 Yaw ring
6 Main bearing 16 Yaw gear
7 Main shaft 17 Nacelle bedplate
8 Gearbox 18 Oil filter
9 Brake disc 19 Canopy
10 Coupling 20 Generator fan

Figure 6.1: Nacelle arrangement of the 2.3 MW Siemens Wind Turbine

nacelle is basically a big box on top of the tower housing most of the main components
(see figure 6.1). Within the nacelle, there a two main (mechanical) subsystems:

• The drive train is the assembly of all mechanical components directly involved in
transferring the energy captured by the blades to the generator, which transforms
this energy into electrical energy. Main components within the drive train are the
main bearing, the low-speed (main) shaft, the gearbox and the generator.

• The yaw system consists of all components of the wind turbine which enable the
rotation of the nacelle (and thus rotor) about the tower axis. Since this system is
analyzed in this work, it is discussed in more detail in the next section.

6.3 The yaw system and its system boundaries

As already mentioned, yawing denotes the rotation of the nacelle and the rotor about
the vertical tower axis. The yaw system of the SWT-2.3-93 is depicted in figure 6.2. In
the yaw system of this wind turbine we can identify a number of components:

87

Figure 1.4: SWT-2.3-93 Nacelle

Various foundation types exist to install a wind turbine offshore, see Figure 1.5. The type of founda-
tion structure used at sea depends mainly on the water depth.

• A monopile is a large diameter, thick walled, steel tubular structure which is hammered into
the seabed. Monopiles are the most commonly used foundation structures for offshore wind
turbines in relatively shallow waters, up to depths of 30-40 meters.
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• A tripod consists of a central vertical pile connected to three cylindrical steel tubes which are
driven into the seabed. Tripods are more suitable for deeper waters with depths ranging from
20-80 meters.

• A jacket is built up of three or four main legs, connected to each other by bracings. The main
legs are supported by soil piles that are driven into the seabed. The members of the jacket are
made from circular tubes and are manually welded to each other. Due to the high labor costs
associated to the construction of the jacket, a jacket structure can be expensive. Jackets can
be used in deeper waters, up to 80 meters.

• A gravity based foundation uses its own weight to hold the wind turbine in place on the
seabed. The extra weight at the bottom can be in the form of sand, rocks or iron. The gravity
based foundation is only economically feasible in very shallow waters.

The monopile is most often used to install wind turbines offshore. However, for large water depths,
the dimensions of the monopile rapidly increase in order to withstand the high loading and to
maintain the right natural frequency. As a result, due to high material costs this type of foundation
structure is economically infeasible. Therefore the jacket structure is often used in deeper waters.

Figure 1.5: Different foundation types to install wind turbines offshore [1].
From left to right: monopile, tripod, jacket and gravity based foundation.

1.2 Cost reduction through integrated support structure design

Installing and operating an offshore wind turbine requires capital expenditures (CAPEX) and oper-
ational expenditures (OPEX). CAPEX consists of the costs of the components of an offshore wind
turbine as well as the installation costs, while OPEX is defined as the costs needed for the operation
and maintenance of the OWT during its lifetime. A breakdown of the CAPEX for offshore wind tur-
bines is shown in Figure 1.6. The ‘turbine’ costs, consisting of the costs for the tower and the RNA, is
the largest expenditure of the total CAPEX of around 40%. Another main cost item is the foundation
which can be around 20% of the total CAPEX. Note that this breakdown of CAPEX is site dependent.
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Figure 3: Breakdown of cost of energy into key elements (based on forecast costs for projects to be
installed in 2011 and 2022) 

Again, the time scales for contracting 
and constructing the electrical system 
are similar to those of the turbines 
and foundations. For projects in 2011, 
this element is forecast to account for 
around 14% of total CAPEX, with only a 
slight increase forecast by 2022.

Installation
This element includes the transportation 
of components to a construction port, 
onshore preparation and installation.

Today, foundations, substations and 
cables are usually installed in the year 
before the turbines, although strategies 
in the future are likely to evolve. For 
projects in 2011, this element is forecast 
to account for around 23% of total 
CAPEX, reducing to less than 18% by 
2022. 

As the discounted decommissioning 
costs for offshore wind farms at the end 
of their 20 to 25 year operational life 
are relatively low, and partly offset by 
opportunities to reuse and recycle much 
of the hardware, they are not considered 
further here.

1.3  Operational expenditure (OPEX)

Unlike sources of conventional 
generation, offshore wind benefits 
from having no primary fuel costs, 
but operational costs are a significant 
element of whole-life cost of energy.

The largest contribution to OPEX are 
costs relating to the operation and 
maintenance of the wind farms, including 
condition monitoring, preventative and 
reactive maintenance, health and safety 
inspections and monitoring of the local 
environmental impact of the wind farm. 
Direct costs include engineering and 
technician staff salaries, vessel charter 
costs and the procurement of spare 
components, electrical and mechanical 
tools and cleaning and personal 
protective equipment.

Other costs include the building rent 
for the wind farm control building and 
component warehousing, port berthing 
fees, insurance, legal and accountancy 
fees, bank charges, depreciation, audit 
fees and sea bed lease fees charged by 
The Crown Estate.

As discussed above, the cost of 
constructing the electrical systems has 
been included in the CAPEX, whereas 
it would be expected to be included in 
the OPEX of wind farm owners operating 
under the OFTO regime.

1.4  Cost of energy

The cost of energy is defined here as the 
total revenue required per MWh of energy, 
such that the wind farm owner secures 
a 10% return on CAPEX and OPEX paid 
from its balance sheet over the project’s 
lifetime. Various models for financing 
offshore wind are likely to be used over the 
next decade, but this simple model gives 
revenues that are representative of those 
needed to facilitate decisions to allow 
progress to construction. This revenue 
may be secured through a combination 
of electricity price and market support 
mechanisms. This rate of return is slightly 
lower than that assumed by Redpoint 
Energy/Trilemma UK in Electricity Market 
Reform: Analysis of policy option for 

the Department of Energy and Climate 
Change (DECC) in 2010.2

No inflators have been used on either 
the costs or revenues of wind farm 
projects. The cost of energy used in 
this study is therefore not an absolute 
forecast of expected levels, but an 
indicator of the impact of physical and 
technical parameters on whole-life costs 
over the next decade or so.

The evolution of the combined contribution 
of CAPEX and OPEX to whole-life cost of 
energy between wind farms installed in 
2011 and 2022 is shown below.

1.5  Forecasting wind farm costs

Wind farm CAPEX, OPEX and cost 
of energy are influenced by a range 
of factors, both specific to particular 
wind farm locations (such as the water 
depth, wind and wave conditions, and 
distance to port facilities and point of 
grid connection) and to the technology 
used in the wind farm, such as the wind 
turbine power rating and rotor diameter.
In order to model the combined impact 
of these different factors, we have 
established the impact of each factor 
on CAPEX, OPEX and energy output/
efficiency of specific elements of the 
wind farm, then combined these impacts 
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Figure 3: Breakdown of cost of energy into key elements (based on forecast costs for projects to be
installed in 2011 and 2022) 

Again, the time scales for contracting 
and constructing the electrical system 
are similar to those of the turbines 
and foundations. For projects in 2011, 
this element is forecast to account for 
around 14% of total CAPEX, with only a 
slight increase forecast by 2022.

Installation
This element includes the transportation 
of components to a construction port, 
onshore preparation and installation.

Today, foundations, substations and 
cables are usually installed in the year 
before the turbines, although strategies 
in the future are likely to evolve. For 
projects in 2011, this element is forecast 
to account for around 23% of total 
CAPEX, reducing to less than 18% by 
2022. 

As the discounted decommissioning 
costs for offshore wind farms at the end 
of their 20 to 25 year operational life 
are relatively low, and partly offset by 
opportunities to reuse and recycle much 
of the hardware, they are not considered 
further here.

1.3  Operational expenditure (OPEX)

Unlike sources of conventional 
generation, offshore wind benefits 
from having no primary fuel costs, 
but operational costs are a significant 
element of whole-life cost of energy.

The largest contribution to OPEX are 
costs relating to the operation and 
maintenance of the wind farms, including 
condition monitoring, preventative and 
reactive maintenance, health and safety 
inspections and monitoring of the local 
environmental impact of the wind farm. 
Direct costs include engineering and 
technician staff salaries, vessel charter 
costs and the procurement of spare 
components, electrical and mechanical 
tools and cleaning and personal 
protective equipment.

Other costs include the building rent 
for the wind farm control building and 
component warehousing, port berthing 
fees, insurance, legal and accountancy 
fees, bank charges, depreciation, audit 
fees and sea bed lease fees charged by 
The Crown Estate.

As discussed above, the cost of 
constructing the electrical systems has 
been included in the CAPEX, whereas 
it would be expected to be included in 
the OPEX of wind farm owners operating 
under the OFTO regime.

1.4  Cost of energy

The cost of energy is defined here as the 
total revenue required per MWh of energy, 
such that the wind farm owner secures 
a 10% return on CAPEX and OPEX paid 
from its balance sheet over the project’s 
lifetime. Various models for financing 
offshore wind are likely to be used over the 
next decade, but this simple model gives 
revenues that are representative of those 
needed to facilitate decisions to allow 
progress to construction. This revenue 
may be secured through a combination 
of electricity price and market support 
mechanisms. This rate of return is slightly 
lower than that assumed by Redpoint 
Energy/Trilemma UK in Electricity Market 
Reform: Analysis of policy option for 

the Department of Energy and Climate 
Change (DECC) in 2010.2

No inflators have been used on either 
the costs or revenues of wind farm 
projects. The cost of energy used in 
this study is therefore not an absolute 
forecast of expected levels, but an 
indicator of the impact of physical and 
technical parameters on whole-life costs 
over the next decade or so.

The evolution of the combined contribution 
of CAPEX and OPEX to whole-life cost of 
energy between wind farms installed in 
2011 and 2022 is shown below.

1.5  Forecasting wind farm costs

Wind farm CAPEX, OPEX and cost 
of energy are influenced by a range 
of factors, both specific to particular 
wind farm locations (such as the water 
depth, wind and wave conditions, and 
distance to port facilities and point of 
grid connection) and to the technology 
used in the wind farm, such as the wind 
turbine power rating and rotor diameter.
In order to model the combined impact 
of these different factors, we have 
established the impact of each factor 
on CAPEX, OPEX and energy output/
efficiency of specific elements of the 
wind farm, then combined these impacts 
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Figure 3: Breakdown of cost of energy into key elements (based on forecast costs for projects to be
installed in 2011 and 2022) 

Again, the time scales for contracting 
and constructing the electrical system 
are similar to those of the turbines 
and foundations. For projects in 2011, 
this element is forecast to account for 
around 14% of total CAPEX, with only a 
slight increase forecast by 2022.

Installation
This element includes the transportation 
of components to a construction port, 
onshore preparation and installation.

Today, foundations, substations and 
cables are usually installed in the year 
before the turbines, although strategies 
in the future are likely to evolve. For 
projects in 2011, this element is forecast 
to account for around 23% of total 
CAPEX, reducing to less than 18% by 
2022. 

As the discounted decommissioning 
costs for offshore wind farms at the end 
of their 20 to 25 year operational life 
are relatively low, and partly offset by 
opportunities to reuse and recycle much 
of the hardware, they are not considered 
further here.

1.3  Operational expenditure (OPEX)

Unlike sources of conventional 
generation, offshore wind benefits 
from having no primary fuel costs, 
but operational costs are a significant 
element of whole-life cost of energy.

The largest contribution to OPEX are 
costs relating to the operation and 
maintenance of the wind farms, including 
condition monitoring, preventative and 
reactive maintenance, health and safety 
inspections and monitoring of the local 
environmental impact of the wind farm. 
Direct costs include engineering and 
technician staff salaries, vessel charter 
costs and the procurement of spare 
components, electrical and mechanical 
tools and cleaning and personal 
protective equipment.

Other costs include the building rent 
for the wind farm control building and 
component warehousing, port berthing 
fees, insurance, legal and accountancy 
fees, bank charges, depreciation, audit 
fees and sea bed lease fees charged by 
The Crown Estate.

As discussed above, the cost of 
constructing the electrical systems has 
been included in the CAPEX, whereas 
it would be expected to be included in 
the OPEX of wind farm owners operating 
under the OFTO regime.

1.4  Cost of energy

The cost of energy is defined here as the 
total revenue required per MWh of energy, 
such that the wind farm owner secures 
a 10% return on CAPEX and OPEX paid 
from its balance sheet over the project’s 
lifetime. Various models for financing 
offshore wind are likely to be used over the 
next decade, but this simple model gives 
revenues that are representative of those 
needed to facilitate decisions to allow 
progress to construction. This revenue 
may be secured through a combination 
of electricity price and market support 
mechanisms. This rate of return is slightly 
lower than that assumed by Redpoint 
Energy/Trilemma UK in Electricity Market 
Reform: Analysis of policy option for 

the Department of Energy and Climate 
Change (DECC) in 2010.2

No inflators have been used on either 
the costs or revenues of wind farm 
projects. The cost of energy used in 
this study is therefore not an absolute 
forecast of expected levels, but an 
indicator of the impact of physical and 
technical parameters on whole-life costs 
over the next decade or so.

The evolution of the combined contribution 
of CAPEX and OPEX to whole-life cost of 
energy between wind farms installed in 
2011 and 2022 is shown below.

1.5  Forecasting wind farm costs

Wind farm CAPEX, OPEX and cost 
of energy are influenced by a range 
of factors, both specific to particular 
wind farm locations (such as the water 
depth, wind and wave conditions, and 
distance to port facilities and point of 
grid connection) and to the technology 
used in the wind farm, such as the wind 
turbine power rating and rotor diameter.
In order to model the combined impact 
of these different factors, we have 
established the impact of each factor 
on CAPEX, OPEX and energy output/
efficiency of specific elements of the 
wind farm, then combined these impacts 
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Figure 3: Breakdown of cost of energy into key elements (based on forecast costs for projects to be
installed in 2011 and 2022) 

Again, the time scales for contracting 
and constructing the electrical system 
are similar to those of the turbines 
and foundations. For projects in 2011, 
this element is forecast to account for 
around 14% of total CAPEX, with only a 
slight increase forecast by 2022.

Installation
This element includes the transportation 
of components to a construction port, 
onshore preparation and installation.

Today, foundations, substations and 
cables are usually installed in the year 
before the turbines, although strategies 
in the future are likely to evolve. For 
projects in 2011, this element is forecast 
to account for around 23% of total 
CAPEX, reducing to less than 18% by 
2022. 

As the discounted decommissioning 
costs for offshore wind farms at the end 
of their 20 to 25 year operational life 
are relatively low, and partly offset by 
opportunities to reuse and recycle much 
of the hardware, they are not considered 
further here.

1.3  Operational expenditure (OPEX)

Unlike sources of conventional 
generation, offshore wind benefits 
from having no primary fuel costs, 
but operational costs are a significant 
element of whole-life cost of energy.

The largest contribution to OPEX are 
costs relating to the operation and 
maintenance of the wind farms, including 
condition monitoring, preventative and 
reactive maintenance, health and safety 
inspections and monitoring of the local 
environmental impact of the wind farm. 
Direct costs include engineering and 
technician staff salaries, vessel charter 
costs and the procurement of spare 
components, electrical and mechanical 
tools and cleaning and personal 
protective equipment.

Other costs include the building rent 
for the wind farm control building and 
component warehousing, port berthing 
fees, insurance, legal and accountancy 
fees, bank charges, depreciation, audit 
fees and sea bed lease fees charged by 
The Crown Estate.

As discussed above, the cost of 
constructing the electrical systems has 
been included in the CAPEX, whereas 
it would be expected to be included in 
the OPEX of wind farm owners operating 
under the OFTO regime.

1.4  Cost of energy

The cost of energy is defined here as the 
total revenue required per MWh of energy, 
such that the wind farm owner secures 
a 10% return on CAPEX and OPEX paid 
from its balance sheet over the project’s 
lifetime. Various models for financing 
offshore wind are likely to be used over the 
next decade, but this simple model gives 
revenues that are representative of those 
needed to facilitate decisions to allow 
progress to construction. This revenue 
may be secured through a combination 
of electricity price and market support 
mechanisms. This rate of return is slightly 
lower than that assumed by Redpoint 
Energy/Trilemma UK in Electricity Market 
Reform: Analysis of policy option for 

the Department of Energy and Climate 
Change (DECC) in 2010.2

No inflators have been used on either 
the costs or revenues of wind farm 
projects. The cost of energy used in 
this study is therefore not an absolute 
forecast of expected levels, but an 
indicator of the impact of physical and 
technical parameters on whole-life costs 
over the next decade or so.

The evolution of the combined contribution 
of CAPEX and OPEX to whole-life cost of 
energy between wind farms installed in 
2011 and 2022 is shown below.

1.5  Forecasting wind farm costs

Wind farm CAPEX, OPEX and cost 
of energy are influenced by a range 
of factors, both specific to particular 
wind farm locations (such as the water 
depth, wind and wave conditions, and 
distance to port facilities and point of 
grid connection) and to the technology 
used in the wind farm, such as the wind 
turbine power rating and rotor diameter.
In order to model the combined impact 
of these different factors, we have 
established the impact of each factor 
on CAPEX, OPEX and energy output/
efficiency of specific elements of the 
wind farm, then combined these impacts 
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Figure 3: Breakdown of cost of energy into key elements (based on forecast costs for projects to be
installed in 2011 and 2022) 

Again, the time scales for contracting 
and constructing the electrical system 
are similar to those of the turbines 
and foundations. For projects in 2011, 
this element is forecast to account for 
around 14% of total CAPEX, with only a 
slight increase forecast by 2022.

Installation
This element includes the transportation 
of components to a construction port, 
onshore preparation and installation.

Today, foundations, substations and 
cables are usually installed in the year 
before the turbines, although strategies 
in the future are likely to evolve. For 
projects in 2011, this element is forecast 
to account for around 23% of total 
CAPEX, reducing to less than 18% by 
2022. 

As the discounted decommissioning 
costs for offshore wind farms at the end 
of their 20 to 25 year operational life 
are relatively low, and partly offset by 
opportunities to reuse and recycle much 
of the hardware, they are not considered 
further here.

1.3  Operational expenditure (OPEX)

Unlike sources of conventional 
generation, offshore wind benefits 
from having no primary fuel costs, 
but operational costs are a significant 
element of whole-life cost of energy.

The largest contribution to OPEX are 
costs relating to the operation and 
maintenance of the wind farms, including 
condition monitoring, preventative and 
reactive maintenance, health and safety 
inspections and monitoring of the local 
environmental impact of the wind farm. 
Direct costs include engineering and 
technician staff salaries, vessel charter 
costs and the procurement of spare 
components, electrical and mechanical 
tools and cleaning and personal 
protective equipment.

Other costs include the building rent 
for the wind farm control building and 
component warehousing, port berthing 
fees, insurance, legal and accountancy 
fees, bank charges, depreciation, audit 
fees and sea bed lease fees charged by 
The Crown Estate.

As discussed above, the cost of 
constructing the electrical systems has 
been included in the CAPEX, whereas 
it would be expected to be included in 
the OPEX of wind farm owners operating 
under the OFTO regime.

1.4  Cost of energy

The cost of energy is defined here as the 
total revenue required per MWh of energy, 
such that the wind farm owner secures 
a 10% return on CAPEX and OPEX paid 
from its balance sheet over the project’s 
lifetime. Various models for financing 
offshore wind are likely to be used over the 
next decade, but this simple model gives 
revenues that are representative of those 
needed to facilitate decisions to allow 
progress to construction. This revenue 
may be secured through a combination 
of electricity price and market support 
mechanisms. This rate of return is slightly 
lower than that assumed by Redpoint 
Energy/Trilemma UK in Electricity Market 
Reform: Analysis of policy option for 

the Department of Energy and Climate 
Change (DECC) in 2010.2

No inflators have been used on either 
the costs or revenues of wind farm 
projects. The cost of energy used in 
this study is therefore not an absolute 
forecast of expected levels, but an 
indicator of the impact of physical and 
technical parameters on whole-life costs 
over the next decade or so.

The evolution of the combined contribution 
of CAPEX and OPEX to whole-life cost of 
energy between wind farms installed in 
2011 and 2022 is shown below.

1.5  Forecasting wind farm costs

Wind farm CAPEX, OPEX and cost 
of energy are influenced by a range 
of factors, both specific to particular 
wind farm locations (such as the water 
depth, wind and wave conditions, and 
distance to port facilities and point of 
grid connection) and to the technology 
used in the wind farm, such as the wind 
turbine power rating and rotor diameter.
In order to model the combined impact 
of these different factors, we have 
established the impact of each factor 
on CAPEX, OPEX and energy output/
efficiency of specific elements of the 
wind farm, then combined these impacts 
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Figure 2: Breakdown of CAPEX into key elements (based on forecast 2011 and 2022 project costs) 

1. Methodology

1.1  Introduction

This report is based upon forecasts of 
three measures of project cost: CAPEX; 
OPEX; and cost of energy.

Both CAPEX and OPEX are “real” costs 
insofar as they represent the expenditure 
on goods or services. Cost of energy 
is defined here as the total revenue 
required per MWh to provide a given rate 
of return for an investor based on the 
time-offset CAPEX, OPEX and energy 
generated by the wind farm.

1.2  Capital expenditure (CAPEX)

For the purpose of this report, CAPEX is 
divided into five elements: project; turbine; 
foundations; electrical; and installation. 
These elements account for varying 
proportions of the overall spend depending 
on project parameters. Spend on these 
elements is typically spread over at least 
five years prior to the first generation of 
electricity by an offshore wind farm.

Project
Included within this element are all of the 
development and consenting processes 
that are required up to the point of financial 
close or the placing of firm orders for wind 
farm construction. It covers activities such 
as environmental and wildlife surveys, 
engineering studies, and planning and legal 
activities.

This element also includes the project 
management of all other activities up to 
the first generation of electricity, as well 
as other administrative activities and 
professional services such as accountancy 
and legal advice.

For projects being built in 2011, project 
costs are forecast to account for around 
4% of total CAPEX. Economies of scale 
are expected to mean that these costs will 
become proportionally smaller as projects 
grow in size, so that by 2022 they are 
anticipated to be less than 3% of costs.

systems that include the onshore 
cables and substation at the point of 
connection to the transmission system.

In the past, the cost of this element was 
met entirely by the wind farm developer, 
but the introduction of the Offshore 
Transmission Network Owner (OFTO) 
regime means that the wind farm and 
the electrical transmission systems must 
now be owned separately (“unbundled”). 

For owners of existing wind farms, this 
has meant they have needed to transfer 
the offshore and onshore substations 
and the export cable systems into 
the ownership of OFTOs. For future 
projects, all of the electrical systems, 
with the exceptions of the array cables, 
will either be installed by an OFTO, or 
by the developer who will then transfer 
the asset on completion. In all cases, 
the OFTO will then be paid a fee by the 
National Grid, which recovers costs 
through transmission charges to the 
wind farm owner.

This arrangement means that, for the 
wind farm owner, these costs will be 
elements of OPEX rather than CAPEX. It 
has been decided, however, that these 
electrical costs will remain as CAPEX in 
this study, for the sake of consistency 
with the conventional understanding of 
the split between CAPEX and OPEX.

Turbine
This element covers the manufacture and 
assembly of the turbine components, 
including the nacelle and its sub-systems, 
the blades and hub, the tower and the 
turbine electrical systems to the point 
of connection to the array cables. This 
cost is assumed to be ex-works so does 
not include any cost for transporting 
the turbine to a construction port or any 
installation costs.

For projects in 2011, this element is 
forecast to account for around 40% of 
total CAPEX, increasing to nearly 44% 
by 2022.

Foundation
Comprising the manufacture of the 
foundations of the turbines, this element 
does not include transportation or 
installation costs. Time-scales for 
contracting and manufacture are 
assumed to be similar to those of the 
turbines.

For projects in 2011, the foundation is 
forecast to account for around 19% of 
total CAPEX, increasing to 22% by 2022.

Electrical
This element covers offshore substations 
and their foundations, array cables, 
export cables linking the wind farm to 
the shore, and the onshore electrical 

23%

14%

19%

40%

4%

Figure 1.6: Breakdown of CAPEX into key elements of an offshore wind turbine [41].

Given its large share in the total CAPEX and the relatively simple nature of the structure, the sup-
port structure shows great potential for cost savings. The offshore wind industry is well aware of
this potential and therefore several parties are spending great efforts to achieve these cost savings.
Specifically, within Siemens Wind Power (SWP) research and development work is concentrated on
the following topics:

• The dynamic behavior of the OWT in response to external loading, is determining the load
levels and hence the design of its support structure. Insight in this behavior is crucial and
requires accurate and efficient modeling techniques. However, in the wind industry simple
models and crude assumptions are often applied when computing the loads from simulations.
Therefore, within SWP methods have been developed for the detailed analysis of the structural
dynamic behavior of wind turbines, with applications focused on support structure modeling
[24, 34, 37].

• An important bottleneck for cost reduction of offshore support structures is the lack of knowl-
edge about soil-structure interaction. This is handled by making conservative assumptions to
ensure that the modeled behavior of the soil is always less favorable than in real life. To elimi-
nate unnecessary conservatism, research has been performed within SWP to gain fundamental
understanding of soil-structure interaction and to translate this understanding to improved
engineering models that can be used in practice [36, 40].

• Another source of conservatism is the design split between the foundation designer (FD) and
the turbine designer (TD) as both parties are responsible for the design of the support struc-
ture. Due to the fact that only a limited number of design iterations are performed and both
parties use their own design methods and safety factors, an overly conservative foundation
design is obtained. Therefore, an important research topic within SWP is the concept of in-
tegrated support structure design. Initial studies showed that this approach, combined with
structural optimization, can lead to considerable savings of up to 15% in steel mass [17, 32].
In order to enable implementation of this design methodology, several research projects have
been carried out over the past years. For instance, the effect of different modeling methods
for wave loading has been investigated [23], grouted connections were analyzed [21], and
finally the use of high fidelity support structure models in the load calculation process was
investigated [11].

This thesis also focuses on the topic of integrated support structure design. The perspective taken
here however is that the support structure design is still performed by two parties. In this thesis,
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the process before the actual design and optimization of the support structure is analyzed, namely
the calculation procedures to determine the loads on these structures. Indeed, in order to have
confidence in the optimized results, one needs to make sure that the calculation procedures for
designing the support structure provide accurate results. Before formulating the thesis objective in
section 1.5, the next section therefore first outlines this design process.

1.3 Design cycle for offshore wind turbine support structure

In order to verify the accuracy of the different calculation procedures used to design a support struc-
ture, the design cycle for offshore wind turbine support structures should be discussed first to gain
more insight in the design process. The support structure of an offshore wind turbine is custom
engineered for every wind park due to site specific conditions as wind climate, wave conditions,
water depth and soil properties. Generally, the three most important design criteria for the OWT are
withstanding ultimate loading, having sufficient fatigue lifetime and having the first eigenfrequency
of the OWT between the rotating frequency of the rotor (1P) and the blade passing frequency (3P).
These design criteria will be explained in more detail in Section 2.4.

Siemens Wind Power is a TD and is responsible for the design of the RNA and the tower and the
FD is responsible for the design of the transition piece and the foundation structure. In order to
ensure that the design of the support structure meets the design criteria, SWP simulates thousands
of load-case scenarios with the complete offshore wind turbine model using an aero-elastic code.
The global dynamic behavior can be determined with the aero-elastic model. SWP uses its in-house
developed Bonus Horizontal axis wind turbine Code (BHawC), which is a non-linear code which
includes all relevant phenomena as listed below [37]:

• Aero-elasticity, this means coupling of structural deformation and aerodynamic loads

• Hydrodynamic loads

• Soil-structure interaction

• The wind turbine’s controller dynamics

• Rotational effects caused by the spinning rotor

The design of the support structure can be seen as a calculation cycle and several iterations are
usually necessary before a satisfactory design is reached, see Figure 1.7. In order to design the
support structure, the wind climate, the wave conditions, the water depth and the soil properties for
the specific wind park area are required input parameters. If these input parameters are known, the
design cycle can begin and consists of 6 steps:

1. The FD creates an initial design of the foundation structure based on the wave conditions, the
soil properties, the water depth and generic load values provided by the turbine designer. The
FD communicates this initial design and the computed wave loads to the turbine designer.

2. The TD integrates this foundation structure in the aero-elastic model, as a result the aero-
elastic model contains all the components of the OWT.

3. The aero-elastic simulations are run under wind and wave loading and the different design
considerations are checked. The TD adjusts the design of the tower to ensure it meets the
design criteria.
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4. The loads or the displacements at the interface between the tower and the foundation structure
are extracted and communicated to the FD.

5. The FD applies the interface loads or displacements and the wave loads on the detailed foun-
dation model.

6. A simulation is run to compute the loads on the foundation, from which the fatigue lifetime
and the ultimate loads are determined.

The FD adjusts the design of the foundation to ensure it meets the design criteria and the FD com-
municates the new design of the foundation structure to SWP. After this, the design cycle continues.
Several iterations will be necessary until a satisfactory design of the offshore wind turbine support
structure is reached. In general, 2-3 iterations are performed as the available engineering time for a
given project is limited.

(Adjust) design foundation! Integrate foundation structure in aero-
elastic model!

Extract loads/displacements at the 
interface!

Run simulation! Run aero-elastic simulation (and 
adjust design tower)!

Apply interface loads / displacements 
on detailed foundation structure!

!"

#"

$"

%"

&"

'"

()*+,-."/.0,1-.*"2(/3"45)-6785-"/.0,1-.*"24/3"

Figure 1.7: Design cycle of offshore wind turbine support structures.

1.4 Sources of errors in the design cycle

In order to counteract large computation costs for the large number of aero-elastic simulations, the
aero-elastic model is kept compact. Therefore, the detailed models of the tower and the founda-
tion are simplified or reduced. Reduction techniques are explained in Section 3.4. If the models
are simplified/reduced, the interface loads/displacements can contain errors due to the simplifica-
tion/reduction. These interface loads/displacements are used by the FD to retrieve the response of
the detailed foundation model. Therefore, if the interface loads/displacements contain an error, the
results after analyzing the detailed foundation model are expected not to be accurate either. This
is especially true for a jacket structure, as this structure experiences local dynamics which might
be neglected or overly simplified by the reduced model. This will be explained in more detail in
Chapter 5 and 7.

Furthermore, the FD can perform a quasi-static analysis, in which the damping and inertia forces are
neglected, to compute the response of the detailed foundation model. The accuracy of this calcula-
tion procedure is questionable from a structural dynamics perspective. If one neglects damping and
inertia forces for the foundation, one assumes that the foundation structure behaves in a quasi-static
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manner in the global dynamic behavior. Hence, this could lead to errors in the predictions of the
fatigue loads. Currently, no clear guidelines are available which describe under what conditions a
quasi-static analysis is valid. Furthermore, it is often claimed that the design approach where the de-
tailed foundation structure is quasi-static analyzed is conservative, meaning that the results obtained
overestimate reality, leading to a safe over-designed support structure. However, this statement is
not proven.

This thesis has focused on the accuracy of the calculation procedures to design the foundation struc-
ture of the OWT. However, the design of the tower is based on the design of the foundation (and
vice versa), as both components are integrated in the aero-elastic model and the results from these
simulations are used to optimize the design of both components. If the design of one component
is based on inaccurate calculation procedures, an optimal accurate design of the support structure
will never be reached. Therefore, if one knows that the design of the foundation structure is based
on accurate results, the design of the tower can be optimized accurately as well and eventually an
accurate design of the support structure is reached.

Summarizing, some inaccuracies arise in the design cycle of the support structure and the impact of
these inaccuracies on the accuracy of the results will be investigated in this thesis. If one has con-
fidence in the accuracy of the calculation procedures, a less conservative design for the foundation
structure can be developed which will eventually reduce the LCOE of offshore wind energy.

1.5 Thesis objective

In the previous sections it was explained that in order to ensure that offshore wind energy will have
a leading role in the future energy supply, the LCOE must be further reduced. This cost reduction
can be achieved by structural design optimization of the OWT components. The support structure
is one of the main cost items, hence, it is worthwhile to optimize the structural design of this com-
ponent. In order to optimize the structural design, one needs to be sure the underlying calculation
procedures provide accurate results. Therefore, it is valuable to gain more insight in the accuracy of
the current calculation procedures in the design cycle of the support structure.

The aim of this thesis is twofold. Firstly, it is important to examine and quantify the validity and
conservatism of the current calculation procedures. Secondly, it should be shown how these find-
ings can be combined to come to more optimal design procedures. From the above, the goal of the
assignment can be formulated as:

“Investigate the validity and conservatism of the current calculation procedures for offshore wind turbine
support structures and propose improved procedures based on these findings.”

The focus is on the accuracy of the calculation procedures for foundation structures. The calcu-
lation procedures to determine the design of a monopile and a jacket will be investigated.

1.6 Thesis outline

According to the thesis objective, the content of this thesis is divided into several chapters. As
the loads on the offshore wind turbine mainly determine the design of the support structure, the
loads and their modeling will be discussed in Chapter 2. Furthermore, the main design criteria are
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discussed in more detail. Chapter 3 presents the general theory about structural dynamics, substruc-
turing and model reduction. Firstly, the difference between dynamic and quasi-static behavior will
be determined. Secondly, the theory of substructuring will be presented and the chapter concludes
with a section where different reduction techniques are discussed. Chapter 4 will give an overview
of the current calculation procedures to design a support structure. These calculation procedures
will be supported with the associated equations to get more insight in the accuracy of the proce-
dures. In order to investigate if the potential inaccuracies observed in Chapter 4 are experienced
in the design procedure, a case study is performed. This case study will give more insight in the
quantitative errors of the different calculation procedures. To this end two different OWT models
will be built, one with a monopile foundation structure and one with a jacket foundation structure.
The construction of the models is described in Chapter 5. Chapters 6 and 7 will present the results
of the different calculation procedures for the OWT with a monopile and with a jacket foundation,
respectively. Finally, in Chapter 8 the conclusions and recommendations are presented.

!"#$%#&'(#))%*#)+()#$)%$#&,-.(/*-)'0%*'1(
1%//-*&'0(2,&3('4%#&,-.1(
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Figure 1.8: Thesis outline



Chapter 2

Loads and design considerations

2.1 Introduction

The design cycle of an offshore wind turbine support structure is presented in Subsection 1.3. In
order to determine the design of the support structure an input is necessary. Next to the initial
design of the different components, the loads on the OWT are essential as well. An OWT is exposed
to three types of loads during operation, loads due to waves and wind and operational loads. The
general concept to model these loads will be presented in this chapter as these loads will be modeled
to perform the case study, discussed in Chapter 5. Section 2.4 will discuss the three most important
design criteria for the design of the support structure; withstand ultimate loading, a sufficient fatigue
lifetime and the first eigenfrequency of the OWT should be between the rotating frequency (1P) and
the blade passing frequency (3P).

2.2 Operational and wind loads

2.2.1 Operational loads

53 

dynamics are expected to be a problem, detailed knowledge of the expected frequencies
of excitation and the natural frequencies of the structure or part of the structure is vital. 

The DAF is commonly used in calculations in the preliminary design phase to account 
for the effect of dynamic response compared to static response (thereby neglecting the
phase information). In general, the DAFs are derived from time-domain simulations 
similar to the ones shown in Figure 2.43. 

The important conclusion that can be drawn from this review is that the response of a 
wind turbine system subjected to time-varying loads needs to be carefully assessed. 

2.7.2 Soft and stiff wind turbine systems 

Excitation 

To translate the basic model of the previous section to a wind turbine system, first the 
excitation frequencies are examined first. The most visible source of excitation in a 
wind turbine system is the rotor. As shown in section 2.6.5, the rotor samples the 
turbulent eddies in the wind field creating peaks in excitation at frequencies of 1P and 
3P for a three bladed rotor. 

These two frequencies are plotted in a graph as shown in Figure 2.44. The horizontal 
axis represents the frequency [Hz] and the vertical axis represents an arbitrary response 
without values. Though higher order excitations do occur, here only 1P and 3P are 
considered as these are the primary excitations. To avoid resonance, the structure should 
be designed such that its first natural frequency does not coincide with either 1P or 3P 
excitation. This leaves three possible intervals. A very stiff structure, with its first
natural frequency above 3P is called a stiff-stiff structure; if the first natural frequency 
falls between 1P and 3P, the structure is said to be soft-stiff while a very soft structure 
with its first natural frequency below 1P is called a soft-soft structure. 

1P 3P 

Figure 2.44 Soft to stiff frequency intervals of a three bladed, constant rotational speed wind 
turbine

The support structure 

A flexible wind turbine can be modelled as a flagpole with top mass mtop, as depicted 
in Figure 2.45. This model resembles the model of the mass-spring-damper system in 

(a) Constant rotational speed wind turbine

55 

By way of example, equation (2.36) is applied to the Opti-OWECS design [5]. This 
design consists of a 2 bladed constant speed turbine. The rotational frequency 1P is 0.3
Hz, the blade passing frequency 2P is 0.6 Hz. A soft-soft structure would then have (for 
example) a first natural frequency of 0.25 Hz, soft-stiff 0.5 Hz and stiff-stiff 1 Hz. The 
wall thickness is taken to be constant over the entire height: 75 mm. The system has a 
top mass of 130 000 kg. Equation (2.36) is applied to determine the diameter D 
corresponding to the specified natural frequencies. The results are listed in table 2.5. 

Table 2.5 Required diameters per frequency 

As the cost of procurement and handling of large tubular towers is mainly influenced
by the diameter, from an investment point of view the selection of the “softest” structure
will be best. 

These calculations are for demonstration purposes only, since an actual offshore wind 
turbine support structure will be dimensioned for many more influences. For instance,
the soil properties will always be more flexible than the assumed fixed connection of the 
model in Figure 2.45. This flexibility will result in a lower overall natural frequency, 
which may need to be compensated by increasing the diameter. 

2.7.3 Design options for support structure dynamics 

Variable speed 

As described in section 2.6, variable speed turbines are gaining market share from 
constant speed turbines. They offer higher energy capture and lower dynamic excitation. 
For example, the Vestas 2 MW turbines have a rotational speed ranging from 10.5 to
24.5 RPM [29]. This means that the interval for a soft-stiff design is correspondingly 
narrower, as shown in Figure 2.46. 

Figure 2.46 Frequency intervals for a variable speed turbine system 

Type fnat Diameter 

Soft-soft 0.25 Hz 2.4 m 
Soft-stiff 0.5 Hz 4.2 m 
Stiff-stiff 1.0 Hz 7.4 m 

1P 3P 

(b) Variable rotational speed wind turbine

Figure 2.1: Operational loads on a wind turbine depend on the rotational frequency [35].

An important source of excitation in a wind turbine system is the rotor. The rotational speed is the
first excitation frequency, usually referred to as 1P. The structure can experience an excitation at
this frequency due to any unbalance in the rotor. The second excitation frequency is the rotor blade
passing frequency: NbP in which Nb is the number of rotor blades, i.e. for a turbine with two rotor
blades the second excitation frequency is 2P and for a three bladed rotor it is 3P. The loads on the
blade are temporarily changed as it is in passing the tower and therefore excite the structure. As
harmonic rotor loads at multiples of the rotor speed can also excite the system’s natural vibration

11
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modes, the higher harmonics, 6P, 9P and so on, should be incorporated in the operational loads as
well.

Most of the wind turbines can operate at variable speed, regularly ranging from 12 to 18 RPM,
as a result the two excitations cover frequency bands instead of just two values, see Figure 2.1b.

2.2.2 Wind loads

Wind loads on a wind turbine depend on different aspects:

• Wind speed

• Wind shear coefficient

• Turbulence intensity

• Structure that is excited by the wind

SWP receives all the wind data for the area where the wind farm is installed for a certain time pe-
riod. In general, the wind speed offshore is higher than the wind speed onshore. Furthermore, the
wind speed is height dependent. How much the wind speed is changing in height depends on the
wind shear coefficient which is based on the surface roughness of the area. The wind speed will
vary in height a lot if the area has a high surface roughness, for example in cities as there is a lot of
friction imposed by the surface that slows down the wind flow. However, the surface roughness at
sea is very low, as a result the wind speed is less height dependent.

Wind fields in nature are time dependent and are never laminar and uniform. The mean wind
speed is superimposed by temporal and spatial fluctuations of the wind speed at a specific location.
These temporal and spatial fluctuations are defined as turbulence. The amount of turbulence is
specified by the so-called turbulence intensity which is defined as the turbulence velocity fluctua-
tion of the time varying wind speed divided by the mean wind speed. This turbulence intensity is
generally larger for onshore sites than offshore sites, as a result the wind flow offshore is more stable.

If the wind climate is known, the loads on the offshore wind turbine can be determined. The largest
wind loads are caught by the blades of the turbine, these loads consists of lift and drag forces. These
forces are determined by the relative speed (difference between the wind speed and the speed of
the blades) and the drag and lift coefficient. As the drag and lift coefficient are structure dependent,
the wind loads on the OWT differ per OWT.

For more specific details how wind loads can be modeled, the reader is referred to [7, 14, 35].
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2.3 Wave and current loads

The main driver behind sea waves is wind. When examining the sea surface, multiple waves can
be distinguished, traveling in every possible direction. The sea surface appears to be composed of
random waves of various lengths and periods.

Wave loads depend on several aspects:

• Wave energy spectrum

• Wave kinematics

• Structure that is excited by the waves

The wave spectrum contains mainly high energy for low frequencies. The shape of the power spectral
density spectrum is shown in Figure 2.2. Several methods have been defined to model this spectrum
for a certain location in the sea. The maximum amplitude in the spectrum depends on the significant
wave height Hs which is defined as the mean of the 1/3 highest waves in the time series. The
frequency where the peak occurs is defined as fp or with its associated peak period Tp.
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Figure 2.10 Pierson Moskowitz spectrum for Hs = 1.5 m and Tz = 5 s with  

mean zero-crossing frequency at fz = 1/ Tz = 0.2 Hz and peak spectral frequency at fp = 0.14 Hz 

 
The mean of the zero-crossing frequency fz =1/Tz is shown in the plot. A visually more 

characteristic parameter is the frequency at which the peak occurs, fp, and its inverse Tp. 
Note that this peak refers to the peak of the spectrum and has nothing to do with the 
mean crest period Tc referring to wave crests. The relation between Tp and Tz for the PM 
spectrum is Tp = 1.41 Tz. Equation (2.7) can be re-written for Tp: 
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The peak period becomes important for the enhancement of the Pierson-Moskowitz 

spectrum: further measurements of wave spectra were done in the Joint North Sea Wave 
Project from which the JONSWAP spectrum originated [9]. This spectrum represents 
sea states that are not fully developed under a certain wind condition. The wave 
spectrum shape is therefore much more peaked. The JONSWAP spectrum is actually an 
extended version of the Pierson-Moskowitz spectrum, incorporating a peak 

enhancement factor, which is controlled by a peak shape parameter γJS. When the shape 

parameter is taken as γJS = 1 the JONSWAP spectrum is equal to the Pierson-Moskowitz 

spectrum. A typical value for not fully developed seas is γJS= 3.3. The shape of the 

slopes before and after Tp, are controlled by slope factors σa and σb. 
Because the peak enhancement increases the total area under the spectrum, a 

normalising factor Fn must be introduced to ensure that the area (the zeroth order 
moment) under the JONSWAP spectra still represents the real energy density of the sea 
state. Several derivations exist for this normalising factor; equation (2.9) shows one of 
the formulations from [12]. 

 

Figure 2.2: Wave spectrum for Hs=1.5 m and fp=0.14 Hz [35].

The wave energy spectrum is used to determine the wave kinematics, using a linear or non-linear
wave theory [4, 15]. The flow velocity of the wave at the surface is determined with this wave
theory. In the end, the wave loads on the structure are computed based on these flow velocities of
the wave. These wave loads depend, next to the flow velocity, on the geometry of the structure. For
example, one can imagine that the wave loads for a monopile are larger than for a jacket, due to the
larger frontal area of a monopile with respect to the more transparent jacket structure.

In addition to the wave induced loads, one can also distinguish current induced loads. Sea cur-
rents are mostly driven by the tides and ocean circulations. These current loads vary over the water
depth. This variation over the water depth is based on the variation of the current flow velocity over
water depth. Generally, three basic current profiles over depth are distinguished, see Figure 2.3. The
flow velocity at a certain water depth is based on the flow velocity at the sea surface Uc0.
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Figure 2.3: Current profiles over water depth [35].

For more extensive information about waves and current modeling the reader is referred to [23, 29].

2.4 Design considerations

The design of the OWT, and thus the support structure, should meet different design requirements.
To avoid resonance, the first eigenfrequency of the structure should not be in the load spectrum of
the external load. Next to this, the structure should withstand the maximum loads and furthermore,
the fatigue lifetime of the structure should be between 20-25 years. All these requirements will be
discussed in more detail in this section.

2.4.1 First eigenfrequency20 Modeling and constraints formulation

Figure 3.1: Tempel digram [60]

To have a support structure in the stiff-stiff frequency region, it is neces-
sary to make the support structure too stiff which requires huge amount of steel
which is not preferable. The best design option is to design a structure with
the first natural frequency in soft-stiff region [61]. The flexibility of the support
structure is important as it has effect on the structural dynamics of the struc-
ture. Also, the resonance and structural dynamics behavior introduce loads on
the structure. These loads have effect on the fatigue life of the support structure
and turbine [61].

As the goal of this assignment is optimizing the support structure mass, it is
necessary that the concluded design satisfies criteria on the structural dynamics
and design considerations. Therefore, these consideration can be introduced
into the optimization problem as constraints. However as SLS and ALS con-
siderations are too complicated to model and in order to keep the optimization
problem relatively simple, they are not introduced into the optimization problem
as constraints. The effect of these design considerations into the optimization
problem can be checked later in advanced studies. Therefore, the optimized
design should satisfies criteria on the structural dynamics, FLS and ULS de-
sign considerations. In other words, only those three design considerations are
introduced into the optimization problem as constraints.

3.3 Support structure modeling

As explained before, the combination of tower, transition piece and monopile of
an OWT is called support structure. The constructing elements of each part of
the support structure are sections. Each section is a hollow cylinder or tapered
structure with. The tapered sections are used for constructing the tower and
the cylindrical sections are used for constructing monopile and transition piece.

Figure 2.4: Frequency intervals for a variable speed wind turbine [17].
1st eigenfrequency OWT (red line) in soft-stiff region as resonance due to waves is avoided (blue
line) and no excessive material is used.

In order to make sure that the structure is not excited in its eigenfrequency, the structure should
be designed such that its first eigenfrequency does not coincide with either 1P or 3P. In case of a
variable speed wind turbine, the operational excitations cover frequency bands instead of just two
values, see Figure 2.4. This leaves three possible intervals. A very stiff structure, with a natural
frequency greater than 3P (stiff-stiff), a natural frequency between 1P and 3P (soft-stiff) and a very
soft structure with a natural frequency less than 1P (soft-soft).



2.4. DESIGN CONSIDERATIONS 15

When the OWT has its first eigenfrequency in the stiff-stiff region, the structure is very stiff and
presumably needlessly expensive due to excessive material usage. When the structure is designed
with the first eigenfrequency in the soft-soft region, resonance may occur due to excitation of waves,
see blue line in Figure 2.4. Hence, the first eigenfrequency of an offshore wind turbine is designed
such that it is in the soft-stiff region. This way resonance due to waves is avoided and the structure
is not unnecessarily stiff and expensive.

2.4.2 Ultimate Limit State (ULS)

To satisfy the ultimate limit state, the structure must not collapse when subjected to the peak design
load for which it was designed. A structure is deemed to satisfy the ultimate limit state criterion if
all bending, shear and tensile or compressive stresses are below the yield stress [17], see Figure 2.5.
This way the structure is only deforming elastically and not plastically. The maximum stress should
be extracted from the simulation data to check whether this stress is below the yield stress.

Figure 2.5: Stress strain graph [2].

2.4.3 Fatigue Limit State (FLS)

In material science, fatigue is the damage that occurs when a structure is subjected to repeated
loading and unloading. The maximum stresses in the structure are below the ultimate stress limit,
and may be below the yield stress of the material. If a structure is subjected to cyclic loading, the
stresses in the material continuously change. Microscopic cracks appear in the material due to these
stress changes and the material could break eventually [35].

As an offshore wind turbine is subjected to cyclic loading, because wave and wind loads vary in
time, fatigue is an important design criteria. The fatigue lifetime of an OWT should be between
20-25 years. This subsection gives an overview how the fatigue design criteria can be checked.

The fatigue damage and lifetime can be estimated by different methods. One of the methods to
compute the fatigue lifetime is using S-N curves, which are also known as Wohler’s curves [17]. In
these curves the stress amplitude is plotted versus the logarithm number of cycles which provides
information about the maximum number of cycles per stress amplitude. In order to use the S-N
curve it is thus necessary to rearrange a random stress signal into the number of cycles for each
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stress amplitude. Different methods are developed to do this rearrangement, for instance Rainflow
counting. In the end, using the stress amplitudes with its associated number of cycles and the S-N
curve, the fatigue damage of the structure can be computed with the Palmgren-Miner rule. The
Palmgren-Miner rule can be formulated as follows

D =
∑ ni

Ni
(2.1)

where D is the damage due to fatigue, ni is number of cycles for a specific stress amplitude and Ni

is the allowed number of cycles for that specific stress amplitude based on the S-N curve. The total
damage is the summation of all the damages for all stress levels. To prevent failure this summation
should be smaller than one.

Rainflow counting method

In order to use the S-N curve it is necessary to know the number of cycles per stress amplitude.
An offshore wind turbine is subjected to wave and wind loads with different excitation frequencies,
therefore the stress signal will be random. This signal should be rearranged to obtain the number
of cycles per stress amplitude. This can be done with the rainflow counting algorithm. The rainflow
counting algorithm was developed by Tatsuo Endo and M. Matsuishi in 1968 [22]. Although there
are a number of different cycle-counting algorithms for such applications, the rainflow method is
the most popular. The method will be explained based on an example.

(a) A random stress in time (b) Rainflow (c) Stress cycles

Figure 2.6: Rainflow counting method [22].

The peaks and troughs of the random stress signal should be labeled with a letter, see Figure 2.6a.
Then the sheet can be turned clockwise 90◦, as a result the peaks and troughs may now be considered
as rooftops, Figure 2.6b. The random stress signal can be rearranged into a number of cycles per
stress amplitude by imagining a raindrop flows down the roof starting at every peak or trough. The
number of half-cycles should be counted by looking for terminations in the flow. The magnitude
of each half-cycle is equal to the stress difference between its start and termination. Finally, the
half-cycles with similar magnitudes should be combined to count the number of complete cycles,
Figure 2.6c. Typically, there remain some half-cycles [5].
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Fatigue life computation

If the number of cycles are known at a certain stress level, the fatigue life can be computed with the
S-N curve and the Palmgren-Miner rule.

σa =
σmax − σmin

2
(2.2)

σm =
σmax + σmin

2
(2.3)

The mean stress σm is the average level of a constant amplitude cyclic loading and the stress ampli-
tude σa is the variation about this mean. The wind load has a certain mean value and to take this
resulting mean stress into account when computing the fatigue damage there are several methods
[10].

Figure 2.7: Mean stress equations [10].

Soderberg (a)
σa
σ′e

+
σm
σy

= 1 (2.4)

Goodman (b)
σa
σ′e

+
σm
σu

= 1 (2.5)

Gerber (c)
σa
σ′e

+

(
σm
σu

)2

= 1 (2.6)

Morrow (d)
σa
σ′e

+
σm
σf

= 1 (2.7)

σy is the yield stress, σu is the ultimate stress , σf is the true fracture stress and σ′e is the effective
alternating stress at failure for a life time of Nf cycles. In order to take the mean stress into account
when computing the fatigue damage, σ′e should be determined.
The Goodman method and the Morrow method are the most widely used methods to take the mean
stress into account. However, the Morrow method is a good method to take the mean stress into
account for steel structures [10].

The rainflow counting method computes the mean stress σm, the stress amplitude σa and the num-
ber of cycles for every stress amplitude ni. σ′e can be computed with equation (2.7). When σ′e is
known, the fatigue life can be computed with help of the S-N curve.

The S-N curve is material specific and consists of several lines, Figure 2.8. The correct line for a
particular structure depends on the type of connections or the way the structure is fabricated. Line
71 can be used for the wind turbine, as this line can be used for ‘Butt-welded end-to-end connec-
tions between circular structural hollow sections’ and ‘Tube socket joint with 80% full penetration
butt welds’ [3]. The first one is the connection between the different tubes welded to each other
and the second one is the way the transition piece is fabricated. In order to compute the maximum
number of cycles per stress level, the following formula is used [3]:

(σ′e)
mN = (σc)

m2 · 106 with m=3 for N 6 5 ∗ 106 (2.8)

N = 2 · 106
(
σc
σ′e

)m
(2.9)

The slope m is three and σc is the endurance limit and is equal to 71 · 106 Pa. The fatigue damage of
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the structure is computed for a certain time period T0, using the Palmgren-Miner rule

D =
∑ ni

Ni
=
∑ ni

2 · 106

(
σ′e
σc

)m
(2.10)

Finally, the fatigue lifetime can be computed based on the fatigue damage and the time period T0.
The structure should be designed such that the fatigue life is between 20-25 years for offshore wind
turbines.

T =
T0
D

(2.11)

Figure 2.8: S-N curve steel [3].



Chapter 3

Theory of dynamics, substructuring and
reduction methods

3.1 Introduction

In order to gain more insight in the accuracy of the different calculation procedures to design the
support structure, the theory behind the different aspects that occur in the procedures will be pre-
sented in this chapter. First the basics of dynamics will be discussed and the difference between a
quasi-static and a dynamic analysis will be explained. Section 3.3 will present the theory of substruc-
turing. An offshore wind turbine consists of several components, substructures, and the response
of a substructure can be obtained by analyzing either the complete model or just the substructure.
The important aspects to perform an accurate analysis on the substructure will be discussed in this
section. The chapter concludes with the explanation of different reduction techniques in Section
3.4. The foundation structure is often reduced when it is integrated in the aero-elastic model. The
different reduction techniques will be discussed and this will give insight in the accuracy of the
response of a reduced foundation structure.

3.2 Basic dynamics

The importance of proper modeling of the structural dynamics can be demonstrated with a single
degree of freedom (DoF) mass-spring-damper system, see Figure 3.1. The complete offshore wind
turbine system can be considered as a structure consisting of a number of coupled mass-spring-
damper systems.

Figure 3.1: Single degree of freedom mass-spring-damper system [35].

19



20 3. THEORY OF DYNAMICS, SUBSTRUCTURING AND REDUCTION METHODS

3.2.1 Response of a structure

If a harmonic excitation force F (t), i.e. a sinusoid, is applied to the mass, the magnitude and phase
of the resulting displacement x strongly depends on the frequency of excitation f. Three response
regions can be distinguished [35]:

• Quasi-static - the response is quasi-static if a structure is excited with a frequency well below
the eigenfrequency of the system. The structure will displace as it is excited by a static force. In
other words, the structure follows the time varying force almost instantaneously, presumably
with a small phase lag, see Figure 3.2a.

• Resonance - The response is resonating if the structure is excited in its eigenfrequency, the
elastic forces are cancelled by the inertia forces. As a result, the amplitude of the response will
be a number of times larger than for the quasi-static response, see Figure 3.2b.

• Inertia dominated - the response is inertia dominated, if the structure is excited with a fre-
quency well above the eigenfrequency, the mass cannot “follow” the movement any longer. The
amplitude of an inertia dominated response is much smaller than for the quasi-static response.
The inertia of the system dominates the response, see Figure 3.2c.
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(c) Inertia dominated response

Figure 3.2: Different types of responses for different excitation frequencies [35]. Note that the stiffness is
equal to one.

3.2.2 Frequency response function

Figure 3.2 shows that sinusoidal inputs applied to a linear system generate sinusoidal outputs of the
same frequency, but differ in magnitude and phase. The magnitude of the response can be sum-
marized in one plot: the frequency response function (FRF), see Figure 3.3. The FRF shows the
amplitude ratio of the sinusoidal output to the input as a function of the excitation frequency.

For low excitation frequencies the FRF is horizontal and this horizontal part of the FRF is called
the stiffness line. Hence, the amplitude of the response mainly depends on the stiffness of the struc-
ture in this frequency range and the response is quasi-static. The peak in the FRF plot corresponds
to the eigenfrequency of the system. The height of the peak is determined by damping. Therefore,
the response of the structure can be controlled with adequate damping if it is excited near its eigen-
frequency. At higher frequencies the amplitude of the response is dominated by the inertia of the
structure, this is the diagonal part of the line in the graph, also defined as the mass line.
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The various forms of frequency 
response function based on the 
type of response variable are also
defined from a mechanical engineer-
ing viewpoint.  They are somewhat
intuitive and do not necessarily corre-
spond to electrical analogies.  These
forms are summarized in Table 1.1.

Figure 1.9
Different forms 
of frequency 
response

Table 1.1
Different forms 
of frequency response

Definition Response Variable

Compliance X Displacement
F Force

Mobility V Velocity
F Force

Accelerance A Acceleration
F Force
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Figure 3.3: Frequency Response Function [25].

The excitation frequency of the force is at least as important as its magnitude in dynamics. If dy-
namics is expected to be a problem for a structure, detailed knowledge of the expected excitation
frequencies of the forces and the eigenfrequencies of the structure, or substructure, is important.

If a quasi-static analysis is performed, the static response is computed for the time varying force.
The amplitude of the response depends on the stiffness of the structure, the damping and inertia
forces are neglected. As the elastic forces do not depend on the excitation frequency, the ampli-
tude of the FRF is constant for all frequencies. The dashed line in Figure 3.3 shows the FRF for a
quasi-static computation. It shows that a quasi-static analysis will under- and overestimate the exact
response for some excitation frequencies. Hence, the accuracy of a quasi-static analysis depends on
the excitation frequency of the external force. If the structure is excited at frequency well below
the eigenfrequency, the response will be quasi-static and a quasi-static analysis will provide an ac-
curate result. On the other hand, if the structure is excited near its eigenfrequency, the structure
will resonate in reality, but the quasi-static analysis neglects the damping and inertia forces and as
a result it underestimates the exact response. Furthermore, if the structure is excited at a frequency
well above the eigenfrequency, the exact response is inertia dominated and as the inertia forces are
neglected in the quasi-static analysis, the response overestimates the exact response.

3.3 Substructuring

Dynamic substructuring (DS) is an important and well known method in the field of structural
dynamics. DS consists of three steps:

1. Divide complete structure into various components, defined as substructures.

2. Define a reduction matrix R(s) for every substructure that retains the interface(s) DoF.

3. Assemble the substructures to construct the complete reduced model by assembling the inter-
face(s) DoF of the different substructures.

It allows the evaluation of structures that would otherwise be too large and/or complex to be simu-
lated or measured as a whole. For example the computation costs for analyzing a complete offshore
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wind turbine as a whole would be very high. After analyzing the reduced complete OWT model,
the detailed substructures can analyzed per component to retrieve the detailed response. Additional
advantages of DS are that local dynamic behavior and its influence on the global behavior can be
determined more easily and substructuring allows sharing and combining of substructures from dif-
ferent project groups [34].

Dynamic substructuring is used in the design cycle of the support structure. The complex com-
plete OWT model is analyzed in a reduced form to gain insight in the global dynamic behavior.
Furthermore, applying interface loads or displacements to the top of the foundation structure is like
decoupling the complete structure and analyzing the substructure. This section will explain how
substructures should be assembled to obtain the response of the complete structure and what the
important aspects are in order to analyze the substructures per component.

3.3.1 Assembly of substructures

Two conditions must be satisfied when substructures are assembled:

1. Compatibility condition - Interface displacements of the substructures must be compatible,
so the displacements of both sets of interface DoF must be the same.

2. Equilibrium condition - The forces connecting the substructures’ interface DoF must be in
equilibrium, so opposite in direction and equal in magnitude.

The equation of motion for substructure s in the total structure is given as

M(s)ü(s) + C(s)u̇(s) + K(s)u(s) = f (s) + g(s) (3.1)

where M(s) is the mass matrix of the substructure, C(s) the damping matrix and K(s) the stiffness
matrix, f (s) is the force vector containing the external forces acting on the substructure and g(s) is
the force vector containing the interface forces resulting from the neighboring substructures. The
time dependence of the response, the external and interface forces are omitted for compactness.

The equation of motion of n substructures, that have to be coupled, can be rewritten in a block-
diagonal format as

Mü + Cu̇ + Ku = f + g (3.2)

with

M
4
= diag(M(1), ...,M(n)) =




M(1) . .

.
. . . .

. . M(n)




C
4
= diag(C(1), ...,C(n))

K
4
= diag(K(1), ...,K(n))

u
4
=




u(1)

...
u(n)


 , f

4
=




f (1)
...

f (n)


 , g

4
=




g(1)
...

g(n)




The compatibility condition is expressed by

Bu = 0 (3.3)
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Every compatibility condition corresponds to a line in the Boolean matrix B. B operates on the in-
terface DoF and if the interface DoF are matching, B is a signed Boolean matrix. If B is a signed
Boolean matrix, the compatibility condition states that any pair of matching interface DoF must have
the same displacement [19].

The equilibrium condition is expressed by

LTg = 0 (3.4)

where the matrix L is a Boolean matrix localizing the interface DoF of the substructures in the global
dual set of DoF. The expression states that when the dual connection forces are summed, their
resultant must be zero. It can be shown that B and L are in the null space of each other [19].

3.3.2 Assembly in the time domain

Two assembly methods can be distinguished to assemble the different substructures, the primal and
the dual assembly method. The primal assembly method will be used in the further research of this
thesis and, therefore, will be presented in this subsection. For information about the dual assembly
method, the reader is referred to [37].

In a primal assembly a unique set of interface DoF is defined. Each substructure in equation (3.2)
has its separated equation of motion and its own degrees of freedom. As each substructure has a
number of boundary DoF, some DoF have multiple entries in vector u. From vector u a set of unique
DoF q can be determined [34].

u = Lq (3.5)

Substituting this equation in the compatibility condition, equation (3.3) becomes

Bu = BLq = 0 (3.6)

As B and L are in each others null space, the compatibility condition is satisfied for any set of q. The
system can now be described as

{
MLq̈ + CLq̇ + KLq = f + g
LTg = 0

(3.7)

Premultiplication of the equation by LT and noting that according to the equilibrium condition LTg
is equal to zero, the primal assembled system reduces to

M̆q̈ + C̆q̇ + K̆q = f̆ (3.8)

where 



M̆ = LTML
C̆ = LTCL
K̆ = LTKL
f̆ = LT f

(3.9)

The matrices M, C and K are the uncoupled block diagonal mass, damping and stiffness matrices.
M̆, C̆ and K̆ are the assembled block diagonal mass, damping and stiffness matrices and thus form
the equation of motion of the assembled structure.
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3.3.3 Assembly in the frequency domain

The equation of motion written in the frequency domain can be obtained by the Fourier transform
of the equation of motion in the time domain.

(−ω2M + jωC + K)u(ω) = f (ω) + g(ω) (3.10)

Z(ω) = −ω2M + jωC + K (3.11)

where Z(ω) is the (uncoupled block diagonal) dynamic stiffness matrix.

Similar to the primal assembly method in the time domain a set of unique DoF q is chosen

u(ω) = Lq(ω) (3.12)

As a result, the compatibility condition is automatically satisfied, BLu(ω) = 0. By premultiplying the
set of equations by LT , the primal assembled system is obtained

Z̆(ω)q(ω) = f̆ (ω) (3.13)

where {
Z̆(ω) = LTZ(ω)L
f̆ (ω) = LT f (ω)

(3.14)

3.4 Reduction methods

Detailed Finite Element (FE) models are often used to compute stress concentrations in the offshore
wind turbine. These models can have more than thousands of degrees of freedom. Solving dynamic
problems with these detailed models will result in very large computation costs. However, the dy-
namic behavior can be well approximated using a coarser mesh. As creating a new, coarser mesh,
model is time-consuming, a more efficient solution is to reduce the detailed mathematical model by
model reduction techniques [28, 37].

Model reduction consists of replacing the large number of DoF of the detailed FE model into a
much smaller set of generalized DoF. The dynamic response of the reduced model is expressed in
terms of a limited number of deformation shapes and associated amplitudes.

To capture the global dynamic behavior of the OWT model, several components are reduced to
limit computation costs. Different reduction techniques will be discussed in this section in order to
get more insight which reduction methods will suit best for the OWT model to retrieve the correct
dynamic behavior.

3.4.1 Reduction basis

Equation (3.1) presented the equation of motion for a substructure s and is here repeated.

M(s)ü(s) + C(s)u̇(s) + K(s)u(s) = f (s) + g(s) (3.15)

If the substructure is reduced, a set of generalized DoF q(s) is determined

u(s) = R(s)q(s) (3.16)
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where R(s) represents the reduction basis. Using equation (3.16), the equation of motion becomes

M(s)R(s)q̈(s) + C(s)R(s)q̇(s) + K(s)R(s)q(s) = f (s) + g(s) + r(s) (3.17)

An error r(s) is introduced, since the new set of DoF does not span the full solution space. It is
an approximation of the exact solution. Furthermore, it is stated that the error only exists in the
space outside the reduction basis. This means that the residual force does not produce any work on
the modes contained in matrix R(s). This orthogonalization is realized by premultiplying by R(s)T

[28, 34].
R(s)T r(s) = 0 (3.18)

M̃
(s)

q̈(s) + C̃
(s)

q̇(s) + K̃
(s)

q(s) = f̃
(s)

+ g̃(s) (3.19)

where 



M̃
(s)

= R(s)TM(s)R(s)

C̃
(s)

= R(s)TC(s)R(s)

K̃
(s)

= R(s)TK(s)R(s)

f̃
(s)

= R(s)T f (s)

g̃(s) = R(s)Tg(s)

(3.20)

All kinds of ‘modes’ can be used to create a reduction basis, such as exact eigenmodes, approximated
modes, static modes, interface modes, etcetera. In general, a basis is built from a set of vibration
modes, which contain information of the dynamic behavior of the structure, and a set of static
modes, representing the static behavior. The different modes will be derived for a substructure
without damping, the superscript (s) is dropped for compactness.

Mü + Ku = f + g (3.21)

Free vibration modes

Free vibration modes are the natural vibration shapes of the substructure if the interface DoF are
unconstrained. These modes are the fundamental properties of the substructure and are obtained
by solving the free vibration eigenvalue problem [24, 34]:

(K − ω2
nM)φf,n = 0 (3.22)

φf,n is the nth free vibration mode with its associated nonzero eigenfrequency ω2
r . A free vibration

mode can be seen as an elastic deformation shape where the elastic forces are in equilibrium with
the inertia forces, Φf denotes a (reduced) set of these modes.

Rigid body modes

If the substructure is not fully constrained by boundary conditions, a number of rigid body modes
exists. Rigid body modes represent displacements of a structure without deformations, with a zero
eigenfrequency, it displaces as a rigid body.

KΦr = 0 (3.23)

where Φr represents a matrix having the rigid body modes as its columns. For a free floating
structure these modes represent its global translations and rotations, or a linear combination of
both. The number of rigid body modes is equal to the rank of the null space of the stiffness matrix
[24, 34].
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Static constraint modes

Static constraint modes represent the static response of the internal DoF to a unit displacement at
one of the interface DoF, the other interface DoF remain restrained, and no forces are applied to the
internal DoF.

The set of constraint modes thus contains the static response to applied interface displacements.
The computation of the constraint modes starts with splitting the DoF into boundary DoF ub and
internal DoF ui, the equation of motion becomes

[
Mbb Mbi

Mib Mii

] [
üb
üi

]
+

[
Kbb Kbi
Kib Kii

] [
ub
ui

]
=

[
f b
f i

]
+

[
gb
0

]
(3.24)

If one now assumes no external excitation acting on the internal DoF (f i = 0). The bottom line of
equation (3.25) reduces to

Mibüb + Miiüi + Kibub + Kiiui = 0 (3.25)

The response of the internal DoF can be split up into a static and a dynamic part

ui = ui,stat + ui,dyn (3.26)

When the inertia forces are neglected, the static part of the response can be obtained

ui,stat = −K−1ii Kibub (3.27)

where −K−1ii Kib is the static condensation matrix which columns contain the so-called static con-
straint modes which represent the static response of ui for unit displacements at ub. By neglecting
the dynamic response of the internal DoF ui,dyn the DoF of the system can be replaced by

[
ub
ui

]
=

[
I

−K−1ii Kib

]
ub = ΨCub (3.28)

where the static constraint modes are added in ΨC . The static response of the substructure to an
excitation at the interface DoF is merely a combination or superposition of the static constraint
modes and can therefore be computed exactly [24].

Fixed interface vibration modes

The static constraint modes only describe the static response of the internal DoF. To capture the
dynamic response of the internal DoF the fixed interface vibration modes can be used. These modes
represent the natural vibration shapes of the structure when the interfaces are fixed and no forces
are applied to the internal DoF.

If it is assumed that f i = 0 and the interface DoF are constrained, ub = 0, equation (3.25) reduces
to

Miiüi + Kiiui = 0 (3.29)

The solution for the internal DoF can be obtained from the eigenvalue problem.

(Kii − ω2
i,nMii)φi,n = 0 (3.30)

The result is a set of eigenmodes and eigenfrequencies of the substructure constrained at its bound-
ary DoF. A fixed interface vibration mode will be denoted by φi and a set of fixed interface vibration
modes by Φi [24, 34].
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3.4.2 Guyan reduction

The Guyan reduction method uses a reduction basis containing only the static constraint modes
[16, 24], which were discussed in Section 3.4.1. The system’s response can be constructed using

[
ub
ui

]
=

[
I

−K−1ii Kib

]
ub = RGub (3.31)

Where RG is the reduction basis for the Guyan reduction method, note that RG = ΨC . The reduced
system becomes

M̃üb + K̃ub = f̃ (3.32)

where 



K̃ = RTGKRG = Kbb − KbiK−1ii Kib
M̃ = RTGMRG = Mbb −MbiK−1ii Kib − KbiK−1ii Mib + KbiK−1ii MiiK−1ii Kib
f̃ = RTGf

(3.33)

If the static condensation algorithm is applied to static problems, the exact solution is obtained if
a force is only applied on the interface DoF ub. If the static condensation algorithm is applied to
dynamic problems, an approximate solution is found. The dynamic response of the internal DoF of
the substructure is neglected and it is assumed that all internal DoF respond quasi-statically to the
interface displacements. The validity of the condensation algorithm thus depends on the extent to
which correction ui,dyn is negligible. The static condensation technique is valid if

ω2 � µ21 (3.34)

where ω is the highest eigenfrequency that one wants to compute for the complete structure and µ1
is the first eigenfrequency of the structure when ub are constrained [28].

3.4.3 Craig-Bampton method

The Craig-Bampton method can be seen as an enrichment of the Guyan reduction. Instead of reduc-
ing with only static constraint modes, the Craig-Bampton method also includes internal vibrational
information using fixed interface modes and thereby creates a more complete basis for the reduc-
tion. The Craig-Bampton method is one of the most well known and popular reduction methods
[9, 24, 34].

In order to obtain the response of the internal DoF ui, the response is split up in a static and a
dynamic part.

ui = ui,stat + ui,dyn (3.35)

Where ui,stat is the static response to the interface displacements ub via the static constraint modes
ΨC . The dynamic response ui,dyn is now approximated using the fixed interface vibration modes
Φi, where only a limited number of these modes are included in the reduction basis. As a result, the
size of the Craig-Bampton reduced system matrices will be larger than the size of the Guyan reduced
system matrices, the increase of the size of the reduced system matrices depends on the amount of
fixed interface modes included.

The fixed interface modes are orthonormalized with respect to Mii and thus matrix Φi has the
following properties:

ΦT
i MiiΦi = I (3.36)

ΦT
i KiiΦi = diag(ω2

1,··· , ω
2
k) = Ω2

i
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The response of the internal DoF ui is now given by

ui ≈ ΨCub + Φiηi (3.37)

The Craig-Bampton reduction matrix RCB can be built and the response of the system can be con-
structed using [

ub
ui

]
≈
[

I 0
ΨC,i Φi

] [
ub
ηi

]
= RCB

[
ub
ηi

]
(3.38)

Where the DoF of the reduced system are the interface DoF ub and the intensity parameters of the
substructure fixed interface vibration modes ηi. The reduced system becomes

M̃
[
üb
η̈i

]
+ K̃

[
ub
ηi

]
= f̃ (3.39)

where

K̃ = RTCBKRCB =

[
K̃bb 0
0 Ω2

i

]
(3.40)

K̃bb = Kbb − KbiK−1ii Kib

M̃ = RTCBMRCB =

[
M̃bb M̃bη

M̃ηb I

]

M̃bb = Mbb −MbiK−1ii Kib − KbiK−1ii Mib + KbiK−1ii MiiK−1ii Kib

M̃ηb = ΦT
i (Mib −MiiK−1ii Kib) = M̃

T

bη

3.4.4 Augmented Craig-Bampton method

The approximated response made by the component reduction basis is accurate as long as the modes
discarded in the reduction basis are not excited by the external loading. In general, it can be stated
that the convergence of the approximation depends on:

• Spectral convergence: The frequency content of the excitation should not exceed that of
the eigenfrequencies of the modes included in the reduction basis. This way, the excitation
frequency is in the range of the frequencies of the included modes and the discarded modes
will not be excited.

• Spatial convergence: The included modes should adequately represent the spatial distribu-
tion of the external loading. This is equivalent to stating that the discarded modes should be
orthogonal to the external load.

This last aspect is often unnoted. One way to improve the spatial convergence is by including more
modes in the reduction basis. The convergence rate depends on the correlation between the mode
shapes and the spatial load vectors.

Several methods have been developed to improve the accuracy of the forced response of reduced
models. A well known method, the mode acceleration (MA) method, can be used to improve this
approximation of the response by adding the quasi-static response of the discarded modes. If the
reduced model is spectrally converged, which means that the highest excitation frequency is lower
than the discarded modes, it can be assumed that the response of the discarded modes will be static-
like [24, 37].
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An extension of the MA method is known to as the modal truncation augmentation (MTA) method.
This method can be used to compute load dependent vectors (or pseudo-modes) which capture the
spatial part of the forced response not captured by the modes that are included in the reduction
basis. These load dependent vectors will account for an enrichment of the reduction basis.

A Craig-Bampton reduced model is able to accurately represent the response of the full model,
as long as the loading is applied at the retained interface DoF. However, this is often not the case
and large parts of structures can be subjected to external forces. For example, the foundation struc-
ture is excited by wave and current loads on a large part of the structure. One way to overcome this
limitation of the Craig-Bampton reduction, is to use the MTA vectors to augment the Craig-Bampton
reduction basis.

In order to efficiently compute a set of basis vectors that improve the spatial convergence, a rep-
resentative set of force vectors is needed. Therefore it is assumed that the external loading f can be
represented by a spatial and temporal part.

g∑

p=1

f pαp(t) = Fα(t) (3.41)

Where f p is the pth spatial force vector which is modulated by its corresponding time function αp(t).
The spatial force vectors can represent any type of loading and can be collected in the matrix F.
Since the aim is to improve the spatial convergence, only the force distribution in F are taken into
account and the time dependent part is discarded. One way to obtain the spatial force distributions
is using Proper Orthogonal Decomposition (POD), this way one can calculate the principle compo-
nents in a large set of data, further explanation is given in Appendix A.

The static response of the structure to these spatial force shapes are computed and the Craig-
Bampton reduction basis is augmented with these pseudo modes, also defined as MTA vectors. Since
the MTA vectors have to be orthogonalized with respect to the fixed interface vibration modes the
projection matrix is defined as P = I −ΦiΦ

T
i Mii. The MTA vectors can be computed using:

Φ̃MTA = PK−1ii F (3.42)

The MTA vectors can be orthonormalized with respect to each other by solving the following reduced
eigenvalue problem, also known as the interaction problem:

(Φ̃
T
MTAKiiΦ̃MTA)y = σ2(Φ̃

T
MTAMiiΦ̃MTA)y (3.43)

Where σ2 is a diagonal matrix containing the pseudo-frequencies of the MTA vectors and y are the
eigenvectors. The orthonormalized MTA vectors ΦMTA are subsequently calculated using:

ΦMTA = Φ̃MTAy (3.44)

Mass normalization can be enforced by requiring:

ΦT
MTAMiiΦMTA = I (3.45)

Finally, after solving the interaction problem in equation (3.43) and mass normalize the MTA vectors
(3.45), the internal DoF can now be approximated by

ui = ΨCub + Φiηi + ΦMTAζ (3.46)
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The Augmented Craig-Bampton reduction matrix RACB can be built and the response of the system
can be constructed using

[
ub
ui

]
=

[
I 0 0

ΨC Φi ΦMTA

]


ub
ηi
ζ


 = RACB




ub
ηi
ζ


 (3.47)

The size of the reduction basis RACB depends on the included static constraint modes, the number
of fixed interface modes and the number of MTA vectors. The reduced system becomes

M̃




ub
ηi
ζ


+ K̃




ub
ηi
ζ


 = f̃ (3.48)

where

K̃ = RTACBKRACB =




K̃bb 0 0
0 Ω2

i 0
0 0 σ2


 (3.49)

K̃bb = Kbb − KbiK−1ii Kib

M̃ = RTACBMRACB =




M̃bb M̃bη M̃bζ

M̃ηb I 0
M̃bζ 0 I




M̃bb = Mbb −MbiK−1ii Kib − KbiK−1ii Mib + KbiK−1ii MiiK−1ii Kib

M̃ηb = ΦT
i (Mib −MiiK−1ii Kib) = M̃

T

bη

M̃ζb = ΦT
MTA(Mib −MiiK−1ii Kib) = M̃

T

bζ



Chapter 4

Calculation procedures

4.1 Introduction

Offshore wind turbines are highly dynamically responding structures. Therefore, consideration of
the dynamic interaction of different structural components is essential in the design process of off-
shore wind turbine support structures. Subsection 1.3 presented the design cycle of the support
structure which showed that two parties are responsible for the design of the support structure. The
turbine manufacturer is responsible for the tower design and the foundation designer for the foun-
dation and the transition piece. Different calculation procedures have been developed to determine
the design of a support structure, where this design split is taken into account.

The methods and approaches differ in terms of accuracy and computation costs. In general, the
more accurate an approach is, the more expensive it is computationally. The approaches and meth-
ods discussed in this chapter are, in descending order of complexity: the fully integrated method, the
fully coupled method, the sequential approach, the semi-integrated approach and the superposition
method. These calculation procedures differ in various aspects, the difference is mainly in the use of
different foundation models in the complete OWT model analysis and the way of post-processing.

Figure 4.1 shows the different aspects for the different calculation procedures. The first column
shows the different foundation models that can be integrated in the complete OWT model to per-
form a dynamic analysis. The second column shows different outputs from the dynamic analysis of
the complete OWT model. If a reduced foundation model is used in the complete OWT analysis, the
response of the reduced foundation can be expanded to obtain the response of the detailed founda-
tion. An other way to retrieve the detailed response of the foundation is by post-processing on the
detailed foundation model. The interface loads or displacements are needed as an input, which can
be extracted from the dynamic analysis of the complete OWT model. The first two columns of Fig-
ure 4.1 show the calculation steps that are performed by the turbine designer. The last two columns
represent the calculation steps performed by the foundation designer. As the turbine designer de-
termines the global dynamic behavior of the complete OWT model, the analyses to retrieve the
response of the detailed foundation model are defined as ‘post-processing’. In order to retrieve the
response of the detailed foundation structure, the foundation designer can apply either the interface
loads, defined as force controlled approach, or the interface displacement, displacement controlled
approach. Within these approaches a dynamic or a quasi-static analysis can be performed.

The different calculation procedures to obtain the response of the detailed foundation structure
will be discussed and supported with equations to examine the accuracy of these methods. As dis-
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cussed in Chapter 2, fatigue is often the main design driver of the support structure and therefore
it is important that fatigue is computed accurately. In order to compute the fatigue damage of a
structure, the stresses in the structure are needed as an input. These stresses are related to the
strains and thus to the displacements of the structure, the computation of stresses will be discussed
in more detail in Section 5.3. If the fatigue damage needs to be computed accurately, the response
of the foundation model should be accurate as well. Therefore, the accuracy of the response of the
foundation structure is examined first. The impact of an introduced error in the response on the
fatigue damage will be examined in the case study.

In order to determine the qualitative error in the different calculation procedures, the inaccuracies
that arise in the dynamic analysis of the complete OWT model will be examined first and secondly
the inaccuracies in the post-processing on the detailed foundation model. The equations will be
written in the frequency domain, because the differences between the various calculation proce-
dures will be more clear then. The frequency dependence of the response and the applied loads will
be omitted in the equations for compactness.

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!Simplified foundation!

Foundation model! Output! Excitation method! Analysis type!

!"#$%&'"()##*+,-"+-.)$/*0).-1"2+./3"+-4".)0-56+/4*(-/+/06#*#-("4&0)$)-789-4".)0-

Figure 4.1: Overview of different aspects involved in computing the response of the detailed foundation
model as explained in the text above.

4.2 Detailed foundation used in complete OWT analysis

Figure 4.2 shows a flowchart of the calculation procedures if the detailed foundation model is in-
tegrated in the complete OWT model. This method is defined as the fully integrated method. The
turbine designer performs a dynamic analysis on the complete OWT model with the detailed foun-
dation and the response of the complete OWT can directly be used to check the ULS and the FLS for
the complete structure. These results are then communicated to the foundation designer, and the
foundation designer can optimize the design of the foundation. Hence, the fully integrated method
needs only one software package. This approach is not preferable as all the risks and responsibilities
are carried by the turbine designer and next to this, the foundation designer wants to check the
results by himself. Furthermore, if the detailed foundation model is integrated in the complete OWT
model, the complete model is very complex and has a lot of degrees of freedom which will result in
large computation costs.

Another approach is to extract the interface loads or displacement from the dynamic analysis of
the complete OWT model and communicate these interface loads/displacements to the foundation
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designer. The foundation designer applies the interface loads or displacements on the detailed
foundation structure and performs a dynamic or a quasi-static analysis. This approach gives the
foundation designer the opportunity to check the results by himself. Next to this, it splits the risks
and responsibilities between the two parties, the turbine designer does not carry the risk of loads on
the foundation model with this approach.

If the detailed foundation model is integrated in the complete OWT model and a dynamic anal-
ysis is performed, the exact response is obtained. Due to high computation costs this method is
not often used. Still, the equations for this method will be written down as this response for the
foundation will serve as a reference solution.

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 4.2: Calculation procedures in case of a detailed foundation model is integrated in the complete OWT
model. Note that the response of the foundation extracted from the dynamic analysis of the
complete OWT model will serve as reference solution.

4.2.1 Analysis of complete OWT model

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 4.3: Different calculation procedures in the analysis of the complete OWT model with a detailed
foundation model.

Figure 4.3 shows the different calculation steps in the dynamic analysis of the complete OWT model
with a detailed foundation model. If the detailed foundation model is integrated in the complete
OWT model, the response of the detailed foundation structure will be directly obtained with a
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dynamic analysis of the complete OWT model. The interface loads and displacement should be ex-
tracted for any other party that wants to reconstruct the response of only the foundation model. The
equations to obtain the response of the complete OWT model and to extract the interface loads and
displacements will be presented in this section.
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Figure 4.4: Represen-
tation of
detailed
OWT model.

The equation of motion of the complete OWT model in the frequency do-
main is

(−ω2M + jωC + K)u = Zu = f (4.1)

where M is the mass matrix of the complete OWT model, C the damping
matrix and K the stiffness matrix. The external load f consists of wind and
wave loads and u is the response of the complete OWT model. Matrix Z
is defined as the dynamic stiffness matrix. In order to find the response u,
the inverse of the dynamic stiffness matrix should be multiplied with the
external force.

u = Z−1f = Yf (4.2)

The inverse of the dynamic stiffness matrix is defined as the receptance
matrix Y.

In order to determine the differences between the various calculation pro-
cedures to obtain the response of the foundation structure, the equation
of motion of the complete OWT model is rewritten for two substructures,
following the theory discussed in Section 3.3. The foundation model is one
substructure, denoted by (f), and the other substructure consists of the re-
maining components, the tower and the RNA, and is denoted by (w). The
equation of motion becomes

[
−ω2M(f) + jωC(f) + K(f) 0

0 −ω2M(w) + jωC(w) + K(w)

] [
u(f)

u(w)

]
=

[
f (f)

f (w)

]
+

[
g(f)

g(w)

]
(4.3)

B
[

u(f)

u(w)

]
= 0 LT

[
g(f)

g(w)

]
= 0 (4.4)

Due to splitting the complete OWT model into two substructures, the internal loads, g(f) and g(w),
appear in the equation of motion, these forces are equal of amplitude and opposite in direction
following the equilibrium condition described in Section 3.3. Next to this, the displacements for
the interface DoF for both substructures should be the same, following the compatibility condition
described in Section 3.3. Both, the compatibility and the equilibrium condition are presented in
equation (4.4).

The interface loads are used as an input for the force controlled approach. To extract the inter-
face loads g(f), the response u(f) is used.

g(f) = (−ωM(f) + jωC(f) + K(f))u(f) − f (f) (4.5)

= Z(f)u(f) − f (f)

For the displacement controlled approach the response at the boundary of the foundation ub is used
as an input, this response can be extracted from the response u in equation (4.2).
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4.2.2 Post-processing on detailed foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!
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controlled approach! Quasi-static analysis!

Expansion!
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Figure 4.5: Different calculation procedures in the post-processing on the detailed foundation model.

Figure 4.5 shows the different calculation steps in the post-processing phase. The foundation de-
signer can obtain the response of the foundation with a force or a displacement controlled approach,
within these approaches a dynamic or a quasi-static analysis can be performed. The FLS and ULS of
the foundation structure are checked with the response obtained from these simulations.

Force controlled approach
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Figure 4.6: Representa-
tion of FC
approach.

The foundation designer applies the interface loads and the wave loads
on the detailed foundation model and runs a simulation. When a dynamic
analysis is executed, the response will be exact to the reference response.
However, a quasi-static analysis will provide a different response and this
will be shown below.

Dynamic analysis The equation to solve the response of the detailed
foundation structure with a dynamic force controlled approach (DFC) is

(−ω2M + jωC + K)u = f + g (4.6)

uDFC = (−ω2M(f) + jωC(f) + K(f))−1(f (f) + g(f)) (4.7)

= Z(f)−1(f (f) + g(f))

= Y(f)(f (f) + g(f))

The response uDFC is exactly the same as u(f), see the upper row of equation (4.3).

Quasi-static analysis A quasi-static force controlled approach (QsFC) neglects the inertia and the
damping forces. The response of the foundation uQsFC can be obtained with the following equation

uQsFC = K(f)−1(f (f) + g(f)) (4.8)

= G(f)(f (f) + g(f))

The inverse of the stiffness matrix is defined as the flexibility matrix G. In order to determine the
accuracy of response uQsFC , this response can be compared to the exact response of the foundation
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u(f). Differences between the responses will appear around the first free interface eigenfrequency
of the foundation, defined as ω{1}free. Note that the structure is still properly constrained, but the
interface DoF between the tower and the foundation are free. The dynamic stiffness matrix Z(f) is
around zero for this eigenfrequency and thus the receptance matrix goes to infinity and a resonance
peak appears in the FRF. However, in a quasi-static analysis, the inertia and damping forces are
neglected and the response of the structure depends only on the stiffness of the foundation model.
The elastic forces are not frequency dependent, as a result the amplitude is constant for all frequen-
cies. Figure 3.3 shows the FRF of a single mass-spring-damper system, it shows that a quasi-static
analysis will first underestimate the response and at higher frequencies overestimate the response
due to neglecting the inertia forces.

A quasi-static analysis provides an accurate result if ω{1}free is higher than the highest excitation fre-
quency of the external loads, the structure behaves still quasi-statically in this frequency range. The
highest excitation frequency of the external loads is defined as max(ωext).

Displacement controlled approach
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Figure 4.7: Representa-
tion of DC
approach.

The displacement controlled approach uses the response at the bound-
ary of the foundation ub as an input. The output is the response
for the internal DoF ui. Therefore, the response of the foun-
dation can be split up into internal and boundary DoF, and the
mass, damping and stiffness matrix can be reorganized according to
this.

u(f) =

[
ui
ub

]
M(f) =

[
Mii Mib

Mbi Mbb

]
C(f) =

[
Cii Cib
Cbi Cbb

]
K(f) =

[
Kii Kib
Kbi Kbb

]
(4.9)

If the detailed foundation model is integrated in the complete OWT model, the displacements, veloc-
ities and accelerations at the interface between the tower and the foundation will be exact. Often,
only the interface displacements are communicated to the foundation designer and the interface
velocities and accelerations are set to zero. The effect of neglecting these boundary velocities and
accelerations will be investigated as well.

Dynamic analysis The equation of motion for the foundation can be written as

(
−ω2

[
Mii Mib

Mbi Mbb

]
+ jω

[
Cii Cib
Cbi Cbb

]
+

[
Kii Kib
Kbi Kbb

])[
ui
ub

]
=

[
f i
f b

]
+

[
gi
gb

]
(4.10)

where gi is equal to zero as the interface load vector g(f) contains only terms at the interface node(s)
of the foundation. The displacement controlled approach uses the response at the boundary as an
input. Therefore, to determine the response for the internal DoF ui the upper row of equation (4.10)
is solved. The response of the detailed foundation with a dynamic displacement controlled approach
(DDC) becomes

(−ω2Mii + jωCii + Kii)ui + (−ω2Mib + jωCib + Kib)ub = f i (4.11)
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(−ω2Mii + jωCii + Kii)ui = f i − (−ω2Mib + jωCib + Kib)ub (4.12)

Ziiui = f i − Zibub
ui = Yii(f i − Zibub) (4.13)

uDDC =

[
ui
ub

]
= u(f) (4.14)

The response of the detailed foundation uDDC is identical to the response u(f), as ub is exact, because
it is extracted from the dynamic analysis of the complete OWT model with a detailed foundation
structure, and ui is solved dynamically.

Quasi-static analysis A quasi-static displacement controlled approach (QsDC) neglects the inertia
and damping forces. The response of the internal DoF of the foundation can be obtained in two
ways, one that neglects the inertia and damping forces only for the internal DoF defined as uQsaDC
and one that neglects the damping and inertia coupling forces as well uQsDC .

ui,Qsa = K−1ii (f i − (−ω2Mib + jωCib + Kib)ub) (4.15)

= Gii(f i − Zibub)

ui,Qs = K−1ii (f i − Kibub) (4.16)

= Gii(f i − Kibub)

uQsaDC =

[
ui,Qsa

ub

]
uQsDC =

[
ui,Qs
ub

]
(4.17)

The response ui,Qsa takes the elastic, inertia and damping coupling forces resulting from the bound-
ary response ub into account. The elastic, damping and inertia coupling forces are, respectively,
Kibub, jωCibub and −ω2Mibub. The response ui,Qs neglects the inertia and damping coupling forces
and takes only the elastic coupling forces into account. The effect of neglecting these damping
and inertia coupling forces can be examined by comparing uQsDC with uQsaDC . Whether the effect
of neglecting these coupling terms is small depends on the structure. The different coupling load
terms Kibub, jωCibub and −ω2Mibub should be determined to define if the elastic coupling forces are
dominant and thus the inertia and damping coupling forces can be neglected. Note that this only
concerns the coupling terms between the internal and the boundary DoF. The influence of neglecting
the damping and the inertia forces for the internal DoF is discussed next.

The response uQsDC should be compared to the exact response of the foundation u(f) to gain insight
in the accuracy of a quasi-static analysis. A difference between the response from a quasi-static and
a dynamic analysis will appear around the first fixed interface eigenfrequency of the foundation,
ω
{1}
fixed, i.e. where Zii is around zero. The quasi-static analysis neglects the inertia and damping

forces and no resonance peaks will appear at this eigenfrequency. Whether a quasi-static displace-
ment controlled approach is accurate depends on max(ωext) and ω

{1}
fixed. If ω{1}fixed is higher than

max(ωext), the quasi-static displacement controlled approach will provide an accurate result. As
ω
{1}
fixed is higher than ω{1}free of the foundation, differences between a quasi-static and a dynamic anal-

ysis will appear at higher excitation frequencies for a quasi-static displacement controlled approach
than for a quasi-static force controlled approach.
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4.3 Reduced foundation used in complete OWT analysis

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!
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Figure 4.8: Calculation procedures in case of a reduced foundation model is integrated in the complete OWT
model.

Figure 4.8 is a flowchart of the calculation procedures in case a reduced foundation model is in-
tegrated in the complete OWT model analysis. The method is defined as fully coupled method if
the response of the reduced foundation model, obtained from the dynamic analysis of the complete
OWT model, is expanded and the ULS and FLS are checked with this expanded response. The fully
coupled method requires only one software package which leads to the same problems as for the
fully integrated method. As two parties are responsible for the design of the support structure,
both parties have to check the results themselves. Moreover, if a reduced foundation structure is
integrated in the complete OWT model analysis, the reduction basis will influence the accuracy of
the results of the foundation. However, the computation costs will be less compared to the fully
integrated method due to the reduction.
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Figure 4.9: Representation
of OWT model
with reduced
foundation.

An other method is the sequential approach where a dynamic
simulation is run with a reduced foundation structure in the
complete OWT model and the foundation designer uses the in-
terface loads/displacements to retrieve the response of the de-
tailed foundation structure with a dynamic or a quasi-static analy-
sis.

The accuracy of the different calculation procedures if a reduced founda-
tion model is integrated in the complete OWT model will be investigated
and discussed.
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4.3.1 Analysis of complete OWT model

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!
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Figure 4.10: Different calculation procedures in the analysis of the complete OWT model with a reduced
foundation model.

Figure 4.10 shows the different calculation steps in the dynamic analysis of the complete OWT model
with a reduced foundation model.

Equation (4.3) showed the equation of motion in the frequency domain when the detailed foun-
dation model is integrated into the OWT model. If a reduced foundation model is used, equation
(4.3) becomes

[
−ω2M̃

(f)
+ jωC̃

(f)
+ K̃

(f)
0

0 −ω2M(w) + jωC(w) + K(w)

][
ũ(f)

û(w)

]
=

[
f̃
(f)

f (w)

]
+

[
g̃(f)

ĝ(w)

]
(4.18)

B

[
ũ(f)

û(w)

]
= 0 LT

[
g̃(f)

ĝ(w)

]
= 0 (4.19)

where M̃
(f)

, C̃
(f)

and K̃
(f)

are the reduced mass, damping and stiffness matrices of the foundation.

The response ũ(f) is the reduced response of the foundation and f̃
(f)

and g̃(f) are the reduced ex-
ternal load and the reduced interface load. Since the foundation structure is reduced an error is
introduced in the (expanded) response of the foundation as the reduced foundation structure does
not span the full solution space. The response of the reduced foundation structure is an approxima-
tion of the exact solution. Therefore, due to the use of a reduced foundation model in the complete
OWT model, the response of the tower and RNA substructure û(w) will differ from the reference
solution u(w). The superscript ∧ is used for the response of a substructure or an interface load where
an (extra) error is introduced due to the use of a reduced models.

As an error is introduced in the response ũ(f) due to reduction, the interface load g̃(f) will con-
tain an error as well, because this load is computed with the response ũ(f). In order to use the
interface load during post-processing on the detailed foundation model, the interface load should
be expanded, see equation (4.21).

g̃(f) = (−ω2M̃
(f)

+ jωC̃
(f)

+ K̃
(f)

)ũ(f) − f̃
(f)

(4.20)

= Z̃
(f)

ũ(f) − f̃
(f)

ĝ(f) = Rg̃(f) (4.21)
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The interface load contains information about the behavior of the complete OWT model, large am-
plitudes will appear at the eigenfrequencies of the complete OWT model that are excited by the
external load. Integrating reduced components in the complete OWT model can result in deviated
eigenfrequencies for the complete OWT model. In order to achieve accurate results the OWT model
with the reduced foundation model should be spectrally and spatially converged in the frequency
range of the external load spectrum. The frequency range of the external load spectrum is abbrevi-
ated to ‘excitation bandwidth’. It is necessary to know which eigenfrequencies of the OWT model
are excited within the excitation bandwidth. Furthermore, the reduction basis should be complete
enough to accurately describe the response of the substructure due to the external force. If the
OWT model with the reduced foundation model is not spectrally and spatially converged within the
excitation bandwidth, an error is introduced in the (expanded) response of the foundation and as
a result, the interface loads/displacements will not be accurate. As the interface loads are used as
an input for the force controlled approach, the response of the detailed foundation structure after
post-processing will not be accurate either. Moreover, if the frequency spectrum of the interface
load contains large amplitudes at the wrong frequencies, the response of the detailed foundation
structure after post-processing can be such that the eigenfrequencies of the foundation structure are
excited. As a result extra forced response peaks appear, these peaks are defined as pseudo resonances.

The displacement controlled approach uses the response at the boundary of the foundation ũb as
an input, this response can be extracted from ũ(f). The accuracy of the interface displacements
depends on the same aspects as the accuracy of the interface load.

The response of the detailed foundation structure can be obtained also without post-processing
on the detailed foundation structure, by simply expanding the response of the reduced foundation
structure, (the fully coupled method).

u(f)
exp = Rũ(f) (4.22)

The accuracy of this method depends on the reduction method used for the foundation struc-
ture. In Section 3.4 several reduction methods are discussed: Guyan reduction, Craig-Bampton
reduction and Augmented Craig-Bampton reduction. In order to retrieve an accurate expanded re-
sponse for the foundation structure depends on the same aspects as to compute accurate interface
loads/displacements. In other words, the OWT model with a reduced foundation structure should be
spectrally and spatially converged within the excitation bandwidth to retrieve an accurate response
of the foundation after expansion.
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4.3.2 Post-processing on detailed foundation model
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Figure 4.11: Different calculation procedures in the post-processing on the detailed foundation model.

Figure 4.11 shows the calculation steps that can be performed in the post-processing phase. The
interface loads and displacements are obtained from the dynamic analysis of the complete OWT
model with a reduced foundation model. In this case, a dynamic analysis on the detailed foundation
model will not provide the exact same response as the reference solution due to an error in the
interface loads/displacements, resulting from the foundation model reduction. Pseudo resonances
could appear in the response of the foundation after dynamic post-processing. A quasi-static analysis
will provide a different response as well, where the error in the response is caused by two error
sources. Firstly, the interface loads/displacements contain an error, resulting from the foundation
model reduction, and secondly, the quasi-static analysis neglects the inertia and damping forces.

Force controlled approach
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Figure 4.12: Representa-
tion of FC
approach.

Dynamic analysis The equation for a dynamic force controlled ap-
proach to obtain the response ûDFC is

ûDFC = (−ω2M(f) + jωC(f) + K(f))−1(f (f) + ĝ(f)) (4.23)

= Z(f)−1(f (f) + ĝ(f))

= Y(f)(f (f) + ĝ(f))

The response ûDFC will not be exactly the same as u(f), due to an error
in the interface load ĝ(f). How accurate the response ûDFC is depends on
the accuracy of the interface load and thus the reduction method used for
the foundation structure.

Quasi-static analysis A quasi-static force controlled approach neglects the inertia and damping
forces, the response of the foundation ûQsFC becomes

ûQsFC = K(f)−1(f (f) + ĝ(f)) (4.24)

= G(f)(f (f) + ĝ(f))

The response ûQsFC can be compared to the exact response of the foundation u(f). Difference
between ûQsFC and u(f) will appear around ω{1}free of the foundation, resulting from neglecting the
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inertia and damping forces. Next to this, extra differences can appear in ûQsFC due to an error in
the interface loads, resulting from the foundation model reduction.

Displacement controlled approach
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Figure 4.13: Representa-
tion of DC
approach.

If a reduced foundation is used in the complete OWT model, the displace-
ments extracted at the interface ũb are not exact. As the interface displace-
ments are used as in input for the displacement controlled approach, the
introduced error in the interface displacements will introduce an error in
the output of the post-processing calculation procedures as well. There-
fore, the response from a dynamic displacement controlled approach will
not be similar to the reference solution.

Dynamic analysis In the frequency domain the response ûDDC can be
obtained

(−ω2Mii + jωCii + Kii)ûi = f i − (−ω2Mib + jωCib + Kib)ũb (4.25)

Ziiûi = f i − Zibũb
ûi = Z−1ii (f i − Zibũb) (4.26)

ûDDC =

[
ûi
ũb

]
(4.27)

The response ûDDC is not exactly the same as u(f), due to the error in the input ũb. The amplitude of
the error depends on how well the reduced foundation structure can approximate the exact solution.

Quasi-static analysis As already showed in equation (4.15) and (4.16), the quasi-static analysis
can be performed in two ways. Firstly, the inertia and damping forces are only neglected for the
internal DoF. Secondly, the damping and inertia coupling forces, Cibũb and −ω2Mibũb, are also
neglected and only the elastic coupling forces, Kibũb, are taken into account. The response ûi,Qsa
takes the elastic, inertia and damping coupling forces resulting from the boundary response ũb
into account. The response ûi,Qs neglects the inertia and damping coupling forces and takes only
the elastic coupling forces into account. The equations to obtain the response of the foundation
structure with a quasi-static displacement controlled approach are

ûi,Qsa = K−1ii (f i − (−ω2Mib + jωCib + Kib)ũb) (4.28)

= Gii(f i − Zibũb)

ûi,Qs = K−1ii (f i − Kibũb) (4.29)

= Gii(f i − Kibũb)

ûQsaDC =

[
ûi,Qsa

ũb

]
ûQsDC =

[
ûi,Qs
ũb

]
(4.30)

What the effects of neglecting the inertia and damping coupling forces, Cibũb and −ω2Mibũb, can be
examined by comparing ûQsDC with ûQsaDC .

The accuracy of the quasi-static displacement controlled approach can be determined by comparing
ûQsDC with u(f). The response ûQsDC will differ compared to u(f) due to neglecting the inertia and
damping forces (both internal and in the coupling terms) and the error in the boundary response
ũb. Difference between the response ûQsDC and u(f) will appear around ω{1}fixed, furthermore, extra
differences can appear due to an error in the boundary response.
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4.4 Simplified foundation used in complete OWT analysis
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Figure 4.14: Different calculation procedures in case of a simplified foundation model is integrated in the
complete OWT model.

Figure 4.14 shows a flowchart of the calculation procedures if a simplified foundation model is in-
tegrated in the complete OWT model, this method is defined as the semi-integrated approach. The
semi-integrated approach is described by Seidel [30, 31]. The idea is to generate an equivalent
monopile for the complex foundation structure, see Figure 4.15a. This equivalent monopile is inte-
grated in the complete OWT model and a dynamic analysis is performed. As a result, the complete
model is not too complex, which limits the computation costs.

This method can be described with the same equations as shown in Section 4.3 when a reduced
foundation model is integrated in the complete OWT model. However, the response of the simpli-
fied foundation model can not be expanded to get the response of the detailed foundation model.
Hence, post-processing on the detailed foundation model is necessary. The accuracy of the method
depends on the accuracy of the interface loads/displacements. It is thus important to achieve iden-
tical kinematics at the foundation top for ‘real’ and ‘substitute model’, which is impossible as the
substitute model differs a lot from the real model. The monopile has to be equivalent in terms of
stiffness, mass and hydrodynamics. Seidel derives equivalent stiffness properties of the monopile
by applying unit deformations and unit rotation, see Figure 4.15b [31]. Next to this, the eigen-
frequencies of both models should match. Matching the eigenfrequencies alone is not sufficient;
these depend both on stiffness and mass and errors in both may cancel out for the eigenfrequencies.
Moreover, only mode shapes that are similar to those of a monopile can be modeled accurately [7].
As a result, the semi-integrated method can not describe the behavior of the complex foundation
structure well. The method is inaccurate and therefore this method will not be further investigated
in the case study.
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(a) Replace complex foundation structure by equiva-
lent monopile

(b) Determination of foundation top stiff-
ness matrix

Figure 4.15: Visualization of semi-integrated approach [31].

4.5 Separated models

The superposition method treats an offshore wind turbine basically like an onshore wind turbine plus
offshore support structure. The foundation structure and the wind turbine are modeled separately.
A dynamic analysis is performed on the wind turbine model under only wind loading and the re-
sponse of the foundation model is analyzed under only wave loading [7, 20].

In order to compute the response in a certain point in the foundation structure, the loads at the
bottom of the tower are extracted and applied to the foundation model to compute the response.
This response is added to the response obtained from the analysis under only wave loading. Figure
4.16 is a visualization of the superposition method.

Figure 4.16: Visualization of the superposition method [26].

To determine the accuracy of this method, support of equations is not essential. The method is not
accurate as there is no dynamic interrelation between the wind turbine and the support structure
at all. Particularly the aerodynamic damping that occurs during operation remains unconsidered.
The aerodynamic damping has a large influence on the structural loads. Kühn gives approximate
constant aerodynamic damping values that can be taken into account in the structural simulations
for the support structures [20]. However, this can only be a very rough estimate as aerodynamic
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damping depends on the specific configuration and the operating conditions. It is clear that the
superposition method is not accurate [7, 26], therefore no further investigation of its accuracy is
done in the case study.

4.6 Summary

Different calculation procedures exist to compute the response of the foundation structure. The two
most simple methods, the superposition method and the semi-integrated method, are not accurate
and will not be further investigated to determine the quantitative error in the case study. The
accuracy of the other methods depends on the characteristics of the foundation structure and the
applied reduction method. Table 4.1 and 4.2 give an overview of the in- and output and the accuracy
of the different calculation procedures with a detailed or reduced foundation model in the complete
OWT model. The upper row describes the foundation model used in the dynamic analysis of the
complete OWT model and the left column describes the different analyses. A green checkmark
means that the calculation procedures provides accurate results and an orange question mark means
that the accuracy of the calculation procedure depends on different aspects.

Detailed foundation in complete OWT model

Dynamic analysis on
complete OWT model

Input: f =

[
f (f)

f (w)

]

X Output: g(f),u(f),ub
Accuracy: Numerically exact, g(f),u(f) and ub
are used as reference solution to determine the
accuracy of the other results

Post-processing
Force controlled Input: f (f), g(f)

Dynamic X Output: uDFC = u(f)

Accuracy: Response equal to reference solution

Quasi-static ? Output: uQsFC
Accuracy: Accurate if ω{1}free >> max(ωext)

Post-processing
Displacement con-
trolled

Input: f i, ub

Dynamic X Output: ui, uDDC =

[
ui
ub

]
= u(f)

Accuracy: Response equal to reference solution

Quasi-static ? Output: ui,Qs, uQsDC =

[
ui,Qs
ub

]

Accuracy: Accurate if ω{1}fixed >> max(ωext)

Table 4.1: Input, output and accuracy of different calculation procedures in case of the detailed foundation
structure is integrated in the complete OWT model.
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Reduced foundation in complete OWT model

Dynamic analysis on
complete OWT model

Input: f̃ =

[
f̃
(f)

f (w)

]

? Output: g̃(f), ũ(f), ũb and u(f)
exp

Accuracy: Accurate if OWT model is spectrally
and spatially converged

Post-processing
Force controlled Input: f (f), ĝ(f)

Dynamic ? Output: ûDFC
Accuracy: Accurate if OWT model is spectrally
and spatially converged, as a result the interface
loads are accurate

Quasi-static ? Output: ûQsFC
Accuracy: Accurate if OWT model is spec-
trally and spatially converged (accurate inter-
face loads) and if ω{1}free >> max(ωext)

Post-processing
Displacement con-
trolled

Input: f i, ũb

Dynamic ? Output: ûi, ûDDC =

[
ûi
ũb

]

Accuracy: Accurate if OWT is spectrally and spa-
tially converged, as a result the boundary re-
sponse is accurate

Quasi-static ? Output: ûi,Qs, ûQsDC =

[
ûi,Qs
ũb

]

Accuracy: Accurate if OWT is spectrally and
spatially converged (accurate interface displace-
ments) and if ω{1}fixed >> max(ωext)

Table 4.2: Input, output and accuracy of different calculation procedures in case of a reduced foundation
model is integrated in the complete OWT model.



Chapter 5

Modeling

5.1 Introduction

A case study will be performed to determine the quantitative error for the various calculation proce-
dures, the response of the different calculation procedures will be compared to a reference solution.
The reference solution is the response of the foundation obtained from the dynamic analysis of the
complete OWT model with the detailed foundation model.

As the accuracy of the different calculation procedures is structure dependent, two different OWT
models are constructed. Both models consist of identical component models, except for the founda-
tion structure. One OWT model is installed with a monopile foundation structure and the other with
a jacket. These two foundation structures are most used in practice. The monopile is often used in
shallow waters and the jacket structure in deeper waters. Next to this, the jacket structure experi-
ences local dynamics due to its construction, this does not apply to the monopile. Therefore, the
hypothesis is that a quasi-static analysis of a jacket structure will provide less accurate results than
for the monopile. Furthermore, reducing a jacket structure will have more impact on the accuracy
of the interface loads/displacements than reducing a monopile.

To create the OWT models, a FE model is constructed. An Euler Bernoulli beam element will be
used to describe the behavior of the element of the FE model. The formulation of an Euler beam
element will be reminded, with a special emphasis to the displacement-strain-stress conversion.
Computing stresses is important to determine the fatigue damage of the structure, which is often
the main design driver for the support structure.

Section 5.4 will present the properties and characteristics of the different components of the OWT
model. This will give insight in the spectral and spatial convergence of the OWT models when a
reduced foundation model is integrated. The last section will present how the external loads on the
OWT structures are modeled for this specific case study.

5.2 Finite element model

The wind turbine will be modeled as a FE model. The FE method is a numerical analysis technique
to obtain approximated solutions for a wide variety of problems. In the FE method a structure is
divided into subdomains, which are discretized using shape functions [28].

The first step in constructing a finite element model of a structure is dividing the structure into

47
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smaller sections where each section is represented by an element. The length of these elements are
essential variables for the finite element model. A more precise and accurate result will be achieved
by using a large number of elements. However, it implies higher computation time and costs [17].

The second step in constructing a FE model is defining the shape function for the elements. Af-
ter defining the shape function, the displacement field for each element can be described based on
that. In general, this description is formulated as [28]:

ui(x1, x2, x3, t) =

n∑

j=1

fij(x1, x2, x3)qj(t) i = 1, 2, 3 (5.1)

where ui is the displacement field, fij(x1, x2, x3) is the shape function, and qj(t) is a time dependent
amplitude. Equation (5.1) can be stated in matrix form as

u(x1, x2, x3, t) = F(x1, x2, x3)q(t) (5.2)

The FE model of the offshore wind turbine is described by beam elements. Several shape functions
for beam elements exist, the Euler-Bernoulli beam will be used in this model.

The Euler-Bernoulli beam is the classical formulation of a beam and estimates vertical and lateral
deflection of the element, shear deformation is neglected. The shape functions for a 3D Euler beam
element and the associated element stiffness and mass matrix are presented in Appendix C. After
defining the element stiffness and mass matrix, the element damping matrix can be determined.

5.2.1 Element damping matrix

In order to determine the damping matrix C there are several methods. If light damping is assumed
and if the modal damping ratios εs are known two different strategies can be used. In the first
approach one can build the damping matrix by modal expansion [27].

C =

n∑

s=1

Mx(s)
2εsωs
µs

xT(s)M (5.3)

Where x(s) are eigenmodes, ωs eigenfrequencies and µs is the modal mass coefficient.

Another method is to build the damping matrix C as a combination of the mass and the damping
matrix, namely

C = aK + bM (5.4)

This construction is called Rayleigh damping and this method assumes that the damping forces in
the system are distributed partly like the elastic forces and partly like the inertia forces. As a result,
the modal damping ratios are defined as

εs =
βss

2µsωs
=

1

2

(
aωs + b

1

ωs

)
(5.5)

One can choose the coefficients a and b such that the modal damping ratios of 2 modes fit the
measured data. In that case all other modal damping ratios are determined but do in general over-
or underestimate the real modal damping.
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Figure 3.1: Modal damping matrix: weighted sum of mass and stiffness matrices

3.1.3 System with large viscous damping

In case the the damping is large or if the eigenfequencies are close to one another one can no
longer make the assumption of light damping. In that case the eigenmodes should be considered
as complex, and the eigenvalue problem (3.6) can be solved with standard eigensolvers if the
dynamic problem is recast in the symmetric state-space form

Aż + Bz = u (3.20)

where

z =

[
q̇
q

]
u =

[
0

fapplied

]
(3.21)

and with the symmetric matrices

A =

[
0 M
M C

]
B =

[
−M 0
0 K

]
(3.22)

The associated eigenvalue problem is obtained by looking for a solution of the free system in the
form

z = z(s)e
λt

to build the eigenvalue problem
(λsA + B) z(s) = 0 (3.23)

The eigenmodes and eigenvalues found are complex in general and satisfy orthogonality relations
similar to those of the modes x(s). The complex modes can even be used in a mode superposition
strategy to solve the damped problem but this will not be explained here (see for instance [10]).

3.2 Hysteretic damping

Another simplified assumption often made to model linear damping is to assume that the damping
forces in the frequency domain (that is when the system is forced to move in a harmonic motion)
are independent of the frequency but proportional to the motion amplitude and in phase with
the velocity.

To explain this let us assume in (3.4) that the applied force is of the form

fapplied = seiωt

Figure 5.1: Modal damping matrix: weighted sum of mass and stiffness matrices [27].

The damping matrices are constructed per each substructure of the OWT model, so not per ele-
ment. The global damping matrix is obtained by assembling the substructure damping matrices.
The damping matrix is a full matrix and by constructing the damping matrices per substructure sub-
structuring is still possible. In other words, the foundation structure and the tower do not have any
coupling terms in the damping matrix, this way the substructures can be analyzed componentwise.
The damping per substructure is modeled such that the global model damping ratios for both OWT
models are about 1%.

The damping matrices of the substructures of the OWT model with a monopile are modeled with
Raleigh damping and the damping matrices of the substructures of the OWT model with the jacket
are modeled by modal expansion.

5.3 Strains and stresses

Fatigue damage is often the main design driver of the support structure and can be computed based
on stresses in the structure. In order to compute the stresses in an element, the strains are needed
as an input. These strains are computed with the shape functions of an Euler beam element and
the displacements in the elements. Eventually the fatigue damage is determined as explained in
Subsection 2.4.3.

5.3.1 Strains

To determine the strains in an Euler-Bernoulli beam element, some kinematic assumptions are made
[28]:

• The beam cross section is not deformable

• The axial displacement component results from the rotation of the cross section. The rotation
is such that the cross sections remain orthogonal to the neutral axis u(x, z) = −z ∂w∂x − y ∂v∂x .
Figure 5.2 shows this assumption visually.
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Figure 1.6: Bernoulli’s kinematic assumption

x

z,w

dx

M(x)

M(x+dx)

T(x)

T(x+dx)
p

q

Figure 1.7: Equilibrium of a beam segment

Figure 5.2: Bernoulli kinematic assumptions [28].

The displacement in the local x-direction is u, in the local y-direction is v and in the local z-direction
is w. With the assumption of geometric linearity, the strain expressions can be written based on the
shape functions of an Euler beam, presented in Appendix C.

εxx =
∂u

∂x
= −z ∂

2w

∂x2
− y ∂

2v

∂x2
(5.6)

εyy =
∂v

∂y
= 0 (5.7)

εzz =
∂w

∂z
= 0 (5.8)

εxy =
1

2

(
∂v

∂x
+
∂u

∂y

)
= 0 (5.9)

εyz =
1

2

(
∂v

∂z
+
∂w

∂y

)
= 0 (5.10)

εzx =
1

2

(
∂w

∂x
+
∂u

∂z

)
= 0 (5.11)

The last equations (5.9), (5.10) and (5.11) show that the last assumption is equivalent to neglecting
the shear deformation of the material [33]. This assumption is called the Bernoulli assumption.
From the shape functions of the Euler beam follows

εxx = −z ∂
2w

∂x2
− y ∂

2v

∂x2
= −z

[−6
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5.3.2 Stresses

To obtain the stress in a structure Hooke’s law is used. In a Euler beam there is only a strain in the
axial direction, so there will be only a stress in this direction [33].

σx(x, y, z) = Eεx(x, y, z) = E

(
−z ∂

2w

∂x2
− y ∂

2v

∂x2

)
(5.13)

= −zE



[
B1 B2 B3 B4

]



w1
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w2

ψy2
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B1 =
−6

`2
+

12x

`3
(5.15)

B2 =
4

`
− 6x

`2
(5.16)

B3 =
6

`2
− 12x

`3
(5.17)

B4 =
−6x

`2
+

2

`
(5.18)

where E is the Young’s modulus and the subscripts 1 and 2 of the local displacements and rotations
represent node 1 and node 2 of an element. Finally, a stress signal is obtained for every node. These
stress signals are rearranged with the rainflow counting method and with the S-N curve the fatigue
damage is determined.

In the case study a model of the OWT is built and an external load is applied on this model. The
global displacements are computed which should be converted to local displacements in order to
compute the stresses in the elements. This can be achieved using a transformation matrix. To verify
if the transformation from global to local frame is correct and the stresses computed in Matlab are
accurate, a verification in ANSYS is done. The theory of converting displacements from the global
frame to the local frame and the verification in ANSYS is presented in Appendix D.

5.4 OWT model

In order to verify the quantitative error of the different calculation procedures two offshore wind
turbine model are constructed, one with a monopile and one with a jacket. The tower and the RNA
models are similar in both models. The dimensions and other properties of the different components
are summarized and the characteristics per OWT model will be presented.
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2.5. NUMERICAL EXAMPLE: IMPACT ASSESSMENT OF SUPPORT STRUCTURE
MODELS ON THE GLOBAL DYNAMIC BEHAVIOUR 19

(a) Schematic drawing of RNA [28]

Component Property Units Value/Range

Tower

Height [m] 87.6
Wall thickness [mm] 19 - 27
Diameter [m] 6.00 - 3.87
Effective density [kg/m3] 8500
Mass [kg] 347,460

Monopile

Monopile Height [m] 30.0
Wall thickness [mm] 60
Diameter [m] 6
Effective density [kg/m3] 8500
Mass [kg] 347,460

RNA
Rotor diameter [m] 126.0
Rotor mass [kg] 110,000
Nacelle mass [kg] 240,000

(b) Turbine properties

Figure 2.6: NREL baseline turbine

CONFIDENTIAL

Figure 5.3: RNA of the NREL 5MW baseline turbine [24].

The Rotor-Nacelle-Assembly (RNA) consists of the nacelle, the hub and three blades which are 61.5
meters long, see Figure 5.3. The nacelle is modeled as a point mass and is connected to the tower
top with one rigid and massless element. The point mass represents the mass, 240,000 kg, and
inertia of the nacelle. The hub is modeled in the same way as the nacelle, a points mass represents
the mass and inertia of the hub and a massless and rigid element is used to connect the hub to the
tower top. The rotor, consisting of the hub and the blades, weighs 110,000 kg. The RNA model is
obtained by assembling the different components, and has 276 DoF. The RNA model is reduced with
the Craig-Bampton method with 30 fixed interface modes included, accordingly, the reduced RNA
model has 36 DoF. The reduced RNA model is used in both OWT models.

The tower is made of steel and has a conical shape with a base diameter of 6.0 meter and top
diameter of 3.87 meter. It has a length of 87.6 meters and a constant wall thickness of 0.05 meter.
The tower is subdivided into 19 elements and has thus 120 DoF. The tower has two interfaces, one
at the bottom, which will be connected to the foundation structure and one at the top, which will
be connected to the RNA.

The monopile is made of steel and has a cylindrical shape with a diameter of 6.0 meter and a
constant wall thickness of 0.08 meter. The monopile has a length of 30 meters and is subdivided
into 10 elements. The bottom of the monopile is constrained in all directions and, consequently, it
has 60 DoF. The monopile has one interface, at the top, which will be connected to the tower bottom.

The jacket is originally designed the Upwind project and used in the OC4 project [39]. The jacket
consists of four main legs which are interconnected via four levels of X-braces, see Figure 5.4. The
jacket is made of steel and is constructed with circular tubes with various dimensions, see Table 5.1.
The total height of the jacket is 68 meters and the four main legs are constrained in all directions
at the bottom. The jacket model contains a concrete transition piece, weighing 666,000 kg. This
transition piece rigidly connects the top elements of the jacket. The jacket has 1014 DoF and one
interface at the top of the jacket, which will be connected to the tower bottom. As the water coun-
teracts the movements of the jacket, additional point masses are added to the nodes of the structure
to take this effect into account.
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6

Figure 5.4: OC4 jacket model [39].

Property set Component Color in Figure 5.4 Outer diameter [m] Wall thickness [m]
1 x- and mud braces grey 0.8 0.02
2 leg at lowest level red 1.2 0.05
3 leg 2nd to 4th level red 1.2 0.035
4 leg crossing TP orange 1.2 0.04
5 pile not shown 2.082 0.06

Table 5.1: Dimensions of the components of the OC4 jacket model [39].

5.4.1 Model I - OWT with a monopile

A schematic representation of the OWT model with a monopile is shown in Figure 5.5. The dots
represent nodes, which all have 6 DoF, and the bottom of the monopile is constrained in all direc-
tions. Different characteristics of the OWT will be presented, which will be important for analyzing
the accuracy of different calculation procedures.

The first twenty eigenfrequencies of the complete OWT model, the foundation with a free interface
and the foundation with a fixed interface are shown in Table 5.2. Differences between a quasi-static
and a dynamic analysis will appear around ω{1}free for the force controlled approach and around ω{1}fixed
for the displacement controlled approach. The external force spectrum should be known in order to
get insight in the excitation bandwidth and if a quasi-static analysis will provide an accurate result.
In general, frequencies are excited up to 7 Hz and from Table 5.2 it is expected that a quasi-static
displacement controlled approach will provide an accurate result as ω{1}fixed is 42.8 Hz. The differ-
ence between a quasi-static analysis and a dynamic analysis for the force controlled approach will
appear around 6.7 Hz, so within the excitation bandwidth. The hypothesis is that a quasi-static force
controlled approach will not provide an accurate result for the OWT model with a monopile.
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Figure 5.5: OWT model
with monopile.

Eigenfrequency Foundation Foundation
[Hz] ωfree [Hz] ωfixed [Hz]

1st 0.30 6.73 42.84
2nd 0.30 6.73 42.84
3rd 0.76 26.76 53.68
4th 0.78 42.19 86.56
5th 0.80 42.19 108.69
6th 1.17 43.15 118.11
7th 1.26 80.94 118.11
8th 1.27 118.15 166.36
9th 1.91 118.15 175.25
10th 2.05 130.50 228.03
11th 2.16 137.11 231.71
12th 2.38 196.62 231.71
13th 2.43 221.08 268.25
14th 3.73 231.69 294.75
15th 4.43 231.69 366.75
16th 4.67 260.71 367.68
17th 4.80 317.04 383.65
18th 5.07 330.14 383.65
19th 5.44 383.61 441.99
20th 5.69 383.61 475.26

Table 5.2: Eigenfrequencies of OWT model, free interface foundation
and fixed interface foundation.

The reduction of the foundation could influence the accuracy of the interface loads and displace-
ment. Two different reduction methods will be examined for the monopile model to verify the
quantitative error in the response of the foundation structure, the Guyan reduction and the Craig-
Bampton reduction with 10 fixed interface modes included (CB10). The different reduction methods
are respectively described in Section 3.4.2 and 3.4.3.

Figure 5.6 shows the relative error between the exact eigenfrequencies and the eigenfrequencies
of the complete OWT model with the Guyan and the CB10 reduced monopile model. The markers
represent the exact eigenfrequencies, thus the eigenfrequencies of the OWT model with a detailed
foundation model. The relative error in the eigenfrequencies provides information about the spec-
tral convergence of the OWT models with a reduced foundation model. The eigenfrequencies of
the different OWT models are given in Appendix E, Table E.1. The Guyan reduction method uses
a reduction basis containing only the static constraint modes. This reduction method artificially
‘stiffens’ the structure and the eigenfrequencies will be higher. The relative difference is increasing
for higher frequencies. Still, the relative difference remains small in this frequency range, this is
because a monopile does not experience a lot of local dynamics. Therefore, the OWT model with a
Guyan reduced monopile is spectrally converged.

The Craig-Bampton method can be seen as an enrichment of the Guyan reduction. Instead of re-
ducing with only static constraint modes, the Craig-Bampton method also includes fixed interface
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modes and thereby creates a more complete basis for the reduction. In this case 10 modes are in-
cluded. The first fixed interface eigenfrequency is at 42.8 Hz and the tenth is at 228.0 Hz. As the
foundation is a substructure, the modes that are included do not provide any insight in the global
spectral convergence. However, Figure 5.6 shows that the relative difference in eigenfrequencies for
an OWT model with a CB10 reduced foundation model is very small, and it can be concluded that
the OWT model is spectrally converged up to 7 Hz. As the OWT model with the Guyan reduced
foundation is spectrally converged as well, the ten fixed interface modes that are included in the
Craig-Bampton reduction basis will therefore especially improve the spatial convergence.
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Figure 5.6: Relative error eigenfrequencies of OWT model with a reduced monopile with respect to detailed
OWT model. The markers represent the exact eigenfrequencies.

The spatial convergence provides information about how well the reduction basis can capture the
effect of the external loads on the structure. An error r(f) is introduced in the equation of motion, see
equation (5.19), since the new set of DoF does not span the full solution. This error is defined as the
residual and the response of the foundation is an approximation of the exact solution. If the model
is spectrally and spatially converged, the residual load will be small. The residual load provides
information about the spatial convergence only if the model is spectrally converged, otherwise, the
residual will provides information about both the spectral and spatial convergence. The spatial
convergence of the OWT models will be determined in Subsection 6.2.3.

(−ω2M(f) + jωC(f) + K(f))Rũ(f) = f (f) + g(f) + r(f) (5.19)

The first ten mode shapes of the monopile and the complete OWT with a monopile foundation are
presented in Appendix E.

5.4.2 Model II - OWT with a jacket

A schematic representation of the OWT model with a jacket is shown in Figure 5.7. The jacket is
constrained at the bottom in all directions. Table 5.3 shows the first twenty eigenfrequencies of
the complete OWT model, the jacket with a free interface and the jacket with a fixed interface. It
is clear that the eigenfrequencies of the jacket are significantly lower than for the monopile. In
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general, the external load excites frequencies up to 7 Hz, as a result lots of eigenfrequencies of the
jacket are excited whereas for the monopile eigenfrequencies are hardly excited. The hypothesis is
that a quasi-static analysis of a jacket foundation structure will not provide accurate results, as the
eigenfrequencies of this foundation structure are within the excitation bandwidth.

Figure 5.7: OWT model
with jacket.

Eigenfrequency Foundation Foundation
[Hz] ωfree [Hz] ωfixed [Hz]

1st 0.27 1.06 4.09
2nd 0.28 1.06 4.09
3rd 0.75 2.96 4.44
4rd 0.78 3.73 4.70
5th 0.80 3.73 4.74
6th 1.01 4.44 4.86
7th 1.08 4.68 4.86
8th 1.25 4.74 5.21
9th 1.26 4.76 5.60
10th 1.30 4.76 6.28
11th 2.00 5.60 6.70
12th 2.31 6.07 6.70
13th 2.40 6.59 6.88
14th 2.79 6.59 6.88
15th 2.86 6.66 6.95
16th 2.87 6.71 7.25
17th 4.06 6.88 7.28
18th 4.12 6.88 7.41
19th 4.20 7.25 7.80
20th 4.44 7.28 7.80

Table 5.3: Eigenfrequencies of OWT model, free interface foundation
and fixed interface foundation.

The jacket structure experiences more local dynamics than the monopile, the hypothesis is that the
reduction of a jacket structure will have large impact on the accuracy of the interface loads and
displacements. Three different reduction methods will be examined for the jacket model, the Guyan
reduction, the Craig-Bampton reduction with 20 fixed interface modes (CB20) and the Augmented
Craig-Bampton model with 10 fixed interface modes and 10 MTA vectors (CB10MTA).

Figure 5.8 shows the relative error between the exact eigenfrequencies and the eigenfrequencies
of the complete OWT models with the different reduced foundation models. The eigenfrequencies
of the different OWT models are presented in Appendix E, Table E.4. It is clear that reduction of a
jacket model influences the eigenfrequencies of the complete OWT model more than for a reduced
monopile. Differences between the eigenfrequencies of the detailed OWT model and the OWT
model with a Guyan reduced foundation are getting large from 3 Hz. The difference is increas-
ing for higher frequencies. This difference in eigenfrequencies will result in inaccurate interface
loads/displacements. The interface loads/displacements will contain high amplitudes at wrong fre-
quencies. Moreover, the eigenfrequencies of the foundation could be excited due to inaccuracies
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in the interface loads/displacements, extra peaks appear in the FRF of the foundation, pseudo reso-
nances. The OWT model with a Guyan reduced jacket is not spectrally converged in this case.

The OWT model with a CB20 reduced foundation and the OWT model with a CB10MTA reduced
foundation have more accurate eigenfrequencies. The fixed interface modes, that are included in
the reduction basis, improve especially the spectral convergence and the MTA vectors the spatial
convergence. Comparing the eigenfrequencies of the different OWT models provides information
about the spectral convergence. The OWT model with a CB20 reduced foundation model is spec-
trally converged, as difference appears from 6.5 Hz and it is less likely that these higher frequencies
are excited. Differences appear from 6.2 Hz for the OWT model with a CB10MTA reduced foun-
dation model. As it is less likely that these higher frequencies are excited, it can be assumed that
the OWT model with a CB10MTA reduced foundation model is spectrally converged as well. In-
formation about the spatial convergence can not be obtained by comparing the eigenfrequencies of
the complete OWT model. The spatial convergence of the different jacket models will be checked
in Subsection 7.2.3 based on the residual load that is introduced in the equation of motion after
expansion of the reduced response, see equation (5.19).
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Figure 5.8: Relative error eigenfrequencies of OWT model with a reduced jacket with respect to the detailed
OWT model. The markers represent the exact eigenfrequencies. Note that reduction of the jacket
has more impact on the accuracy of results as the relative error is larger than for the OWT with a
reduced monopile (Figure 5.6).

The first ten mode shapes of the jacket and the complete OWT with a jacket foundation structure
are given in Appendix E.

5.5 Loads

In order to gain more insight in the differences between the calculation procedures a load spectrum
is created for the wind and the wave load. Some simplifications in modeling the load spectrum are
made, as accurate modeling of loads is complex and not within the scope of the research.

Section 2.2 presented that modeling wind loads is complex and depends on different parameters
as the wind speed, the wind shear coefficient, the turbulence intensity and the wind turbine itself.
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As the OWT models are not constructed for a specific area, data about wind velocity is not avail-
able. Therefore, the wind load spectrum will be modeled based on an already known wind load
spectrum in a certain area. Although the amplitude of the wind load is dependent on the structure,
it is assumed that the shape of the wind load spectrum will be similar. The modeled wind load will
be such that it will excite the OWT model in the right frequency range. The operational loads will
be integrated in this wind load spectrum as well. As the drag forces due to rotation of the blades
are large, it is assumed that the wind loads exciting the tower can be neglected. The wind load is
not applied on certain nodes of the RNA model, but at the tower top, because the deformation of
support structure is of interest in this research and the deformation of the blades will not be ana-
lyzed. Although the modeled load is simplified, the results from the analyses will provide insight in
the accuracy of different calculation procedures which is the aim of the research.

Section 2.3 presented the different steps in modeling wave loads. As this modeling process has
some complex aspects as well, the wave loads are modeled using existing tools. The wave loads for
the monopile are modeled with a tool developed by Michiel van der Meulen [23]. In general, the
wave loads on a monopile are higher than on a jacket, because of the geometry of the monopile.
The wave loads on the jacket structure were already present, as the model was used for the OC4
project. These wave loads were generated in the commercially available ANSYS ASAS software suite.

The case study is performed in the frequency domain to verify the inaccuracies defined in Chap-
ter 4 for the different calculation procedures. However, in order to evaluate what the impact is of
the inaccuracies in the response on the fatigue damage of the structure for the different calculation
procedures, the loads are converted to the time domain.

5.5.1 Wind and operational loads

Figure 5.9: Real wind load spectrum,

A real wind load spectrum was used to model the wind load spectrum for this load case, see Figure
5.9. The real wind load spectrum contains lots of fluctuations and is dependent on the turbine. In
order to simplify this spectrum a linear decreasing line is drawn in the real spectrum and this line
is modeled. Next to this, the operational loads for 1P, 3P and 6P are included. A variable speed
between 12-18 RPM is assumed. To get a more realistic response of the OWT model an offset of 800
kN at 0 Hz is applied. The modeled wind load spectrum is shown in Figure 5.10a.

In order to verify the accuracy of the fatigue damage results for the different calculation proce-
dures, the wind load spectrum is converted to the time domain. A sinus function is created for every
excitation frequency with the associated amplitude and a random phase. The excitation frequencies
ranging from 0-7 Hz with steps of 0.01 Hz, in total 700 sinus functions are created. All these sinus
functions are added together to create the wind load in the time domain, see Figure 5.10b.
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(b) Operational and wind load in the time

Figure 5.10: Modeled operational and wind load in the frequency and time domain.

5.5.2 Wave loads

Monopile

The wave loads on a monopile are modeled with a tool developed by Michiel van der Meulen [23].
As described in Section 5.4 the jacket model was used for the OC4 project and the associated wave
loads in the time domain were modeled in ANSYS ASAS software package [38]. The sea state to
develop the wave loads for the jacket model is used to create the wave loads for the monopile as
well. First the wave load spectrum is determined based on the same significant wave height and
the peak period used for the jacket wave loads. Then the wave kinematics are defined based on
non-linear wave theory and finally the wave loads are computed with the Morison equation [23].
The difference between the tool of Michiel van der Meulen and ASAS is that the wave kinematics in
the ASAS are based on the linear wave theory.

The resultant wave load on the monopile will be higher due to the larger frontal area of the monopile
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with respect to the jacket . The wave loads are created in the time domain and converted to the
frequency domain to perform the different calculation procedures in the frequency domain. The
wave load spectrum for the monopile is given in Figure 5.11a and the resultant wave load on the
monopile in the time domain is shown in Figure 5.11b.
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(b) Resultant wave load on monopile in the time

Figure 5.11: Modeled wave load for the monopile in the frequency and time domain.
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Jacket

Wave loads for the jacket model were already present in the time domain and are created in ASAS.
ASAS determines the wave kinematics based on linear wave theory. In order to create the wave load
spectrum for the jacket, the wave loads in the time domain are converted to the frequency domain,
Figure 5.12a. Figure 5.12b shows that the resultant wave load on the jacket model and as expected,
this wave load is lower than the wave load on a monopile.
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Figure 5.12: Modeled wave load for the jacket in the frequency and time domain.
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Chapter 6

Results of calculation procedures -
Monopile

6.1 Introduction

To determine the quantitative error that can arise in the different calculation procedures presented
in Chapter 4, two models of an offshore wind turbine are constructed, described in Section 5.4. This
chapter will present the results of the different calculation procedures performed on the OWT model
with a monopile. To identify their accuracy a reference solution is necessary. Therefore, the fully
integrated method will be executed. In other words, the detailed monopile model will be integrated
in the complete OWT model and a dynamic analysis will be performed under wind and wave load-
ing. The response for the detailed monopile will be used as a reference solution.

All the different calculation procedures described in Chapter 4 will be simulated. Firstly, the in-
accuracies that arise in the dynamic analysis of the complete OWT model with reduced components
will be examined and secondly the inaccuracies in the post-processing analyses on the detailed foun-
dation model. The difference between a quasi-static and a dynamic analysis will be investigated for
a force and a displacement controlled approach. Furthermore, the impact of the error due to the
use of a reduced foundation model in the complete OWT model analysis on the post-processing
analyses will be defined. As presented in Subsection 5.4.1 two different reduction methods will be
examined for the monopile model: the Guyan reduction and the Craig-Bampton reduction with 10
fixed interface modes included (CB10).

Finally, with the response obtained from the various calculation procedures the fatigue damage
is computed and it will be investigated what the impact is of the error in the response on the fatigue
damage results.

Table 6.1 gives an overview of the different analyses performed in the different sections of this
chapter.
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Complete model analysis Post-processing
Detailed CB reduced Guyan reduced Force controlled Displ controlled
monopile monopile monopile Dyn Qs Dyn Qs

Section 6.2 X X X
Section 6.3.1 X X X
Section 6.3.2 X X X X X
Section 6.3.3 X X X X X

Table 6.1: Overview of different analyses considered in the different sections of this chapter.

6.2 Analyses of complete OWT

If the detailed monopile model is integrated in the complete OWT model, the exact response of the
foundation will be obtained, the reference solution, and the exact interface loads and displacements
will be extracted between the tower and the foundation.

Equation (4.2) shows how the response of the offshore wind turbine model can be computed and
equation (4.5) shows the computation of the interface loads. If a reduced monopile model is inte-
grated in the complete OWT model, an error arises in the interface loads/displacements, equation
(4.18). The magnitude of this error depends on the reduction method used for the foundation. Next
to the accuracy of the interface loads/displacements, the accuracy of the responses after expansion
is investigated. In other words, the reduced response of the monopile is expanded and is compared
to the reference solution. An overview of the different computations in this section is given in Figure
6.1.

In order to gain more insight in the dynamic behavior of the structure, the kinetic and the elas-
tic energy is computed and compared to each other. If a structure contains mainly elastic energy,
it behaves in a quasi-static manner. With the knowledge that a structure/component behaves in a
quasi-static manner, one can conclude that a quasi-static analysis of this structure/component pre-
sumably provides accurate results. The frequency dependence of the response and of the kinetic and
elastic energy will be omitted in the equations for compactness.

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!

!"#$%&'"()##*+,-"+-.)$/*0).-1"2+./3"+-4".)0-56+/4*(-/+/06#*#-("4&0)$)-789-4".)0-

Reduced foundation!

Figure 6.1: Schematic overview of complete OWT model analyses for different foundation models.
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6.2.1 Energy distribution in the structure

The complete OWT model has been solved under wind and wave loading, as described in Section
5.5. Figure 6.2a shows the ratio between the kinetic and the elastic energy of the complete OWT
model for the different excitation frequencies. Equation (6.1) shows how the kinetic and the elastic
energy are computed. To determine the distribution between elastic and kinetic energy per excita-
tion frequency, equation (6.2) is used.

Ek =
1

2
(jωu)TM(jωu) Ee =

1

2
uTKu (6.1)

% of kinetic energy =
Ek

Ee + Ek
% of elastic energy =

Ee
Ee + Ek

(6.2)

If the structure is in resonance the elastic energy is equal to the kinetic energy. The eigenfrequencies
of the complete OWT model that are excited due to the external load are shown in Figure 6.2a with
vertical dashed lines and the associated mode numbers. The loads are applied in the x-direction,
as a result only modes in the x-direction are excited. At lower excitation frequencies the structure
contains mainly elastic energy up to the first eigenfrequency, after this frequency, the inertia forces
get more dominant and the kinetic energy is larger than the elastic energy until the next excited
eigenfrequency, and so on.

As the dynamic behavior of the monopile is of interest in order to verify whether a quasi-static
analysis of the monopile will provide accurate results, the energy distribution graph is also created
for the monopile substructure, Figure 6.2b. The response of the foundation u(f), extracted from the
response of the complete OWT, is used to compute the elastic and kinetic energy of the foundation.
The different energies are computed with equation (6.3). Figure 6.2b provides information about
the behavior of the monopile compared to the complete OWT. If the foundation contains mainly
elastic energy, it behaves in a quasi-static manner in the global dynamic behavior. Above 3 Hz the
kinetic energy of the monopile becomes significant, but on the other hand it is less likely that these
higher frequencies are excited by the wave and wind loads. Hence, the dynamic behavior of the
foundation due to these higher excitation frequencies occurs with really small amplitudes.

E(f)
k =

1

2
(jωu(f))TM(f)(jωu(f)) E(f)

e =
1

2
u(f)TK(f)u(f) (6.3)
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(a) Distribution of energy in the complete OWT. The vertical dashed lines represent the excited eigenfre-
quencies as a result of the externally applied loads.
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(b) Distribution of energy in the isolated monopile. Note that the monopile model contains mainly elastic
energy which suggests that the monopile behaves in a quasi-static manner in this frequency range.

Figure 6.2: Distribution of energy in the complete OWT and the isolated monopile.

6.2.2 Interface loads

As the interface load contains information about the complete OWT model, high amplitudes appear
in the interface load for the eigenfrequencies of the complete OWT model that are excited by the
external load. Figure 5.6 showed that the OWT model with a Guyan reduced monopile and a CB10
reduced monopile are both spectrally converged. Hence, Figure 6.3a and 6.3b show that for excita-
tion frequencies up to 7 Hz the interface force in the x-direction is almost equal to the exact interface
force; the relative difference of the interface load computed with a reduced monopile model with
respect to the exact interface load is very small for both reduction methods. Figure 6.3b shows a
clear offset between the relative difference for the Guyan reduction and for the CB10 reduction, this
is due to difference in spatial convergence. As both models are spectrally converged up to 7 Hz
and the CB10 reduction basis is an enrichment of the Guyan reduction basis, the 10 included fixed
interface modes in the CB10 reduction basis improve especially the spatial convergence.
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(a) Interface load in the x-direction obtained with different monopile models.
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(b) Relative difference of the interface loads for the reduced monopiles with respect to the exact interface
load. Note that an offset between the two lines is present as a result of difference in spatial convergence.

Figure 6.3: Interface load for different monopile models.

6.2.3 Expansion of the response of the reduced foundation models

If a reduced monopile model is used in the complete OWT analysis, the response of the detailed
structure can be obtained by simply expanding the response of the reduced structure using the re-
duction basis. In order to determine the accuracy of the expanded monopile response, the elastic
energy of the monopile is computed for the different responses. The elastic energy takes the com-
plete response of the foundation into account and is computed with equation (6.3), (6.4) and (6.5)
for the different monopile models.

Ee,Guyan =
1

2
(RGuyanu(f)

Guyan)TK(f)(RGuyanu(f)
Guyan) (6.4)

Ee,CB10 =
1

2
(RCB10u

(f)
CB10)

TK(f)(RCB10u
(f)
CB10) (6.5)

Figure 6.4a shows the elastic energies computed with the responses of the reduced monopile models
after expansion. Expansion of the CB10 reduced response provides an accurate result as the relative
difference with respect to the reference solution remains small, see Figure 6.4b. Expansion of a
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Guyan reduced response is less accurate, but the relative difference still remains small. Again,
Figure 6.4b shows the Guyan reduction has an offset to the CB10 reduction due to a lack of spatial
convergence.
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(a) Elastic energy of foundation, computed with the response after expansion of the reduced monopile.
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(b) Relative difference of the elastic energy computed with the response after expansion of the reduced
monopile with respect to the exact elastic energy. The same observation concerning spatial convergence
is detected as in Figure 6.3b.

Figure 6.4: Elastic energy of the foundation after expansion.

If a foundation model is reduced, the obtained solution is an approximation of the exact solution. A
residual load is introduced in the equation of motion, see equation (5.19). If the model is spectrally
and spatially converged the residual remains small. If the residual is significant, the response after
expansion can be improved by subtracting the quasi-static response due to the residual force from
the expanded response. This method is comparable to the MA method, where the static contribution
of the discarded modes is added to computed response [28].

u(f)
exp augm = Rũ(f) − K(f)−1r(f) (6.6)

Figure 6.5 shows the relative difference between the exact elastic energy and the elastic energy
after expansion, with and without taking the quasi-static residual correction into account. The
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relative difference in the complete excitation bandwidth becomes smaller if the quasi-static response
due to the residual is subtracted from the response after expansion. This result is expected as the
monopile will behave mostly in a quasi-static manner in this frequency range and a quasi-static
residual correction will thus have impact on the complete excitation bandwidth.
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Figure 6.5: Relative difference of the elastic energy computed with the response after expansion of the
reduced monopile (with a quasi-static correction due to residual) with respect to the exact elastic
energy. Note that the quasi-static correction improves the results for the whole frequency range
as the monopile behaves in a quasi-static manner in this frequency range.

As both OWT models with reduced monopile models are spectrally converged, the spatial conver-
gence can be checked by comparing the norm of the residual with the norm of the elastic forces,
see Figure 6.6. Although the ratio between the residual and the elastic forces is quite large for
some excitation frequencies, the results do not have to be necessarily inaccurate. If the residual is
small, the results will be accurate. However, if the residual is large, the accuracy of the results is
undetermined. Projection of the external load on the reduction basis will discard some terms within
the load. These terms will appear in the residual load, but these load terms can be such that the
structure is not responding to this excitation.
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Figure 6.6: Ratio between the residual and the elastic forces. Note that the ratio is large for some excita-
tion frequencies. However, the results do not have to be necessarily inaccurate for these excitation
frequencies.

6.3 Post-processing

In this section, the different calculation procedures in the post-processing phase will be evaluated.
The analyses in the post-processing phase are all performed on the detailed monopile model. Differ-
ences between the calculation procedures are therefore due to differences in post-processing analy-
ses and due to differences in the input, i.e. differences in interface loads or displacements. When a
reduced monopile model is used in the complete OWT model analysis, a small error appears in the
interface loads/displacements. The impact of the error in the interface loads/displacements on the
response obtained after post-processing will also be investigated.

6.3.1 OWT with a detailed foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 6.7: Schematic overview of post-processing analyses in case of a detailed foundation is integrated in
the complete OWT model.
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If the detailed monopile is used in the complete OWT analysis, the interface loads and displacements
are exact and a dynamic analysis of the detailed monopile structure will provide the same response
as the reference solution. Therefore, only the accuracy of the quasi-static analyses during post-
processing will be investigated. The different calculation procedures discussed in this subsection
are shown in Figure 6.7. In order to compare the results from different calculation procedures, the
elastic energy is computed using equation (6.7) and (6.8).

Ee,QsFC =
1

2
uTQsFCK(f)uQsFC (6.7)

Ee,QsDC =
1

2
uTQsDCK(f)uQsDC (6.8)

Figure 6.8a shows the elastic energy obtained with a quasi-static displacement controlled approach
follows the exact solution well. However, the quasi-static force controlled approach begins to deviate
from the exact solution from around 3 Hz, it underestimates the exact solution. If the response is
underestimated, the stresses in the structure will be smaller and as a result the fatigue lifetime can
be overestimated. This effect will be investigated in Section 6.4.

Subsection 4.2.2 presented the equations of the force controlled approach, a difference between
a quasi-static and a dynamic force controlled approach starts to appear around ω{1}free, in this case at
6.7 Hz. Appendix F provides information about the response of one DoF of the monopile model. It
shows that the flexibility component starts to deviate from the receptance component from around
3 Hz, see Figure F.1.

The difference between a quasi-static and a dynamic analysis for the displacement controlled ap-
proach starts around ω

{1}
fixed, in this case at 42.8 Hz. As this eigenfrequency lies far outside the

excitation bandwidth, there is no significant difference between a quasi-static and a dynamic dis-
placement controlled analysis; the internal DoF behave in a quasi-static manner up to 7 Hz. The
relative difference for the quasi-static displacement controlled approach compared to the exact so-
lution remains small, see Figure 6.8b. The relative difference for the quasi-static force controlled
approach is much larger. However, the amplitude of the elastic energy between 3-7 Hz is very small
and consequently the large relative difference for the quasi-static force controlled approach will
probably not have a large impact on the fatigue damage of the structure.
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(a) Elastic energy of foundation. The response is computed with a quasi-static analysis with interface
loads/displacements extracted from OWT model with detailed monopile.
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(b) Relative difference of the elastic energy computed with the quasi-static post-processing analyses with
respect to the exact elastic energy. The Qs FC approach is inaccurate as ω{1}

free lies within the excitation

bandwidth and Qs DC approach is accurate as ω{1}
fixed lies outside the excitation bandwidth.

Figure 6.8: Elastic energy of quasi-static post-processing analyses, using the interface loads/displacements
extracted from OWT model with detailed monopile as an input.

Equations (4.16) showed that the quasi-static displacement controlled approach can be performed
by using only the boundary displacements as an input and neglecting the boundary velocities and
accelerations. In order to determine the difference in the response for a quasi-static displacement
controlled approach where the boundary velocities and accelerations are included or neglected,
the different coupling load terms are plotted in Figure 6.9. The elastic coupling forces Kibub are
dominant and the damping and inertia coupling forces, jωCibub and −ω2Mibub, are much smaller.
Hence, the boundary velocities and accelerations can be safely neglected in this case as no difference
will appear in the response if these terms are included.
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Figure 6.9: Amplitude of coupling load terms in the x-direction, −Zib(49,:)ub = ω2Mib(49,:)ub −
jωCib(49,:)ub − Kib(49,:)ub. Note that the elastic coupling forces are dominant.

6.3.2 OWT with a Guyan reduced foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 6.10: Schematic overview of post-processing analyses in case of a Guyan reduced foundation is inte-
grated in complete OWT model.

Using a Guyan reduced monopile model in the complete OWT model, differences in the eigenfre-
quencies compared to the detailed OWT model can appear. As Figure 5.6 showed, these differences
remain small and the OWT model with a Guyan reduced monopile is spectrally converged in the
excitation bandwidth. The interface loads/displacements are quite accurate as shown in Figure 6.3.
Hence, the hypothesis is that the accuracy of the post-processing methods is not influenced by the
use of a Guyan reduced monopile in the complete OWT model. Figure 6.10 gives an overview of the
different calculation procedures that will be performed in this subsection.

Figure 6.11a shows that the elastic energies obtained with the quasi-static and the dynamic dis-
placement controlled approach follow the exact solution well. As ω{1}fixed of the monopile is at 42.8
Hz, the monopile with a fixed interface behaves in a quasi-static manner in the frequency range 0-7
Hz. Therefore, a quasi-static displacement controlled approach provides accurate results. The rel-
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ative difference remains small for both displacement controlled approaches and is more or less the
same, see Figure 6.11b. As the monopile is reduced with a Guyan reduction, the internal dynamics
of the foundation are neglected. The interface loads/displacements only contain information about
the static behavior of the monopile. As a result, no differences appear between a quasi-static and a
dynamic displacement controlled approach.

As ω{1}free of the monopile is at 6.7 Hz and thus within the excitation bandwidth, there is a differ-
ence between a dynamic and a quasi-static force controlled approach. The dynamic force controlled
approach provides an accurate result and the relative difference is significantly smaller than for the
quasi-static force controlled approach.
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(a) Elastic energy of foundation. The response is computed with a dynamic/quasi-static analysis with inter-
face loads/displacements extracted from OWT model with Guyan reduced monopile.
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(b) Relative difference of the elastic energy resulting from the different post-processing analyses with respect
to the exact elastic energy. Note that the relative difference is more or less the same for the quasi-static
and the dynamic displacement controlled approach as the interface displacements neglect the internal
dynamics due to the Guyan reduction.

Figure 6.11: Elastic energy of different post-processing analyses, using the interface loads/displacements
extracted from OWT model with Guyan reduced monopile as an input.
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6.3.3 OWT with a Craig-Bampton reduced foundation
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Figure 6.12: Schematic overview of post-processing analyses in case of a Craig-Bampton reduced monopile
is integrated in complete OWT model.

Using a reduced CB10 monopile in the complete OWT model, the error in the interface loads and
displacements remains very small and thus the hypothesis is that the results after post-processing are
accurate as well, except for the quasi-static force controlled approach. This approach is not accurate
due to neglecting the inertia and damping forces and not due to the use of a reduced model in the
complete OWT analysis. Figure 6.12 gives an overview of the different calculation procedures that
will be performed in this subsection.

Figure 6.13a shows the elastic energies obtained with the different post-processing analyses. More
or less the same observations as for the Guyan reduced monopile can be identified. The dynamic
post-processing analyses provide accurate results. Figure 6.13b shows that the relative difference
for the dynamic calculation procedures is even smaller than for the dynamic calculation procedures
where the interface loads/displacements were extracted from an OWT model with a Guyan reduced
monopile. As the CB10 reduction basis is an enrichment of the Guyan reduction basis, the CB10 re-
duced monopile is better spatially converged. Therefore, the CB10 reduced monopile is better able
to capture the effect of the wave loads on the structure and the relative difference for the dynamic
calculation procedures is even smaller.

The monopile model with a fixed interface behaves in a quasi-static manner in the excitation band-
width, therefore the relative difference for the quasi-static displacement controlled approach re-
mains small. However, the relative difference for the quasi-static displacement controlled approach
is larger than the relative difference for the dynamic displacement controlled approach, see Fig-
ure 6.13b. The reduction basis of the Craig-Bampton reduction contains information about the
internal dynamics of the foundation, whereas the Guyan reduction basis only includes the static
constraint modes. Hence, the interface loads/displacements obtained from an OWT model with a
CB10 reduced monopile will contain extra information about the dynamic behavior of the founda-
tion. This dynamic behavior is neglected in the quasi-static post-processing analysis and included in
the dynamic post-processing analysis, therefore, a difference in the accuracy appears between the
quasi-static and the dynamic displacement controlled approach, as can be seen in Figure 6.13b.
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(a) Elastic energy of foundation. The response is computed with a dynamic/quasi-static analysis with inter-
face loads/displacements extracted from OWT model with CB10 reduced monopile.
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(b) Relative difference of the elastic energy resulting from the different post-processing analyses with respect
to the exact elastic energy. Note that due to including internal dynamics in the reduction basis the relative
difference is smaller for the dynamic than for the quasi-static displacement controlled approach.

Figure 6.13: Elastic energy of different post-processing analyses, using the interface loads/displacements
extracted from OWT model with CB10 reduced monopile as an input.

6.4 Fatigue damage calculation
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Figure 6.14: Schematic overview of computing damage of a structure.

Fatigue is often the main design driver for the support structure, so it is interesting to investigate the
impact of the errors in the responses, due to different calculation procedures, on the fatigue damage
and thus the fatigue life. These simulations are performed in the time domain and the responses
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of the OWT model for the different calculation procedures are computed with a Newmark time
integration, the theory of this method is explained in Appendix B. Afterwards, these responses are
converted into stresses, following Subsection 5.3.2. These random stress signals are rearranged with
the rainflow counting method and finally, the fatigue damage can be computed with the S-N curve
and the Palmgren-Miner rule. A schematic overview of these computation steps is given in Figure
6.14. Section 2.4.3 describes the basics of the rainflow counting method and how the mean stress
in the structure can be integrated in the fatigue computation. The fatigue damage of the monopile
structure will be computed with and without taking the mean stress into account.

Figure 6.15a shows the fatigue damage for the different calculation procedures at the bottom of
the monopile. As the monopile is clamped at the bottom, the stress will be maximum here as the
geometry of the monopile is constant. It is clear that the mean stress has a significant effect on
the damage. However, the difference in damage results for the various calculation procedures is
not clear from this figure. Therefore the relative difference to the reference solution is computed
to determine the accuracy of the different calculation procedures, see Figure 6.15b. The fatigue
damage obtained with expansion of the reduced Guyan response is less accurate than the fatigue
damage obtained with expansion of the reduced CB10 response. This result is expected, as the CB10
reduction is an enrichment of the Guyan reduction, hence, the CB10 reduction basis is more able to
capture the effect of the wave loads on the structure. A response after expansion is only accurate if
the model is spectrally and spatially converged.

If post-processing on the detailed monopile model is applied, the fatigue damage obtained with
the quasi-static force controlled approach is the least accurate. The quasi-static force controlled
approach provides less accurate results than the quasi-static displacement controlled approach, this
was to be expected from the previous results. However, the large relative differences that appeared
for the elastic energy obtained with a quasi-static force controlled approach do not appear in the fa-
tigue damage results, the relative difference is about 1%. This is probably because large differences
appear between 3-7 Hz for the quasi-static force controlled approach and it is less likely that these
higher frequencies are excited by the wave and wind loads. The response of the quasi-static force
controlled approach underestimates the response of the exact solution, as a result the damage is un-
derestimated, the quasi-static force controlled approach is a not conservative calculation procedure
for this structure with this specific load case. Moreover, the fatigue damage results obtained with
expansion of the reduced responses are not conservative either. However, the relative differences
remain small.

Dynamic post-processing on the detailed monopile model provides the most accurate damage re-
sults. Expansion of a reduced response provides less accurate damage results, because the reduction
basis is not fully able to capture the effect of the wave loads on the structure. As the dynamic
post-processing analyses are performed on the detailed model, the effect of the wave loads on the
structure is captured and a small error in the interface loads/displacements seems to have less effect
on the accuracy of the results.

A reduction basis discards a number of modes, dependent on the reduction method used, and is
therefore an approximation of the reference solution. As Figure 6.5 showed, the response after
expansion can be improved by subtracting the quasi-static response due to the residual from the
response after expansion. Figure 6.15c shows that the residual correction significantly improves the
accuracy of the fatigue damage.
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(b) Relative difference between the exact damage and the damage for different calculation procedures
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(c) Relative difference between the exact damage and the damage for different calculation procedures

Figure 6.15: Fatigue damage of the monopile for different calculation procedures
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6.5 Summary

In Table 6.2 the accuracy of the different calculation procedures is summarized. The upper row
describes which monopile model is used in the analysis of the complete OWT model and the left
column describes the different calculation procedures.

As fatigue is often the main design driver for the support structure, the accuracy of the different
calculation procedures is determined based on the relative difference of the fatigue damage results
with respect to the reference solution:

• X - Accurate - the relative difference is <1%

• ∼ - Reasonably accurate - the relative damage difference is between 1-2%

• 7 - Inaccurate - the relative damage difference is >2%

Detailed monopile in
complete model

Guyan reduced
monopile in com-
plete model

CB10 reduced
monopile in com-
plete model

Expansion
n/a ∼ Error: Not fully

spatially con-
verged

X

with residual
correction

n/a
X X

Force con-
trolled

Dynamic
X X X

Quasi-static ∼ Error: Neglecting
inertia and damp-
ing forces; ω

{1}
free

within excitation
bandwidth

∼ Error: Neglecting
inertia and damp-
ing forces; ω

{1}
free

within excitation
bandwidth

∼ Error: Neglecting
inertia and damp-
ing forces; ω

{1}
free

within excitation
bandwidth

Displacement
controlled

Dynamic
X X X

Quasi-static
X

ω
{1}
fixed > max(ωext)

X
ω
{1}
fixed > max(ωext)

X
ω
{1}
fixed > max(ωext)

Table 6.2: Accuracy of the different calculation procedures for an OWT with a monopile
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Chapter 7

Results of calculation procedures -
Jacket

7.1 Introduction

In the previous chapter, the quantitative error was determined for the different calculation proce-
dures for the OWT model with a monopile. The monopile does not experience a lot of local dynam-
ics, as a result the reduction method did not influence the accuracy of the results too much. Next
to this, the behavior of the monopile is mostly quasi-static within the excitation bandwidth, hence
the quasi-static post-processing analyses provided quite accurate results. To determine the quantita-
tive error for a structure that experiences more local dynamics, the OWT model is constructed with
a jacket as foundation structure. The results of the different calculation procedures performed on
this model will be presented in this chapter. Section 5.4 described the characteristics of the jacket
structure, ω{1}free and ω{1}fixed of the jacket are both within the excitation bandwidth. The hypothesis is
that a quasi-static force or displacement controlled approach will provide less accurate results than
for the monopile. Furthermore, the reduction of the jacket can only provide accurate results if the
reduction basis can capture the local dynamics of the structure well. If so, accurate interface loads
and displacements will be extracted and an accurate response of the foundation will be obtained
after expanding the reduced response.

The responses obtained from the different calculation procedures will be compared to a reference
response. The reference response is obtained by a dynamic analysis of the complete OWT model
with the detailed jacket model under wind and wave loading. All the different calculation proce-
dures described in Chapter 4 will be simulated. Similar to Chapter 6, the inaccuracies that arise
in the dynamic analysis of the complete OWT model with a reduced jacket will be examined first.
Thereafter, the inaccuracies in the post-processing on the detailed jacket model will be determined.
The accuracy of a quasi-static force and displacement controlled approach will be evaluated and
the impact due to the use of a reduced jacket in the complete OWT model analysis on the post-
processing results.

As presented in Subsection 5.4.2 three different reduction methods will be examined for the jacket
model: the Guyan reduction, the Craig-Bampton reduction with 20 fixed interface modes (CB20)
and the Augmented Craig-Bampton method with 10 fixed interface modes and 10 MTA vectors
(CB10MTA). Figure 5.8 showed that the OWT model with a Guyan reduced jacket model is not spec-
trally converged, whereas the OWT model with a CB20 reduced jacket model is spectrally converged.
The OWT model with a CB10MTA reduced jacket model is spectrally converged for frequencies up

81
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to 6.6 Hz. However, it is less likely that these higher frequencies are excited by the external load
and therefore, it can be assumed that the OWT model with a CB10MTA reduced jacket is spectrally
converged as well.

The spatial convergence is still unknown, but will be investigated by comparing the residual to
the elastic forces. The hypothesis is that the residual for the CB10MTA reduced jacket model is very
small as the OWT model with the CB10MTA reduced jacket is spectrally converged and the reduc-
tion basis includes 10 MTA vectors to improve the spatial convergence. Expansion of the reduced
CB10MTA response will probably provide accurate results.

Finally, with the response obtained from the various calculation procedures the fatigue damage
is computed and it will be investigated what the impact is of the error in the response on the ac-
curacy of the damage results. Since larger differences are expected in the responses of the jacket
obtained with the different calculation procedures compared to the OWT model with a monopile,
larger differences between fatigue damage results are also expected.

Table 7.1 gives an overview of the different analyses performed in the different sections of this
chapter.

Complete model analysis Post-processing
Type of jacket Force controlled Displ controlled

Dyn Qs Dyn Qs
Section 7.2 Comparison all jacket models
Section 7.3.1 Detailed X X
Section 7.3.2 Guyan reduced X X X X
Section 7.3.3 CB20 reduced X X X X
Section 7.3.4 CB10MTA reduced X X X X

Table 7.1: Overview of different analyses considered in the different sections of this chapter.

7.2 Analysis of complete OWT

If the detailed jacket model is integrated in the complete model, the exact response of the jacket
structure will be obtained and the exact interface loads/displacements will be extracted between
the tower and the jacket.

Equation (4.2) shows how the response of the OWT model can be computed and equation (4.5)
shows the computation of the interface loads. If a reduced model of the jacket is integrated in
the complete model, an error in the interface loads/displacements will arise, see equation (4.20).
The amplitude of the error depends on the reduction method used for the foundation. Next to the
accuracy of the interface loads/displacements, the accuracy of the response after expansion is in-
vestigated. In other words, the reduced response of the jacket is expanded and is compared to the
reference solution. An overview of the different computations in this section is given in Figure 7.1.

Likewise for the monopile, the energy distribution is determined for the OWT model with a jacket
and for the jacket as a substructure.
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Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Extract interface 
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Displacement 
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Reduced foundation!

Figure 7.1: Schematic overview of complete OWT model analyses for different foundation models.

7.2.1 Energy distribution in the structure

The energy distribution of the complete OWT model for the different excitation frequencies is shown
in Figure 7.2a. This graph shows for every frequency what the ratio is between the kinetic and the
elastic energy for the complete OWT model. Equation (6.1) shows how the kinetic and the elastic
energy is computed. In order to find the distribution between the elastic and the kinetic energy per
excitation frequency, equation (6.2) is used.

Figure 7.2a shows the eigenfrequencies that are excited due to the external load with the verti-
cal dashed lines. The kinetic energy is equal to the elastic energy at these eigenfrequencies. At very
low excitation frequencies the structure contains mainly elastic energy up to the first eigenfrequency.
After this eigenfrequency, the inertia forces get more dominant and the kinetic energy is larger than
the elastic energy until the next eigenfrequency that is excited, and so on. For higher excitation
frequencies, above 4 Hz, the energy distribution is about 50/50, which implies that the structure
responds dynamically.

To verify if a quasi-static analysis of the jacket substructure provides accurate results, the dynamic
behavior of the jacket must be determined. Therefore, the energy distribution graph is also created
for the jacket itself, Figure 7.2b. The response of the foundation u(f), extracted from the response
for the complete OWT, is used to compute the elastic and the kinetic energy of the foundation with
equation (6.3). Figure 7.2b contains information about the behavior of the jacket compared to the
complete OWT. It is clear that the jacket contains relatively more kinetic energy compared to the
monopile, the jacket will behave in a more dynamic manner in the excitation bandwidth than the
monopile. Therefore, a quasi-static analysis will probably not be able to capture the behavior of the
structure well.
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(a) Distribution of energy in the complete OWT. The vertical dashed lines represent the excited eigenfre-
quencies as a result of the externally applied loads.
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(b) Distribution of energy in the isolated jacket. Note that the jacket structure contains relatively more
kinetic energy than the monopile (Figure 6.2b) which suggests that the jacket shows more dynamic be-
havior in this frequency range.

Figure 7.2: Distribution of energy in the complete OWT and the isolated jacket.

7.2.2 Interface loads

As the interface load contains information about the dynamic behavior of the complete OWT model,
large amplitudes will appear in the interface load at the eigenfrequencies of the complete OWT
model excited by the external load. Figure 7.3a shows the interface force in the x-direction. As the
OWT model with the Guyan reduced jacket is not spectrally converged within the excitation band-
width, the interface force is inaccurate. The differences in eigenfrequencies between the detailed
OWT model and the OWT model with a Guyan reduced jacket appear in the interface load as well.
The 16th eigenfrequency of the detailed OWT model is at 2.87 Hz and for the OWT model with
a Guyan reduced jacket at 3.00 Hz, this difference can be clearly seen in the interface load. The
interface load obtained from the OWT model with a CB20 reduced jacket and a CB10MTA reduced
jacket, follow the exact interface load well, except for the higher excitation frequencies between
6-7 Hz. The OWT with a CB20 reduced jacket is not fully spatially converged and the OWT with a
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CB10MTA reduced jacket is not fully spectrally converged in this frequency range.

Figure 7.3b shows the relative difference of the interface load obtained from the OWT models with
different reduced jacket models with respect to the exact interface load. A clear offset between the
different jacket models for the lower excitation frequencies up to 2 Hz can be seen, all OWT models
are spectrally converged in this frequency range, but the spatial convergence differs. The OWT with
a CB10MTA reduced jacket contains MTA vectors in the reduction basis, as a result this model can
best capture the effect on the structure due to the wave loads and thus is best spatially converged.
At higher frequencies the relative difference increases for the OWT model with a CB10MTA reduced
jacket as the model is no longer spectrally converged. The relative difference becomes more or less
the same as for the OWT model with a CB20 reduced jacket.
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(a) Interface load in the x-direction obtained with different jacket models.
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(b) Relative difference of the interface loads obtained with the reduced jackets with respect to the exact
interface load. Note that the relative difference with respect to the exact interface load is a result of the
lack of spatial and spectral convergence.

Figure 7.3: Interface load for different jacket models.
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7.2.3 Expansion of the response of the reduced foundation models

If a reduced jacket model is used in the complete OWT analysis, the reduced response of the foun-
dation can be expanded to retrieve the response for the detailed jacket model. In order to determine
the accuracy of the response after expansion, the elastic energy is computed, this way the complete
response of the jacket can be taken into account.

Figure 7.4a shows that expansion of the Guyan reduced response is inaccurate in the frequency
range above 2 Hz, as large differences start to appear. However, expansion of the CB20 reduced
response provides an accurate result, the relative difference with respect to the reference solution
remains small, see Figure 7.4b. Expansion of a CB10MTA reduced response is accurate up to 6
Hz. The relative difference is smaller than for the CB20 reduced jacket, as a result of the improved
spatial convergence. As it is less likely that frequencies are excited between 6-7 Hz by the external
load, the hypothesis is that expansion of the CB10MTA reduced jacket will provide the most accurate
fatigue damage results compared to the other reduced jacket models.
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(a) Elastic energy of foundation, computed with the response after expansion of reduced jacket.
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(b) Relative difference of the elastic energy computed with the response after expansion of the reduced
jacket with respect to the exact elastic energy. The same observations concerning spectral and spatial
convergence are detected as in Figure 7.3b.

Figure 7.4: Elastic energy of the jacket after expansion.
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Figure 7.5a shows the elastic energy where the quasi-static response due to the residual is taken into
account. The difference is not clearly visible, therefore the relative difference with respect to the ref-
erence solution is plotted in Figure 7.5b for the response with and without applying the quasi-static
residual correction. The relative difference becomes smaller if the quasi-static residual correction
is applied, especially at lower excitation frequencies. This result is expected as the structure will
behave in a more quasi-static manner at lower frequencies and a quasi-static residual correction will
thus have more impact in this frequency range.
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(a) Elastic energy of foundation, computed with response after expansion of the reduced jacket with a
quasi-static correction due to the residual.
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(b) Relative difference of the elastic energy computed with the response after expansion of the reduced
jacket (with a quasi-static correction due to residual) with respect to the exact elastic energy. Note that
the quasi-static residual correction improves the results especially in the lower frequency range.

Figure 7.5: Elastic energy of the jacket after expansion (with a quasi-static correction due the residual).

Accurate results are obtained if a model with reduced components is spectrally and spatially con-
verged. In order to check the spatial convergence for the different jacket models, the ratio between
the norm of the residual and the norm of the elastic forces is determined, see Figure 7.6.

Up to 2 Hz, the three different ratios have a certain offset towards each other, all the models are
spectrally converged within this frequency range. Hence, the difference in the ratios is due to dif-
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ference in spatial convergence. It was already expected that the CB10MTA reduced jacket is best
spatially converged as this reduction basis includes 10 MTA vectors. At higher frequencies, the dif-
ference in spectral convergence appears into the ratios as well, there is no clear offset anymore.

The OWT with a CB10MTA reduced jacket is spatially converged, the residual up to 2 Hz is about 25
times smaller than the elastic forces, with some fluctuations. The OWT with a CB20 reduced jacket is
less spatially converged than the CB10MTA reduced jacket up to 2 Hz, the residual is about 10 times
smaller than the elastic forces and is increasing at higher frequencies. For higher frequencies the
ratio between the residual and the elastic forces becomes more or less the same for the OWT model
with a CB20 reduced jacket and the OWT model with a CB10MTA reduced jacket. In the frequency
range 2-7 Hz the spatial convergence is better for the OWT model with a CB10MTA reduced jacket,
but the spectral convergence is better for the OWT model with a CB20 reduced jacket.

If a Guyan reduced jacket is used in the OWT model, the residual is about 3 times smaller than
the elastic forces up to 2 Hz. Therefore it can be concluded that the OWT model with a Guyan
reduced jacket is not spatially converged as the residual is quite large, and this will probably have a
large impact on the accuracy of the results.
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Figure 7.6: Ratio between the residual and the elastic forces. Note that the ratio between the residual
due to the Guyan reduction and the elastic forces is very large and therefore the Guyan reduced
models will be probably not be able to approximate the exact solution well.
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7.3 Post-processing

In this section, the different calculation procedures in the post-processing phase will be evaluated.
The analyses in the post-processing phase are all performed on the detailed jacket model. Differ-
ences between the calculation procedures are therefore due to differences in post-processing anal-
yses and due to differences in the input. The input is the interface loads or displacements. When
a reduced jacket model is used in the complete OWT model analysis, an error appears in the in-
terface loads/displacements. It will be investigated what the impact is of the error in the interface
loads/displacements on accuracy of the response of the detailed jacket after post-processing.

7.3.1 OWT with a detailed foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 7.7: Schematic overview of post-processing analyses in case of a detailed foundation is integrated in
complete OWT model.

If a detailed jacket model is used in the complete OWT analysis, the interface loads/displacements
are exact and a dynamic analysis of the detailed jacket model will provide the same response as
the reference solution. Therefore, only the accuracy of a quasi-static analysis during post-processing
will be investigated. The different calculation procedures that are performed in this subsection are
shown in Figure 7.7. In order to compare the different calculation procedures, the elastic energy is
computed.

Figure 7.8a shows the elastic energy of the jacket for the different quasi-static analyses. The quasi-
static force controlled approach begins to differ from the exact response from around 0.5 Hz and
shows an under- and overestimation in the frequency range between 0.5-7 Hz with respect to the
reference solution. What the impact is of this under- and overestimation on the accuracy of the
fatigue damage results of the structure will be investigated in Section 7.4. Figure 7.8b shows a
maximum relative difference around 1 Hz for the quasi-static force controlled approach which is at
ω
{1}
free of the jacket. Appendix F contains information about the response of one DoF of the jacket

structure. The receptance and the flexibility component begin to deviate around 0.5 Hz, see Figure
F.4.

The difference between a quasi-static and a dynamic displacement controlled approach starts oc-
curring around ω{1}fixed of the jacket, in this case at 4.1 Hz. Differences begin to appear around this
eigenfrequency and the quasi-static displacement controlled approach underestimates the response
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for higher frequencies. The relative difference for the quasi-static displacement controlled approach
with respect to the exact solution remains small for frequencies up to 3 Hz, see Figure 7.8b. As it is
more likely that frequencies between 0-3 Hz are excited by the external load than frequencies be-
tween 3-7 Hz, the hypothesis is that a quasi-static displacement controlled approach will still provide
accurate fatigue damage results.
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(a) Elastic energy of foundation. The response is computed with a quasi-static analysis with interface
loads/displacements extracted from OWT model with detailed jacket.
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(b) Relative difference of the elastic energy computed with the quasi-static post-precessing analyses with
respect to the exact elastic energy. Note that ω{1}

free of the jacket is around 1 Hz and therefore the relative
difference of Qs FC is already large for low frequencies.

Figure 7.8: Elastic energy of different post-processing analyses, using the interface loads/displacements ex-
tracted from OWT model with detailed jacket as an input

In order to investigate if the boundary velocities and accelerations can be neglected in the quasi-
static displacement controlled approach, the different coupling load terms are computed, see Figure
7.9. The elastic forces are dominant, the damping and inertia forces are much smaller and thus can
be neglected in this case.
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Figure 7.9: Amplitude of coupling load terms, −Zib(1003,:)ub = ω2Mib(1003,:)ub− jωCib(1003,:)ub−Kib(1003,:)ub.
Note that the elastic coupling forces are dominant.

7.3.2 OWT with a Guyan reduced foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 7.10: Schematic overview of post-processing analyses in case of a Guyan reduced foundation is inte-
grated in complete OWT model.

Using a Guyan reduced jacket in the complete OWT model, differences in the eigenfrequencies of the
complete OWT model appear. As a result the interface loads/displacements are not accurate. The
hypothesis is that these inaccurate interface loads/displacements result in an inaccurate response of
the jacket structure after post-processing. Figure 7.10 gives an overview of the different calculation
procedures that will be performed in this subsection.

Figure 7.11a shows the elastic energy of the jacket for the different post-processing calculation
procedures. The hypothesis is confirmed, all post-processing procedures provide inaccurate results.
The eigenfrequencies of the OWT model with a Guyan reduced jacket begin to differ from the exact
eigenfrequencies around 3 Hz. The interface loads/displacements are inaccurate and if the input is
inaccurate, the output will be inaccurate as well.

The 25th eigenfrequency of the detailed OWT model is at 4.8 Hz and at 6.5 Hz for the OWT model



92 7. RESULTS OF CALCULATION PROCEDURES - JACKET

with a Guyan reduced jacket. The peaks at 6.5 Hz are clearly visible for the different post-processing
analyses. Furthermore, pseudo-resonance peaks occur in the dynamic post-processing analyses due
to inaccurate interface loads/displacements. The dynamic force controlled approach shows a peak
at 3.7 Hz which is ω{3}free of the jacket and the dynamic displacement controlled approach shows a

peak at 4.1 Hz and at 4.9 Hz which are ω{1}fixed and ω{6}fixed of the jacket.

Figure 7.11b shows that the relative difference with respect to the reference solution is large espe-
cially for higher excitation frequencies, this is mainly the result of inaccurate interface loads/displacements.
The Guyan reduction basis is not spectrally and spatially converged, and is therefore unable to de-
scribe the behavior of the structure accurately.
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(a) Elastic energy of foundation. The response is computed with a dynamic/quasi-static analysis with in-
terface loads/displacements extracted from OWT model with Guyan reduced jacket. Note that pseudo-
resonance peaks occur for D FC and D DC due to inaccurate interface loads and displacements.
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(b) Relative difference of the elastic energy resulting from the different post-processing analyses with respect
to the exact elastic energy. As the input is inaccurate above 2 Hz, the relative difference is more or less
the same for all post-processing methods between 2-7 Hz.

Figure 7.11: Elastic energy of different post-processing analyses, using the interface loads/displacements
extracted from OWT model with Guyan reduced jacket as an input.
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7.3.3 OWT with a Craig-Bampton reduced foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 7.12: Schematic overview of post-processing analyses in case of a Craig-Bampton reduced jacket is
integrated in complete OWT model.

Using a CB20 reduced jacket model in the complete OWT model, the error in the interface loads/displacements
remains very small up to 5 Hz. The hypothesis is that the dynamic post-processing analyses provide
accurate results. Figure 7.12 gives an overview of the different calculation procedures that will be
performed in this subsection.

Figure 7.13a shows the elastic energy for the different post-processing calculation procedures. The
results for the dynamic force and displacement controlled approach follow the exact solution well.
As the interface loads/displacements are more accurate, the dynamic post-processing analyses pro-
vide accurate results. Next to this, the jacket structure behaves in a dynamic manner in the ex-
citation bandwidth, as a result both quasi-static post-processing analyses do not provide accurate
results. The quasi-static force controlled approach is less accurate than the quasi-static displacement
controlled approach for frequencies up to 3 Hz, for higher frequencies the relative difference for
both quasi-static approaches becomes more or less the same.
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(a) Elastic energy of foundation. The response is computed with a dynamic/quasi-static analysis with inter-
face loads/displacements extracted from OWT model with CB20 reduced jacket.
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(b) Relative difference between the exact elastic energy and the elastic energy resulting from the different
post-processing analyses. The interface loads/displacements contain dynamic information due to CB20
reduction, as a result the relative difference is smallest for dynamic post-processing analyses.

Figure 7.13: Elastic energy of different post-processing analyses, using the interface loads/displacements
extracted from OWT model with CB20 reduced jacket as an input.
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7.3.4 OWT with an Augmented Craig-Bampton reduced foundation

Detailed foundation! Extract interface loads! Force controlled 
approach! Dynamic analysis!

Reduced foundation! Extract interface 
displacements!

Displacement 
controlled approach! Quasi-static analysis!

Expansion!
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Figure 7.14: Schematic overview of post-processing analyses in case of an Augmented Craig-Bampton re-
duced jacket is integrated in complete OWT model.

Using a CB10MTA reduced jacket model in the complete OWT model, the error in the interface
loads/displacements remains very small up to 6 Hz. As the spatial convergence is better than for the
OWT model with a CB20 reduced jacket, the hypothesis is that the dynamic post-processing analy-
ses provide even more accurate results. Figure 7.14 gives an overview of the different calculation
procedures that will be performed in this subsection.

Figure 7.15a shows the elastic energy for the different post-processing calculation procedures. Due
to more accurate interface loads/displacements the dynamic post-processing analyses provide ac-
curate results up to 6 Hz and the relative difference remains small, see Figure 7.15b. As the OWT
model with a CB10MTA reduced jacket is better spatially converged than the OWT model with a
CB20 reduced jacket, the relative differences for the dynamic post-processing analyses are smaller.

Between 6-7 Hz, the results for dynamic post-processing become less accurate. The exact solu-
tion shows a resonance peak around 6.6 Hz, this eigenfrequency is shifted to 6.86 Hz for the OWT
model with CB10MTA reduced jacket. This effect can be clearly seen in the interface load, Figure
7.3a. Next to this, ω{13}fixed of the jacket is 6.88 Hz and Figure 7.15a shows that next to the shifting of
the eigenfrequency, the fixed interface vibration mode is excited as well in the dynamic displacement
controlled approach, as a result the relative difference becomes large.

Likewise the results for quasi-static post-processing analyses in the previous sections, the results of
both quasi-static post-processing analyses do not provide accurate results, because ω{1}free and ω{1}fixed
of the jacket are both within the excitation bandwidth.
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(a) Elastic energy of foundation. The response is computed with a dynamic/quasi-static analysis with inter-
face loads/displacements extracted from OWT model with CB10MTA reduced jacket.
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(b) Relative difference of elastic energy resulting from the different post-processing analyses with respect to
the exact elastic energy. Note that including MTA vectors provides even more accurate results computed
with dynamic post-processing than in Figure 7.13b.

Figure 7.15: Elastic energy of different post-processing analyses, using the interface loads/displacements
extracted from OWT model with CB10MTA reduced jacket as an input.
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7.4 Fatigue damage calculation
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Figure 7.16: Schematic overview of computing damage of a structure.

Often, fatigue is the main design driver for the support structure, so it is interesting to investigate the
impact of the error in the responses, due to different calculation procedures, on the fatigue damage
and thus the fatigue lifetime of the structure. In order to determine the damage of the structure, the
same computations are performed as for the monopile. A schematic overview of these computation
steps is given in Figure 7.16. Due to the construction of the jacket, the stress in the elements of the
jacket can be the result of the deformations in the local y-direction or in the local z-direction. The
resulting bending stress in the local-x-direction is computed with the following equation

σxx =
√
σ2x due uy + σ2x due uz (7.1)

Torsional stress can occur as well, to take this effect into account, the total stress in the element can
be computed following the Von Mises equation. In this case study only the torsional stress and the
bending stress σxx exists, the total stress in an element can be found as follows

σtot =
1√
2

√
(σxx − σyy)2 + (σyy − σzz)2 + (σzz − σxx)2 + 6σ2xy + 6σ2yz + 6σ2zx (7.2)

=
1√
2

√
2σ2xx + 6σ2xy (7.3)

The fatigue damage for three different elements in the jacket structure will be computed. Figure
7.17 shows where these elements are located in the structure. High stresses occur in these elements
and the elements are well distributed within the jacket structure. The fatigue damage of the jacket
model will be computed with and without taking the mean stress into account.
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Figure 7.17: Elements jacket structure to which damage computations are performed (green= el 174, blue
= el 70 and purple=el 121).

Figure 7.18a shows the fatigue damage for the different calculation procedures in element 70. What
immediately stands out is that the damage for the quasi-static force controlled approach is sig-
nificantly underestimated. The quasi-static force controlled approach is highly unconservative, it
underestimates the exact fatigue damage about 25%. The relative difference to the reference solu-
tion provides more information about the accuracy of the other calculation procedures as well, see
Figure 7.18b. The quasi-static displacement controlled approach seems to provide quite accurate
damage results. The quasi-static displacement controlled approach provided an accurate response
up to 3 Hz, whereas the quasi-static force controlled approach showed already large differences in
the response above 0.5 Hz. As it is more likely that frequencies between 0-3 Hz are excited by the
external load than the higher frequencies between 3-7 Hz, the large relative difference in the re-
sponse of the quasi-static displacement controlled approach in the frequency range between 3-7 Hz
does not appear in the fatigue damage results. Since the response of the quasi-static force controlled
approach begins to differ from the reference solution from 0.5 Hz and this difference in the response
results in very inaccurate fatigue damage results.

Another interesting aspect is that the fatigue damage of the response after expansion of the re-
duced CB20 response is underestimated and the fatigue damage of the response after expansion of
the reduced Guyan response is overestimated compared to the reference solution. A CB20 reduced
jacket and a CB10MTA reduced jacket have a better spectral and spatial convergence than a Guyan
reduced jacket. Hence, these models will approximate the exact solution better, but this is on global
level. As specific elements are now evaluated, it is possible that a smaller reduction basis overes-
timates the exact solution in that specific element. The CB10MTA reduced jacket has an improved
spatial convergence compared to the other reduced models, but the fatigue damage result is simi-
larly accurate as the result of the CB20 reduced jacket.

The fatigue damage results for a monopile showed that, in general, dynamic post-processing pro-
vides more accurate damage results than using the expanded response of the reduced model to
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compute the fatigue damage. It is important that the reduction basis can capture the effect of the
wave loads on the structure. Since in the post-processing analysis the detailed jacket model is used
and the correct wave loads are applied, an error in the interface loads/displacements seems to have
less effect on the accuracy of the dynamic post-processing analyses. This conclusion is valid for
the jacket structure as well. The relative difference in the fatigue damage results for the dynamic
post-processing analyses remain very small. Although large differences appear between 3-7 Hz in
the interface loads extracted from the OWT model with a Guyan reduced jacket, the fatigue damage
results after dynamic post-processing are quite accurate. Applying the accurate wave loads is of
more importance than an error in the interface loads/displacement to retrieve accurate results dur-
ing dynamic post-processing, as it is less likely that these higher frequencies are excited by the wave
and wind loads. Furthermore, Figure 7.18c shows that the fatigue damage results are improved if
the response after expansion is corrected with a quasi-static response due to the residual.

Figure 7.19a shows the damage for element 121. More or less the same conclusions can be drawn
about the accuracy of the different calculation procedures as for element 70. The quasi-static
force controlled is nonconservative and highly inaccurate. Figure 7.19b shows that dynamic post-
processing analyses provide in general more accurate fatigue damage results than expansion of the
reduced response. The quasi-static displacement controlled approach overestimates the exact fa-
tigue damage and is thus conservative for this element, this overestimation is presumably element
dependent as well. Expansion of the Guyan reduced response provides conservative damage results
as well in this element. Figure 7.19c shows the fatigue damage results can be improved by the
quasi-static residual correction.

Figure 7.20 shows the damage for element 174. Again more or less the same conclusions can
be drawn about the accuracy of the different calculation procedures as for the previous elements.
The quasi-static force controlled is nonconservative and highly inaccurate, dynamic post-processing
provides accurate results and expansion of reduced responses can provide inaccurate damage re-
sults, dependent on the element. In this element expansion of a Guyan reduced response provides
a less accurate damage result than expansion of a CB20 reduced response. This proves that a more
extensive reduction basis approximates the exact response on global level better, but on local level
it can differ. Figure 7.20c shows the damage results can be improved by the quasi-static residual
correction.



100 7. RESULTS OF CALCULATION PROCEDURES - JACKET

 

 

Damage

Damage with mean stress

D
a
m

a
g
e

D
D
C

C
B
10

M
TA

D
D
C

C
B
20

D
D
C

G
uy

an

Q
s
D
C

C
B
10

M
TA

Q
s
D
C

C
B
20

Q
s
D
C

G
uy

an

Q
s
D
C

D
FC

C
B
10

M
TA

D
FC

C
B
20

D
FC

G
uy

an

Q
s
FC

C
B
10

M
TA

Q
s
FC

C
B
20

Q
s
FC

G
uy

an

Q
s
FC

Ex
p
C
B
10

M
TA

Ex
p
C
B
20

Ex
p
G
uy

an

Ex
ac

t

×10−8

0

0.5

1

(a) Fatigue damage in element 70 for the different calculation procedures.
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(b) Relative difference between the exact damage and the damage for the different calculation procedures.
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(c) Relative difference between the exact damage and the damage for the different calculation procedures.

Figure 7.18: Fatigue damage results for the different calculation procedures - Element 70.
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(a) Fatigue damage in element 121 for the different calculation procedures.
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(b) Relative difference between the exact damage and the damage for the different calculation procedures.
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(c) Relative difference between the exact damage and the damage for the different calculation procedures.

Figure 7.19: Fatigue damage results for the different calculation procedures - Element 121.
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(a) Fatigue damage in element 174 for the different calculation procedures.
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(b) Relative difference between the exact damage and the damage for the different calculation procedures.
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(c) Relative difference between the exact damage and the damage for the different calculation procedures.

Figure 7.20: Fatigue damage results for the different calculation procedures - Element 174.
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7.5 Summary

In Table 7.2 and 7.3 a summary of the accuracy of the different calculation procedures is given for a
OWT model with a jacket model. The upper row describes which jacket model is used in the analysis
of the complete OWT model and the left column describes the different calculation procedures.

The accuracy of the different calculation procedures is determined based on the relative difference
of the fatigue damage results with respect to the reference solution:

• X - Accurate - the relative damage difference is <1%

• ∼ - Reasonably accurate - the relative damage difference is between 1-2%

• 7 - Inaccurate - the relative damage difference is >2%

Detailed jacket in complete
model

Guyan reduced jacket in com-
plete model

Expansion
n/a

7
Error: OWT model not
spectrally and spatially
converged

with residual cor-
rection

n/a ∼ Error: It is improved but
still it is not fully accurate

Force controlled
Dynamic

X ∼ Error: OWT model not
spectrally and spatially
converged

Quasi-static
7

Error: Neglecting iner-
tia and damping forces;
ω
{1}
free within excitation

bandwidth

7
Error: Neglecting inertia
and damping forces; ω{1}free
within excitation band-
width and OWT model
not spatially and spectrally
converged

Displacement
controlled
Dynamic

X ∼ Error: Not spatially and
spectrally converged

Quasi-static ∼ Error: Neglecting iner-
tia and damping forces;
ω
{1}
fixed within excitation

bandwidth

∼ Error: Neglecting inertia
and damping forces; ω{1}fixed
within excitation band-
width and OWT model
not spatially and spectrally
converged

Table 7.2: Accuracy of the different calculation procedures for an OWT with a jacket
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CB20 reduced jacket in com-
plete model

CB10MTA reduced jacket in
complete model

Expansion

X X
with residual cor-
rection X X
Force controlled
Dynamic

X X
Quasi-static

7
Error: Neglecting iner-
tia and damping forces;
ω
{1}
free within excitation

bandwidth

7
Error: Neglecting iner-
tia and damping forces;
ω
{1}
free within excitation

bandwidth

Displacement
controlled
Dynamic

X X
Quasi-static ∼ Error: Neglecting iner-

tia and damping forces;
ω
{1}
fixed within excitation

bandwidth

∼ Error: Neglecting iner-
tia and damping forces;
ω
{1}
fixed within excitation

bandwidth

Table 7.3: Accuracy of the different calculation procedures for an OWT with a jacket



Chapter 8

Conclusions and recommendations

The demand for energy will continue to increase in the coming years and offshore wind energy
shows great potential to become a key player in Europe’s renewable energy future. However, the
levelized cost of energy for offshore wind energy should be decreased in order to ensure that the
transition to offshore wind energy is economically feasible. One way to realize this cost reduction
is by optimizing the structural design of the offshore wind turbine. As the support structure is one
of the main cost items of the offshore wind turbine, structural optimization of the support structure
should be investigated.

The design of the support structure is driven by the wave and wind loads which excite the structure,
and the design is such that it can withstand ultimate loads and has sufficient fatigue lifetime. In
order to be able to optimize the structural design of the foundation, one needs to be sure that the
calculation procedures to design the support structure provide accurate results. Therefore, the ac-
curacy of the different calculation procedures should be investigated first. Over-dimensioning and
applying extra safety factors can be reduced or even eliminated if one knows the results of the cal-
culation procedures are accurate. Section 1.5 presented the thesis objective:

“Investigate the validity and conservatism of the current calculation procedures for offshore wind turbine
support structures and propose improved procedures based on these findings.”

Throughout this thesis, various studies were performed to determine the validity and conservatism
of the different calculation procedures. Firstly, in Chapter 2-4, the qualitative error of the differ-
ent calculation procedures was determined with information from the literature and supported by
equations. Secondly, in Chapter 5-7, the quantitative error of the different calculation procedures
was investigated with a case study. Finally, several conclusions and recommendations can be drawn
from this research project.

8.1 Conclusions

From the theoretical investigation and the case study, it can be concluded that the following aspects
tend to influence the accuracy of the results:

• Characteristics of the structure

• Use of a reduced foundation model

• Post-processing method (quasi-static vs. dynamic)
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The conclusions regarding these aspects will be discussed below.

Characteristics of the structure

The accuracy of the different calculation procedures was determined for the monopile and for the
jacket. The monopile is a simple tubular structure, whereas the jacket structure is more complex
and experiences local dynamics. Therefore, reduction of the jacket structure has more impact on the
accuracy of the low frequent interface loads and displacements. Furthermore, the first free interface
eigenfrequency, ω{1}free, of the jacket and of the monopile differ and as this eigenfrequency influences
the applicability of a quasi-static analysis, the accuracy of the different calculation procedures is
strongly structure dependent.

If ω{1}free of the foundation structure is within the excitation bandwidth, the response obtained with a

quasi-static force controlled approach differs from the exact solution. As ω{1}free of the jacket model is

lower than ω{1}free of the monopile model, the differences in the response of the jacket with respect to
the reference solution are larger. Next to this, it is more likely that frequencies between 0-3 Hz are
excited with high amplitudes by the waves and wind than the higher frequencies between 3-7 Hz.
Therefore, differences in the response at these higher frequencies do not have large impact on the
fatigue damage. As a result the fatigue damage of the monopile computed with a response obtained
with a quasi-static force controlled approach only deviates 1% from the reference solution. On the
other hand, differences between the exact response of the jacket and the response obtained with a
quasi-static force controlled approach already appear in the lower frequency range. Therefore, the
error in the response of the jacket obtained with a quasi-static force controlled approach has a large
impact on the fatigue damage and is significantly underestimated, the relative difference is around
30%. It is thus important to know if it is likely that the frequencies higher than ω{1}free of the structure
are excited, if so, the error in the response will have a large impact on the fatigue damage results.

Although the foundation models used in this research are simplified, the conclusion can be drawn
that the characteristics of the substructure will influence the accuracy of the calculation procedures.

Use of a reduced foundation model

In order to decrease the computational costs of the analysis of the complete OWT model, a reduced
foundation model was integrated. As a result, an error is introduced in the response of the model,
since the new set of DoF does not span the full solution space. The error is minimal and thus the
OWT model with reduced components provides accurate results if both:

• OWT model is spectrally converged within the excitation bandwidth
The eigenfrequencies of the OWT model with the reduced foundation should be equal to the
eigenfrequencies of the detailed OWT model within the frequency range of the external load
spectrum.

• OWT model is spatially converged within the excitation bandwidth
To retrieve accurate results, the OWT model with the reduced components should be able to
capture the effects of the external loads on the structure.

If the model is not fully spectrally and/or spatially converged, an error is introduced in the response
of the model. The response after expansion is an approximation of the exact solution. As a result
an error in the equation of motion arises which can be determined by computing the residual. To
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improve the accuracy of the response, the quasi-static response of the foundation due to the residual
is subtracted from the reduced response after expansion. The accuracy of the fatigue damage results
are improved after this quasi-static residual correction. Therefore, in order to decrease the impact
of the error in the response on the fatigue damage results, the quasi-static residual correction is a
useful method to improve the fatigue damage results if no post-processing on the detailed model is
performed.

Post-processing method (quasi-static vs. dynamic)

The foundation designer could perform a quasi-static analysis to retrieve the response of the detailed
foundation. Differences between a quasi-static and a dynamic analysis start to appear around ω{1}free
or ω{1}fixed, the first fixed interface eigenfrequency, of the foundation for, respectively, the force or the
displacement controlled approach. A quasi-static analysis of the foundation provides an accurate
result if:

• Force controlled approach: ω{1}
free > max(ωext)

The force controlled approach applies the interface loads on the foundation to retrieve the re-
sponse of the detailed foundation. The response for all the DoF of the foundation is computed,
therefore a difference between a quasi-static and a dynamic analysis starts to appear around
ω
{1}
free. If ω{1}free is higher that the highest excitation frequency, the structure will behave in a

quasi-static manner within the excitation bandwidth.

• Displacement controlled approach: ω{1}
fixed > max(ωext)

The displacement controlled approach applies the interface displacements on the foundation
and the response for the internal DoF of the foundation is computed. The difference between
a quasi-static and a dynamic analysis for a displacement controlled approach starts to appear
around ω{1}fixed. If ω{1}fixed is higher than the highest excitation frequency, the structure with fixed
interface(s) will behave in a quasi-static manner within the excitation bandwidth.

In order to post-process on the detailed foundation model to retrieve the response of the foundation,
the interface loads or displacements are necessary as an input for, respectively, the force or displace-
ment controlled approach. These interface loads and displacements can be inaccurate if a reduced
foundation model is used in the dynamic analysis of the complete OWT model. Despite errors in the
interface loads/displacements, dynamic post-processing on the detailed foundation model provides
accurate fatigue damage results, for both test cases.

8.2 Recommendations

8.2.1 Recommendations for calculation procedure of support structure

In order to choose the most accurate calculation procedure, the decision tree as given in Figure
8.1 can be used. Dynamic post-processing on the detailed foundation model is expensive, therefore
expansion of the reduced response or quasi-static post-processing on the detailed foundation model
is preferred over dynamic post-processing. To choose the most accurate calculation procedure, three
aspects needs to be evaluated:

1. Determine if reduced components are used in the complete OWT model, if not the ‘exact’
response of the model can directly be extracted from a dynamic analysis of the complete
model.
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2. If reduced components are integrated in the complete OWT model, determine if the model is
spectrally and spatially converged. If so, an accurate response of the model can be obtained
after expansion of the reduced response. If not, it is preferable to update the reduced models
to ensure the OWT model is spectrally and spatially converged. If this is not possible, the
response after expansion can be improved by applying the quasi-static correction due to the
residual force. One can also choose to perform a post-processing analysis on the detailed
foundation model to retrieve the response of the detailed foundation model.

3. If one wants to perform a post-processing analysis on the detailed foundation model, it should
be determined if a quasi-static analysis is sufficiently accurate. If ω{1}fixed of the foundation is
higher than max(ωext), one can perform a quasi-static displacement controlled approach. If
ω
{1}
free of the foundation is higher than max(ωext) as well, one can choose between a quasi-

static force or displacement controlled approach, as both calculation procedures will provide
accurate results.

8.2.2 Recommendations for future research

With the knowledge obtained in this project, some recommendations for future research can be
formulated.

• Apply the different calculation procedures in BHawC with different load cases
As the accuracy of the different calculation procedures is determined with simple models based
on one load case, it will be interesting to investigate whether the same conclusions can be
drawn when the OWT model with the monopile and the jacket model is integrated in BHawC
and the different calculation procedures are evaluated for various realistic load cases. The
external load spectrum has influence on the accuracy of the different results, especially when
reduced foundation models are used. If the wave loads are dominant, reduction of the wave
loads will have a larger effect on the accuracy of the response for the different calculation
procedures. Furthermore, applicability of a quasi-static analysis depends on the excitation
bandwidth. Therefore, the accuracy of the different calculation procedures should be deter-
mined for different realistic load cases.

• Set up clear guidelines for spatial convergence
The spectral convergence of a model can be checked by comparing the eigenfrequencies of
the detailed model with the eigenfrequencies of the model in which reduced components are
integrated. If the model is spectrally converged, the spatial convergence can be checked with
the residual. If the residual is small compared to the elastic forces, the model is spatially con-
verged. If, on the other hand, the ratio between the residual and the elastic forces is large, the
magnitude of the error on the response is not clear. Therefore, the spatial convergence should
be determined using error estimation methods. The work on error estimation conducted in
the PhD thesis of Sven Voormeeren can be used to determine the (lack of) spatial convergence
and an acceptable error should be defined [37].

• Determine an efficient and accurate calculation procedure for more complex models
As the models used in this research are relatively simple models with a maximum of 1155
DoF, the different calculation procedures should be investigated for more complex models. If
a more detailed and complex model is used, the obtained results will be more accurate and
stress concentrations can be determined better. Roel Engels created a detailed model of the
monopile with 86747 DoF [11]. This model was reduced and integrated in the aero-elastic
model. Using more complex models, the computation costs become significant and reduction
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will be necessary. Moreover, quasi-static or dynamic post-processing on the detailed model
will even not be feasible due to high computation costs. An efficient and accurate method
has to be determined to retrieve the most important information, such as stress concentrations
and maximum loads from the complex model. This may include performing a post-processing
analysis on a reduced model. However, the reduced foundation model used to perform the
post-processing analysis will be more extensive than the reduced foundation model integrated
in the aero-elastic model.

• Validate results with real OWTs and loads
Real OWTs have an infinite amount of DoF. Modeling the different procedures always represent
a simplification of reality. In order to investigate whether the computed results are accurate, a
validation with the real loads and the response of an OWT should be performed. With strain
gauges and acceleration sensors, the different loads and responses can be measured during
the lifetime of the OWT.
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Figure 8.1: Decision tree to choose accurate calculation procedure



Appendix A

Proper Orthogonal Decomposition
Method

The proper orthogonal decomposition (POD) method is a mathematical data analysis method to effi-
ciently calculate the principle components in a large set of data. The principle components are often
referred to as proper orthogonal modes (POMs). The method is well suited to extract the spatial force
vectors of the wave load time series.

The POD method is mathematically defined as orthogonal linear transformation, transforming data
dependent on n possibly correlated variables into a reduced or equal set of uncorrelated variables,
called principal components.

A number of snapshots m are obtained from some time varying signal. Each snapshot is a vec-
tor zi containing the values of n output variables. These vectors can for instance represent the
external loading at a specific time. The snapshots m are collected in a matrix Z, having the dimen-
sions (n x m).

One can now construct the sample covariance matrix:

C =
m∑

i=1

[
E(zi − µ)(zi − µ)T

]
(A.1)

where µ is the average of the snapshots. Now the snapshots are chosen such that they have zero
mean.

C =
1

m

m∑

i=1

xixT =
1

m
XXT (A.2)

The eigenvalue problem for matrix C is given by:

Cφj = λjφj (A.3)

The eigenvectors φj represent the proper orthogonal modes (POMs), the corresponding eigenvalues
λj are defined as the proper orthogonal values (POVs). Note that the POMs represent the spatial
force vectors and the POVs the amount of energy captured by these modes.

Computing the eigensolutions of C is one approach to obtain the POMs and POVs. Another ap-
proach is singular value decomposition (SVD), this method will provide some additional information
in the decomposition. The SVD of X is:

X = UΣVT (A.4)
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The matrix U is of dimensions (n x n) and contains the left singular vectors, the matrix V is of
dimensions (m x m) and contains the right singular vectors. The matrix Σ has the dimensions
(n x m) and contains the singular values. Since U and V are unitary matrices the following holds:

XXT = UΣVTVΣUT = U(ΣΣT )UT (A.5)

XTX = VΣUTUΣVT = V(ΣΣT )VT (A.6)

The right hand side of equation (A.5) and (A.6) describe the eigenvalue decomposition of XXT and
XTX. The singular values of X are found by taking the square roots of the eigenvalues of XXT ,
these eigenvalues correspond to the proper orthogonal values multiplied by the number of samples
m. The left singular vectors in matrix U correspond to the POMs. The right singular vectors in
matrix V contain the time modulation of the corresponding POM, normalized by the singular value
[11, 24, 37].



Appendix B

Newmark time integration method

An efficient and commonly used single-step integration formula was published in 1959 by N.M.
Newmark. The state vector of the system at a time tn+1 = tn+h is deduced from the already known
state vector at time tn, through a Taylor series expansion of the displacements and velocities. This
allows us to compute the velocities and displacements of a system at time tn+1:

q̇n+1 = q̇n +

∫ tn+1

tn

q̈(τ)dτ (B.1)

qn+1 = qn + hq̇n +

∫ tn+1

tn

(tn+1 − τ)q̈(τ)dτ

The approximation then consists of evaluating the integral terms of the acceleration by numerical
quadrature. Therefore, let us express q̈(τ) in the time interval [tn, tn+1] as a function of q̈n and q̈n+1

at the interval limits:
∫ tn+1

tn

q̈(τ)dτ = (1− γ)hq̈n + γhq̈n+1 + rn (B.2)

∫ tn+1

tn

(tn+1 − τ)q̈(τ)dτ = (
1

2
− β)h2q̈n + βh2q̈n+1 + r′n

rn and r′n are the corresponding error measure. The constants γ and β are parameters associated
with the quadrature scheme. By substituting equation (B.2) into equation (B.1) the following ap-
proximation formulas for the Newmark method is obtained:

q̇n+1 = q̇n + (1− γ)hq̈n + γhq̈n+1 (B.3)

qn+1 = qn + hq̇n + (
1

2
− β)h2q̈n + βh2q̈n+1

There is assumed that the equations of dynamics are linear, that the matrices M, C and K are
independent of q. q̈n+1 can be computed as follows

[M + γhC + βh2K]q̈n+1 = pn+1 − C[q̇n + (1− γ)hq̈n]− K[qn + hq̇n + (
1

2
− β)h2q̈n] (B.4)

Solving this equation implies inverting a linear system of equations associated with the time stepping
matrix

S = [M = γhC + βh2K] (B.5)

Matrix S is symmetric and positive definite. This matrix relates the accelerations at tn+1 to a pseudo-
force and can be interpreted as an inertia matrix. Note that this matrix converges towards the mass
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matrix when the time-step decreases [28].

S is not changing unless the time step is changed. For a constant time step, the iteration matrix
should only be factorized once. Once the accelerations are computed, the velocities and displace-
ments q̇n+1 and qn+1 are obtained according to equation (B.3). Let us note that the accuracy of the
numerical response can be estimated by evaluating the variation of the energies.

B.1 Implicit Newmark scheme

Implicit scheme means that β 6= 0, the state vector at time tn+1 is a function of its own time derivative
as well. One has to solve a linear step of equations to find q̈n+1, and then q̇n+1 and q̈n+1 can be
computed. To ensure the system is stable γ should be larger than 1

2 and β > 1
4(γ + 1

2)2, so when
γ = 1

2 , β = 1
4 .

B.2 Explicit Newmark scheme

For the explicit Newmark scheme, β = 0, this means that the state vector at time tn+1 can be
deduced directly from the results at the previous time step. Therefore no system of equations has
to be solved. γ should be at least 1

2 and the time step h should be smaller than 2
ω , where ω is the

highest possible eigenfrequency in the system. Otherwise the solution will become unstable.



Appendix C

3D Euler beam element

C.1 Shape functions

A 3D beam element with two nodes has six degrees of freedom per node, three translations and
three rotations, see Figure C.1.

Figure C.1: 3D beam element.

The displacements in the axial direction and can be approximated with the following function [28]

u(x, t) = Fe(x)qe(t) (C.1)

Fe(x) = [φ1(x) φ2(x)] is the shape function matrix of element e, qe(t) = [u1(t) u2(t)] is the set of
degrees of freedom of element e and u is the displacement in the local x-direction.

Fe(x) = [1− x

`

x

`
] (C.2)

An Euler beam element estimates lateral deflection, the displacement v in the local y-direction can
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be approximated with the following shape function:

v(ξ, t) = Fe(ξ)qe(t) (C.3)

FTe (ξ) =




1− 3ξ2 + 2ξ3

`ξ(1− ξ)2
ξ2(3− 2ξ)
`ξ2(ξ − 1)


 (C.4)

ξ =
x

`
(C.5)

qTe =
[
v1 θ1 v2 θ2

]
(C.6)

The degrees of freedom of an 3D beam element are defined as

qTe =
[
u1 v1 w1 ψx1 ψy1 ψz1 u2 v2 w2 ψx2 ψy2 ψz2

]

ψz =
∂v

∂x
ψy = −∂w

∂x
where w is the displacement in the local z-direction. As a result, the displacements in the three
directions at any point along the beam length can be found with the following equation [6]:



u(ξ)
v(ξ)
w(ξ)


 =




1− ξ 0 0
0 1− 3ξ2 + 2ξ3 0
0 0 1− 3ξ2 + 2ξ3

0 0 0
0 0 −`ξ3 + 2`ξ2 − `ξ
0 `ξ3 − 2`ξ2 + `ξ 0
ξ 0 0
0 ξ2(3− 2ξ) 0
0 0 ξ2(3− 2ξ)
0 0 0
0 0 −`ξ3 + `ξ2

0 `ξ3 − `ξ2 0




T 


u1
v1
w1

ψx1
ψy1
ψz1
u2
v2
w2

ψx2
ψy2
ψz2




(C.7)

C.2 Element stiffness and mass matrices

The element mass and stiffness matrices can be determined with the shape functions for the Euler
beam element and the equilibrium of linear dynamics [28].

KeL =




EA
`

0 12EIz
`3

0 0
12EIy
`3

Sym.

0 0 0 GJx
`

0 0
−6EIy
`2

0
4EIy
`

0 6EIz
`2

0 0 0 4EIz
`−EA

` 0 0 0 0 0 EA
`

0 −12EIz
`3

0 0 0 −6EIz
`2

12EIz
`3

0 0
−12EIy

`3
0

6EIy
`2

12EIy
`3

0 0 0 −GJx
` 0 0 0 0 0 GJx

`

0 0
−6EIy
`2

0
2EIy
` 0 0 0

6EIy
`2

4EIy
`

0 6EIz
`2

0 0 0 2EIz
` 0 −6EIz

`2
0 0 0 4EIz

`




(C.8)
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MeL =
ρA`

420




140
0 156
0 0 156 Sym.
0 0 0 140r
0 0 −22` 0 4`2

0 22` 0 0 0 4`2

70 0 0 0 0 0 140
0 54 0 0 0 13` 0 156
0 0 54 0 −13` 0 0 0 156
0 0 0 70r 0 0 0 0 0 140r
0 0 13` 0 −3`2 0 0 0 22` 0 4`2

0 −13` 0 0 0 −3`2 0 −22` 0 0 0 4`2




(C.9)
where
A is cross section area
E is Young’s modulus
I is moment of inertia
GJx is torsional stiffness
` is element length
ρ is density of the material
r gyration radius : Iy+Iz

A



Appendix D

Verification in Ansys for stress
computations 3D structures

Subsection 5.3.1 and 5.3.2 explain in which way strains and stresses can be computed per element.
The displacements per element are converted into strains and with the Hooke’s law stresses can be
found.

The displacement per element should be defined in the local axes of the element. Hence, the global
displacements should be transferred to local displacement following the rotation matrix. Firstly, the
transformation from local to global displacements will be explained and secondly the stress compu-
tations in Matlab will be verified in Ansys.

D.1 Transformation from global to local axes

Figure C.1 shows a 3D beam element in arbitrary axes. To convert the local displacements to the
global displacements a transformation matrix should be constructed.

The direction −→e x of the elements neutral axis is defined in the structural frame by the components

−→e x =

[
X2 −X1

`

Y2 − Y1
`

Z2 − Z1

`

]
(D.1)

The direction −→e y and −→e z corresponding to the principal axes are constructed with help of a third
point P3 = (X3, Y3, Z3) in plane Oxz.

−→
d i = [Xi −X1 Yi − Y1 Zi − Z1] (D.2)

where −→e y is obtained from the following vector operation.

−→e y =

−→
d 3 ×

−→
d 2

||−→d 3 ×
−→
d 2||

(D.3)

The direction −→e z is obtained by taking the cross product of the other principal directions.

−→e z = −→e x ×−→e y (D.4)
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The rotation operation R describes the frame transformation.


x
y
z


 = R



X
Y
Z


 (D.5)

R =



−→e X · −→e x

−→e Y · −→e x
−→e Z · −→e x−→e X · −→e y

−→e Y · −→e y
−→e Z · −→e y−→e X · −→e z

−→e Y · −→e z
−→e Z · −→e z


 (D.6)

Displacements and rotations in local and global axes are linked as follows.


u
v
w


 = R



U
V
W






ψx
ψy
ψz


 = R



ψX
ψY
ψZ


 (D.7)

The transformation from local to global degrees of freedom per element will be

qel = TqeS (D.8)

T =




R 0 0 0
0 R 0 0
0 0 R 0
0 0 0 R


 (D.9)

D.2 Ansys verification stress computations

D.2.1 Monopile structure

The monopile structure used in the OWT model is constructed in ANSYS to verify if the stresses
computed in Matlab are accurate. The monopile is constructed in the same manner as in Matlab.
The monopile is divided into 10 elements. The monopile has a length of 30 meters, a diameter of
6 meters and a wall thickness of 0.08 meters. The node numbers and its position are summarized
in Table D.1. Figure D.1 shows the monopile model in Ansys, the monopile is constrained at the
bottom in all directions. A random load is applied on the top of the monopile and the stresses in
the structure are computed, Table D.2. The global displacements in every node are converted to the
local displacements with the transformations matrix and stresses are computed following Subsection
5.3.2.
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Figure D.1: Monopile in ANSYS.

Node x y z
1 0 0 0
2 0 0 3
3 0 0 6
4 0 0 9
5 0 0 12
6 0 0 15
7 0 0 18
8 0 0 21
9 0 0 24

10 0 0 27
11 0 0 30

Table D.1: Position of
nodes of the
structure.

Force Magnitude [N]
Fx 100
Fy -50
Fz -25
Mx 25
My 100
Mz -50

Table D.2: External load at the top of the structure.

Table D.3 shows that the stresses computed in Matlab are identical to stresses computed in ANSYS.
The transformation from global to local displacements is correct.

Node Bending stress [Pa] Axial stress [Pa] Torsional stress [Pa]
ANSYS Matlab ANSYS Matlab ANSYS Matlab

1 1589.8 1589.8 -16.803 -16.8027 -11.504 -11.5045
2 1435.5 1435.5 -16.803 -16.8027 -11.504 -11.5045
3 1281.1 1281.1 -16.803 -16.8027 -11.504 -11.5045
4 1126.8 1126.8 -16.803 -16.8027 -11.504 -11.5045
5 972.45 972.4518 -16.803 -16.8027 -11.504 -11.5045
6 818.11 818.1133 -16.803 -16.8027 -11.504 -11.5045
7 663.78 663.7795 -16.803 -16.8027 -11.504 -11.5045
8 509.45 509.4549 -16.803 -16.8027 -11.504 -11.5045
9 355.15 355.1513 -16.803 -16.8027 -11.504 -11.5045
10 200.92 200.9171 -16.803 -16.8027 -11.504 -11.5045
11 47.434 47.4342 -16.803 -16.8027 -11.504 -11.5045

Table D.3: Stress in element, comparison Matlab and ANSYS results.
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D.2.2 More complex 3D structure

The monopile is a simple structure and the transformation from the global to the local axis is simple.
The x-axis in the local frame is in the direction of the element’s neutral axis, whereas the element’s
neutral axis is equal to the z-axis in the global frame. In order to verify if the transformation from
global to local displacements is valid for elements which neutral axis does not coincide with one of
the global axes, a more complex structure is constructed in ANSYS, see Figure D.2. Such a structure
is more comparable to a jacket structure where the neutral axis of different elements neither coin-
cide with one of the global axes.

The structure is constructed of PIPE16 elements with a diameter of 0.8 meters and a wall thick-
ness of 5 centimeters. The coordinates of the different nodes are summarized in Table D.4 and the
random load applied on the top of the structure is given in Table D.5.

Figure D.2: More complex structure model in ANSYS.

Node x y z
1 0 0 0
2 5 0 10
3 5 5 20
4 2 2 30

Table D.4: Position of nodes
of the structure.

Force Magnitude [N]
Fx 1
Fy -2
Fz -3
Mx 2
My -3
Mz -1

Table D.5: External load at
the top of the
structure.

Table D.6 shows the stresses computed in ANSYS and Matlab. Again, the stresses computed in
Matlab are similar to the stresses in ANSYS. It can be concluded that the method used in Matlab
provides accurate stress values.

Node Bending stress [Pa] Axial stress [Pa] Torsional stress [Pa]
ANSYS Matlab ANSYS Matlab ANSYS Matlab

1 - el 1 3260.0 3236.0 26.572 26.5725 580.50 580.4959
2 - el 1 2358.0 2358.0 26.572 26.5725 580.50 580.4959
2 - el 2 2536.7 2536.7 15.184 15.1843 344.00 343.9976
3 - el 2 810.46 810.5 15.184 15.1843 344.00 343.9976
3 - el 3 1062.7 1062.7 25.786 25.7865 -15.490 -15.4899
4 - el 3 177.19 177.2 25.786 25.7865 -15.490 -15.4899

Table D.6: Stress in element, comparison Matlab and ANSYS results.



Appendix E

OWT models - eigenfrequencies and
eigenmodes

E.1 OWT model with a monopile

Eigenfrequency OWT with OWT with OWT with
detailed Guyan reduced CB10 reduced

monopile [Hz] monopile Hz] monopile [Hz]
1st 0.2961 0.2961 0.2961
2nd 0.2984 0.2984 0.2984
3rd 0.7627 0.7627 0.7627
4th 0.7848 0.7848 0.7848
5th 0.8046 0.8046 0.8046
6th 1.1666 1.1666 1.1666
7th 1.2589 1.2589 1.2589
8th 1.2672 1.2672 1.2672
9th 1.9117 1.9117 1.9117

10th 2.0489 2.0489 2.0489
11th 2.1595 2.1595 2.1595
12th 2.3805 2.3805 2.3805
13th 2.4269 2.4269 2.4269
14th 3.7332 3.7332 3.7332
15th 4.4264 4.4265 4.4266
16th 4.6729 4.6729 4.6729
17th 4.7970 4.7970 4.7970
18th 5.0688 5.0688 5.0697
19th 5.4423 5.4423 5.4424
20th 5.6890 5.6891 5.6904
21th 5.7764 5.7787 5.7765
22th 5.9048 5.9052 5.9048
23th 8.5821 8.5825 8.5821
24th 9.2649 9.2706 9.2650
25th 9.5888 9.5901 9.5888

Table E.1: Eigenfrequencies of OWT model with different monopile models.
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E.1.1 Eigenmodes monopile

Mode number Frequency [Hz] Mode shape description
1 6.7316 1st bending mode
2 6.7316 1st bending mode
3 26.758 1st torsional mode
4 42.188 2nd bending mode
5 42.188 2nd bending mode
6 43.146 1st longitudinal mode
7 80.935 2nd torsional mode
8 118.15 3rd bending mode
9 118.15 3rd bending mode

10 130.50 2nd longitudinal mode

Table E.2: Mode shape description of the monopile model.
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Figure E.1: First 10 eigenmodes of the monopile.
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E.1.2 Eigenmodes OWT with a monopile

Mode number Frequency [Hz] Mode shape description
1 0.2961 1st global bending, side-side
2 0.2984 1st global bending, fore-aft
3 0.7627 1st asymmetric flapwise yaw
4 0.7848 1st asymmetric flapwise pitch
5 0.8046 1st flapwise collective
6 1.1666 1st edgewise collective
7 1.2589 1st asymmetric edgewise yaw
8 1.2672 1st asymmetric edgewise pitch
9 1.9117 2nd global bending, fore-aft

10 2.0489 2nd global bending, side-side

Table E.3: Mode shape description of OWT model with a monopile.
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Figure E.2: First 10 eigenmodes of OWT with a monopile.
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E.2 OWT model with a jacket

Eigenfrequency OWT with OWT with OWT with OWT with
detailed Guyan reduced CB20 reduced CB10+MTA reduced

jacket [Hz] jacket Hz] jacket [Hz] jacket [Hz]
1st 0.2745 0.2745 0.2745 0.2745
2nd 0.2764 0.2764 0.2764 0.2764
3rd 0.7523 0.7523 0.7523 0.7523
4th 0.7801 0.7801 0.7801 0.7801
5th 0.8014 0.8014 0.8014 0.8014
6th 1.0075 1.0087 1.0075 1.0076
7th 1.0834 1.0858 1.0836 1.0835
8th 1.2464 1.2468 1.2464 1.2465
9th 1.2620 1.2621 1.2620 1.2620
10th 1.2967 1.2980 1.2968 1.2968
11th 2.0006 2.0071 2.0008 2.0009
12th 2.3062 2.3108 2.3064 2.3063
13th 2.3949 2.3953 2.3949 2.3949
14th 2.7922 2.8732 2.7946 2.7959
15th 2.8637 2.9974 2.8660 2.8674
16th 2.8671 3.0003 2.8698 2.8683
17th 4.0632 4.4398 4.0638 4.0643
18th 4.1241 4.6202 4.1253 4.1245
19th 4.2036 4.6493 4.2059 4.2074
20th 4.4353 4.8582 4.4353 4.4353
21th 4.5818 4.9911 4.5863 4.5860
22th 4.6535 5.3350 4.6553 4.6568
23th 4.6989 5.4589 4.6991 4.6990
24th 4.7355 6.0333 4.7355 4.7355
25th 4.8056 6.5433 4.8058 4.8059
26th 4.8136 6.8199 4.8136 4.8137
27th 4.9086 9.3293 4.9093 4.9105
28th 4.9937 9.5999 5.0092 5.0098
29th 5.3942 9.8043 5.3957 5.3944
30th 5.4668 10.3002 5.4671 5.4671
31th 5.5992 10.3937 5.5992 5.5992
32th 5.8717 11.1509 5.8735 5.8750
33th 6.3396 11.1880 6.3417 6.3447
34th 6.5909 11.9042 6.6016 6.8636
35th 6.6084 12.7473 6.8817 7.1181
36th 6.8276 14.5440 6.8920 7.6774
37th 6.8821 14.6783 6.9995 8.0276
38th 6.8831 15.1032 7.2468 8.4426
39th 6.9974 15.3861 7.2775 8.5748
40th 7.2468 15.5581 7.4813 8.7920

Table E.4: Eigenfrequencies of model with different jacket models.
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E.2.1 Eigenmodes jacket

Mode number Frequency [Hz] Mode shape description
1 1.0597 1st bending mode
2 1.0597 1st bending mode
3 2.9590 1st torsional mode
4 3.7267 2nd bending mode
5 3.7267 2nd bending mode
6 4.4353 1st breathing mode
7 4.6806 2nd breathing mode
8 4.7355 2nd torsional mode
9 4.7581 3rd bending mode

10 4.7581 3rd bending mode

Table E.5: Mode shape description of the jacket model.
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(e) Mode 5 -
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(f) Mode 6 -
4.4353 Hz
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(g) Mode 7 -
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(h) Mode 8 -
4.7355 Hz
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(i) Mode 9 -
4.7581 Hz
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(j) Mode 10 -
4.7581 Hz

Figure E.3: First 10 eigenmodes of the jacket.
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E.2.2 Eigenmodes OWT with a jacket

Mode number Frequency [Hz] Mode shape description
1 0.2745 1st global bending, side-side
2 0.2764 1st global bending, fore-aft
3 0.7523 1st asymmetric flapwise yaw
4 0.7801 1st asymmetric flapwise pitch
5 0.8014 1st flapwise collective
6 1.0075 1st edgewise collective
7 1.0834 1st asymmetric edgewise yaw
8 1.2464 1st asymmetric edgewise pitch
9 1.2620 2nd global bending, fore-aft

10 1.2967 2nd global bending, side-side

Table E.6: Mode shape description of OWT model with a jacket.
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Figure E.4: First 10 eigenmodes of OWT with a jacket.
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Figure E.5 show some extra mode shapes, as these mode shapes are interesting because only the
jacket structure is deforming and that the rest of the turbine model does not participate in this mode
shape. The shape of the deformation of the jacket structure and the frequencies related to those free
interface modes of the jacket model, corresponding to the 6th, 8th and 11th eigenmode, respectively.
If the jacket structure is reduced and one wants to describe the behavior of the structure accurately,
these modes need to be included in the reduction basis.
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Figure E.5: Eigenmodes OWT with a jacket.



Appendix F

Response of one DoF - Monopile and
Jacket

In order to determine the differences in the response of foundation due to a dynamic and a quasi-
static analysis, one degree of freedom of the response u(f) is chosen to evaluate for both foundation
models. The response of node 10 in the x-direction, u49, is evaluated for the monopile and node 49
in the x-direction, u1003, for the jacket.

F.1 Monopile

The equations to compute the response of the monopile in node 10 in the x-direction with the dif-
ferent post-processing analyses will be presented. As the structure is excited only in the x-direction,
the interface load has only two terms, a force in the x-direction and a moment around the y-axis.
The equation to compute the response of the foundation with a force controlled approach is given
below. Figure F.1 is a visualization of these equations, the difference between the dynamic and the
quasi-static analysis begins to appear near ω{1}free of the monopile. The receptance component shows
a resonance peak at this first eigenfrequency, whereas the flexibility component is constant for all
excitation frequencies.

u49 = Y(49,55)g55 + Y(49,59)g59 = u(49,55) + u(49,59) (F.1)

u49,QsFC = G(49,55)g55 + G(49,59)g59 = u(49,55)QsFC + u(49,59)QsFC (F.2)
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Figure F.1: Force controlled approach: Visualization of equations (F.1) and (F.2).

The displacement controlled approach uses the interface deformations as an input. The interface
deformation in this case has only two terms, a displacement in the x-direction and a rotation around
the y-axis. The equations to compute the response of the foundation with a displacement controlled
approach are given below. Figure F.2 is a visualization of these equations, the difference between the
dynamic and the quasi-static analysis begins to appear near ω{1}fixed of the monopile, which is outside
the excitation bandwidth. No difference seems to appear between the receptance and the flexibil-
ity component for the displacement controlled approach. Therefore, the quasi-static displacement
controlled approach will provide an accurate response.

u49 = Yii(49,49)(−Zib(49,:)ub) + Yii(49,53)(−Zib(53,:)ub) (F.3)

u49,QsDC = Gii(49,49)(−Kib(49,:)ub) + Gii(49,53)(−Kib(53,:)ub) (F.4)

Figure F.3 shows the response of node 10 in the x-direction. No difference seems to appear between
the response obtained with quasi-static displacement controlled approach and the exact response.
Figure F.1 shows that the difference between the receptance and the flexibility matrix for the force
controlled approach increases from around 3 Hz. In Figure F.3 the response computed with a quasi-
static force controlled approach begins to deviate from the exact response from around 3 Hz and is
at a maximum at ω{1}free of the monopile.
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(a) Visualization of load terms of equations (F.3) and (F.4).
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(b) Visualization of receptance/flexibility terms of equations (F.3) and (F.4).

Figure F.2: Displacement controlled: Visualization of equations (F.3) and (F.4).
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Figure F.3: Response of node 10 in the x-direction for different calculation procedures.
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F.2 Jacket

The equations to compute the response of the jacket in node 49 in the x-direction with the different
post-processing analyses will be presented. As the structure is excited only in the x-direction, the
interface load has only two terms, a force in the x-direction and a moment around the y-axis. The
equation to compute the response of the foundation with a force controlled approach is given below.
Figure F.4 is a visualization of these equations, the difference between the dynamic and the quasi-
static analysis begins to appear near ω{1}free of the monopile. The receptance component shows a
resonance peak at this first eigenfrequency, whereas the flexibility component is constant for all
excitation frequencies.

u1003 = Y(1003,1009)g1009 + Y(1003,1013)g1013 = u(1003,1009) + u(1003,1013) (F.5)

u1003,QsFC = G(1003,1009)g1009 + G(1003,1013)g1013 = u(1003,1009)QsFC + u(1003,1013)QsFC (F.6)
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Figure F.4: Force controlled approach: Visualization of equations (F.5) and (F.6).

The displacement controlled approach uses the interface deformations as an input. The interface
deformation in this case has only two terms, a displacement in the x-direction and a rotation around
the y-axis. The equations to compute the response of the foundation with a displacement controlled
approach are given below. Figure F.5 is a visualization of these equations, the difference between
the dynamic and the quasi-static analysis begins to appear near ω{1}fixed of the jacket, small resonance
peaks are visible for the receptance component. As a result, the response obtained with the quasi-
static displacement controlled approach will differ from the exact response.

u1003 = Yii(1003,1003)(−Zib(1003,:)ub) + Yii(1003,1007)(−Zib(1007,:)ub) (F.7)

u1003,QsDC = Gii(1003,1003)(−Kib(1003,:)ub) + Gii(1003,1007)(−Kib(53,:)ub) (F.8)

Figure F.6 shows the response of node 49 in the x-direction. Small differences appear between the
response computed with quasi-static displacement controlled approach and the exact response. At
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the higher frequencies the response obtained with quasi-static displacement controlled approach
underestimates the exact response. Figure F.4 shows that the difference between the receptance
and the flexibility component for the force controlled approach appear near 0.5 Hz. In Figure F.6
the response computed with a quasi-static force controlled approach starts to differ from the exact
response from around 0.5 Hz.
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(a) Visualization of load terms of equations (F.7) and (F.8).
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Figure F.5: Displacement controlled: Visualization of equations (F.7) and (F.8).
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Figure F.6: Response of node 49 in the x-direction for different calculation procedures.
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