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Summary

Since the late 1500s, people have used optical microscopes to aid the eye
in perceiving the small details of the world around us. The resolution of these
microscopes is limited by the diffraction limit to half the wavelength of the
used light. In practice, this boils down to a resolution of roughly 200 nm.
New lens types have become available that can attain better resolution in
optical microscopy by extracting information from the evanescent field: the
electromagnetic fields that only exist near the surface of the sample. To make
these lenses work, however, the lens needs to be positioned at a distance that
is smaller than the wavelength of interest. For visible light, this translates to
distances of mere tens of nanometers. This positioning of the lens requires
a sensor that is capable of reliably measuring such small distances and can
ideally be integrated close to the lens.

The aim of this thesis is to develop a proof-of-principle demonstration
of using heat flux between two bodies for determining the distance between
them. This thesis presents an instrument architecture in Chapter 2 towards
realizing such a device and focuses on understanding and characterizing the
elements that contribute to the heat flux measurement.

The sensing element (or probe) consists of a microsphere that is located
at the end of multilayer cantilever beam. Changes in the temperature of the
probe result in mechanical deformation that is measured using the Optical
Beam Deflection (OBD) method. In this technique, laser light is reflected
of the cantilever onto a position sensitive detector (PSD). The power of the
incident laser light is modulated to compensate the change in temperature.
In Chapter 2, a model is constructed that relates the heat flux at the tip of
the probe to the system parameters. The model provides a relation for the
output signal of the PSD to the heat flux absorbed at the tip of the probe.

In the instrument, the distance between the probe and the sample is mea-
sured independently using a total internal reflection microscope (TIRM). The
use of a TIRM allows for a continuous measurement of the separation between
the microsphere and the sample. TIRM is a well-known technique for mea-
suring the distance between a flat interface and microspheres. However, the
implementation of this technique in combination with an optical beam deflec-
tion system is not straightforward. As is shown in Chapter 3, the presence
of a microcantilever and its clamp limit the accessible volume. This makes it
impossible to capture the light scattered in the forwardscattering direction,
in which the scattering intensity is highest. Moreover, the intensity of the

ix



x SUMMARY

light that is scattered by the roughness of the prism easily exceeds that of
the TIRM signal. Although detection in the backscattering direction suffers
strongly from this effect, it remains the most viable configuration. This lay-
out decouples the TIRM and OBD system and does not penalize the OBD
performance.

The performance of the instrument is for a large part determined by the
properties of the probe. In Chapter 4, a cantilever is designed that provides
high sensitivity and low noise in heat flux measurements. The design of the
cantilever considers the probe as an integral part of the instrument and takes
into account the constraints that are imposed by the instrument architecture.
In the design, it is assumed that the OBD system uses an infinitessimal spot
at the free-end of the cantilever. In Chapter 5, the reduction of the cantilever
sensitivity caused by a finite spot size and different spot location is studied.
It is shown that under realistic conditions, the sensitivity is reduced to 50 %
to 90 % of the ideal value.

The size, shape and roughness of the microsphere that is attached to the
free-end of the cantilever influence the instrument performance. The size,
for example, determines the total amount of heat that is transferred between
the probe and the sample and influences the dynamic properties of the probe.
The roughness limits the smallest separation that can be achieved between the
probe and the sample, before microscopic contact is likely to occur. Chapter 6
shows the measured shapes, sizes and roughnesses of both the sample (the
surface of a prism) and the microsphere that are obtained using interferometry
and atomic force microscopy. Based on the measurements, it is concluded that
the roughness of the sphere and the presence of local surface features limit
the minimum separation to approximately 100 nm.

The cantilever deforms due to the heat flux at its free end. However,
a thermal gradient exists between the part of the sphere that is closest to
the sample and its connection to the cantilever. To quantify this gradient,
a lumped-parameter model is developed for heat conduction across a solid
sphere in Chapter 7. This model is used to show that the effective con-
ductance of the microsphere changes by approximately a factor of two for
spheres of radii between 10 µm and 100 µm and separations to the sample
ranging from 1 nm to 100 nm. This adds an additional source of uncertainty
to the measured heat flux that was previously not considered.

The sphere and cantilever are joined into one probe in Chapter 8. Due
to the high temperatures that are reached at the cantilever tip, only soluble
silicates are found to be suitable adhesives for joining the sphere to the probe.
The spheres were successfully attached to the cantilevers, but the bonds failed
during use. It is hypothesised that the bonds break due to (rapid) thermal
expansion at the interface, but this could not be verified experimentally.

The breaking bonds between the sphere and the cantilever beam prohib-
ited measurements of near-field radiative heat flow and the intended demon-
stration of using heat flow for distance measurements. This thesis, however,
contributes a system architecture that allows the further development of such
a sensor system. Moreover, this research contributes a detailed study of the
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role of the microsphere and the cantilever beam in conjunction with the OBD
system, and the other subsystems.





Samenvatting

Sinds het einde van de 16e eeuw, gebruiken mensen optische microscopen
om het oog te helpen in het waarnemen van de kleinste details van de wereld
om ons heen. De resolutie van deze microscopen wordt beperkt door de
diffractielimiet tot de helft van de golflengte van het gebruikte licht. In de
praktijk komt dit neer op een resolutie van circa 200 nm. Nieuwe lenstypes zijn
beschikbaar gekomen die een betere resolutie beschikbaar maken in optische
microscopie door informatie uit het nabije veld te halen: de elektromagnetis-
che velden die alleen bestaan nabij het oppervlakte van het monster. Om
deze lenzen te laten werken, moet de lens echter worden gepositioneerd op
een afstand die kleiner is dan de gebruikte golflengte. Voor zichtbaar licht
vertaalt zich dit in afstanden van slechts enkele tientallen nanometers. Het
positioneren van de lens vereist een sensor die in staat is om betrouwbaar
zulke kleine afstanden te meten en die dicht bij de lens gëıntegreerd kan
worden.

Het doel van dit proefschrift is het ontwikkelen van een proof-of-principle
demonstratie van het gebruik van warmtetransport tussen twee lichamen voor
het bepalen van de onderlinge afstand. In Hoofdstuk 2 van dit proefschrift
wordt de instrumentarchitectuur uiteengezet met als doel een dergelijk appa-
raat te realiseren. De focus ligt in dit proefschrift daarbij op het begrijpen en
karakteriseren van de elementen die bijdragen aan de meting van de warmte-
stroom.

De sensor (of sonde) bestaat uit een microbol die zich aan het uiteinde
van een vrijliggende balk bevindt. Veranderingen van de temperatuur van de
sonde resulteren in mechanische vervorming. Deze vervorming wordt geme-
ten met de Optical Beam Deflection (OBD) methode. In deze techniek wordt
laserlicht via de vrijhangende balk gereflecteerd richting een positiegevoelige
detector (PSD). Het vermogen van het opvallende laserlicht wordt gemod-
uleerd om de temperatuursverandering te compenseren. In Hoofdstuk 2 wordt
een model ontwikkeld dat de warmtestroom aan de punt van de sonde rela-
teert aan de systeemparameters. Het model voorziet in een relatie tussen het
uitgangssignaal van de PSD en de warmtestroom die wordt geabsorbeerd aan
de punt van de balk.

In het instrument wordt de afstand tussen de sonde en het monster on-
afhankelijk van de actuator gemeten door middel van een totale interne reflec-
tiemicroscoop (TIRM). Het gebruik van deze microscoop maakt het continu
meten van de afstand tussen de microbol en het monster mogelijk. TIRM is
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xiv SAMENVATTING

een bekende techniek voor het meten van afstanden tussen een vlak en mi-
crobollen. De implementatie van TIRM in combinatie met OBD is echter niet
vanzelfsprekend. Zoals uiteengezet in Hoofdstuk 3 beperken de aanwezigheid
van de vrijhangende balk en de bijhorende klem het volume dat toeganke-
lijk is voor detectie. Dit zorgt ervoor dat het onmogelijk is om het licht in
de voorwaardse richting, waarin de verstrooiing het sterkst is, te detecteren.
Bovendien is de intensiteit van het door de ruwheid van het prisma verstrooide
licht groter dan de intensiteit van het signaal van de TIRM. Detectie vanuit
de terugwaardse richting blijft de meest geschikte optie, ondanks dat detectie
vanuit deze richting sterk de nadelen van dit effect ondervindt. Dit ontwerp
ontkoppelt de TIRM en het OBD-systeem en beperkt de prestaties van het
OBD systeem niet.

De prestaties van het instrument worden voor een groot deel bepaald door
de eigenschappen van de sonde. In Hoofdstuk 4 wordt een vrijhangende balk
ontworpen die voorziet in een hoge gevoeligheid en een lage ruis in warmte-
stroommetingen. In het ontwerp wordt de balk als een integraal deel van
het instrument beschouwd en worden de beperkingen die worden opgelegd
door de architectuur van het instrument meegenomen. Er wordt in dit ont-
werp aangenomen dat de OBD een oneindig kleine vlek aan het vrijliggende
uiteinde van de balk belicht. In Hoofdstuk 5 wordt de reductie in gevoe-
ligheid door het gebruik van een vlek van eindige grootte en andere locaties
van de vlek op de balk bestudeerd. Onder realistische omstandigheden kan
de gevoeligheid van de balk worden teruggebracht tot 50 % á 90 % van de
ideale waarde.

De grootte, vorm en ruwheid van de microbol die aan het einde van de
balk zit, bëınvloedt de prestaties van het instrument. De totale warmte-
stroom tussen het monster en de sonde en de dynamische eigenschappen van
de sonde worden bijvoorbeeld (mede) bepaald door de grootte van microbol.
De ruwheid beperkt de kleinste afstand tussen de sonde en het monster die
kan worden gerealiseerd voordat microscopisch contact tussen beide reëel is.
De gemeten vormen, groottes en ruwheden van zowel het monster (het op-
pervlakte van een prisma) en de microbollen zoals verkregen door middel
van interferometrie en atoomkrachtmicroscopie (AFM) staan omschreven in
Hoofdstuk 6. Op basis van deze metingen wordt geconcludeerd dat de ruwheid
van de bol en de aanwezigheid van lokale details op het oppervlakte daarvan
ervoor zorgen dat de minimale afstand beperkt wordt tot circa 100 nm.

De balk vervormt door de warmtestroom aan diens vrijhangende uiteinde.
Er bestaat een thermische gradiënt tussen het deel van de bol dat het dichtst
bij het monster is en de verbinding met de balk. Om deze gradiënt te kwan-
tificeren, wordt een model voor de warmtegeleiding door een solide bol uit-
gewerkt in Hoofdstuk 7. Met behulp van dit model wordt aangetoond dat de
effectieve geleiding door de microbol met circa een factor twee verandert voor
bollen met een straal tussen de 10 µm en 100 µm en voor afstanden tot het
monster tussen 1 nm en 100 nm. Dit geeft een extra bron van onzekerheid in
de gemeten warmtestroom die niet eerder werd overwogen.

De bol en de balk worden in Hoofdstuk 8 samengebracht om samen één
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sonde te vormen. Door de hoge temperaturen die bereikt worden aan het
vrijliggende einde van de balk, zijn alleen oplosbare silicaten geschikt als lijm
voor het verbinden van de bol en de balk. De bollen werden succesvol aan de
balken bevestigd, maar de verbinding faalde tijdens gebruik. Er wordt veron-
dersteld dat de verbinding breekt door de (snelle) thermische uitzetting ter
hoogte van de verbinding, maar dit kon niet experimenteel worden bevestigd.

Door de falende verbindingen tussen de bol en de vrijhangende balk is
het niet mogelijk om stralingswarmtetransport in het nabije veld te meten en
het gebruik van warmtestroom voor afstandsmetingen te demonstreren. Dit
proefschrift draagt echter een systeemarchitectuur bij waarmee een dergelijke
sensorsysteem verder kan worden ontwikkeld. Bovendien voorziet dit onder-
zoek in een gedetailleerde studie in de bijdrage van de microbol, de bijdrage
van de vrijhangende balk samen met het OBD-systeem en de bijdrages van
de overige subsystemen.



1. Introduction
The invention of the ‘compound optical microscope’, so called because it

consists of multiple lenses to create a magnified image, heralded a long chain
of scientific discovery and innovation. Merely a century after its invention in
the late 1500s, Antoni van Leeuwenhoek resolved features mere micrometers
in size [1]. Four hundred years later, the performance of conventional optical
microscopes approaches the Abbe diffraction limit, which says that the res-
olution cannot exceed half the wavelength of the used light [2]. In practice,
this equates to a resolution of roughly 200 nm, which is more than adequate
for many applications in both science and engineering.

To illustrate how these microscopes were and still are instrumental in
many discoveries we need not look far, because the examples are plentiful. In
biology, for example, Louis Pasteur used a compound optical microscope to
discover that micro-organisms can cause infections [3]. Metallurgists use the

Title photo: close-up of the internals of the instrument. The light source of the total
internal reflection microscope is used close to the edge of the prism to make it light up.
Photo by Rogier Bos, courtesy of TNO.
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2 CHAPTER 1. INTRODUCTION

same instruments to study phase structures and dimensions in alloys [4], and
manufacturers of integrated circuits use optical microscopes to realign their
masks and wafers between production steps [5].

However, nanometer resolution is beyond the reach of the conventional
optical microscope. It is, instead, a task for scanning microscopes. While
imaging microscopes, such as the compound optical microscope described
earlier, record the complete image at once, scanning devices construct the
micrograph point-by-point by traversing a probe or beam across the sample.
In doing so, they can achieve much higher resolution than conventional optical
microscopes, and atomic resolution is not unheard of [6].

For example, in the case of the atomic force microscope (AFM), a small
mechanical probe ‘feels’ the force between its tip and the surface to construct
a detailed map of the surface topography [7, 8]. In other instances, a highly
energetic beam of electrons is focused on the sample while the intensity of the
backscattered or the transmitted electrons is measured [9]; these techniques
are respectively known as scanning electron microscopy (SEM) and scanning
transmission electron microscopy (STEM). Even scanning near-field optical
microscopes (SNOM) can be used to record the local intensity of the electro-
magnetic field that exists close to the surface to the same effect [10].

Unfortunately, scanning is inherently slow in comparison to imaging,
whereas the latter offers comparatively low resolution. Although substantial
advances have been made to increase the speed of scanning techniques
[11], the combination of high throughput and high resolution is hard to
realize in a single device. It is currently only achieved by means of massive
parallelization, where multiple microscopes are used to record the same
sample at different locations or multiple samples at the same time [12].

Another solution may lie in ongoing developments in near-field optics, that
promise high-resolution imaging microscopes. Using a layered arrangement
of alternating metals and dielectrics, a flat lens known as a ‘hyperlens’ can
be realized [13, 14]. It can be used to image the evanescent field that exists
only close to the sample surface, but contains all details that are inaccessible
to conventional lenses. By using this information much higher resolution can
be achieved.

Once paired with a high-bandwidth positioning platform, the resulting
instrument may be able to bridge the gap between the high-resolution, but
slow-scanning probe microscopes on the one hand and the fast, but low-
resolution imaging microscopes on the other. Elsewhere, we presented one
such instrument architecture [15], that uses cascaded actuators to achieve a
large stroke of several millimeters and sub-nanometer positioning resolution
and a high positioning bandwidth of over 500 kHz. A photo of this positioning
platform is shown in Figure 1.1.

To make such a microscope work in practice, however, the resulting instru-
ment will need to position the ‘lens’ at a distance smaller than the wavelength
of interest to be able to pick up the evanescent field. For visible light, this
translates to distances of mere tens of nanometers. In addition to the afore-
mentioned actuator, this requires a high-resolution position sensor to measure
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Figure 1.1: Realized positioning and tracking platform for near-field imaging microscopes
developed by TNO [15]. Shown is a three-stage positioning platform with a long stroke
linear stepper motor, a pre-stressed piezo stage and a micro-electro-mechanical system.
Photo by Rogier Bos, courtesy of TNO/NOMI.

the distance between the lens and the sample surface. Ideally, the position
sensor is independent from material properties, provides high-resolution and
accuracy, offers a high-measurement bandwidth and can be miniaturized eas-
ily to be integrated into the instrument and positioned close to the lens.
However, existing techniques that are typically used for measuring such small
distances, e.g., interferometry or capacitive sensors, are difficult to miniatur-
ize, and more importantly rely on the sample surface being either reflective
or electrically conductive. Both conditions cannot be guaranteed.

The heat transferred between two bodies increases rapidly with diminish-
ing separation at micrometer length scales and can be made largely material-
independent. To illustrate the potential for using it for measuring microscopic
distances, the sensitivity of an ideal sensor is plotted in Figure 1.2. A sensor
with a resolution of 1 nW for the flux measurement has a corresponding reso-
lution of 1 pm or 1 nm for a distance measurement when using gas conduction
or near-field radiation, respectively. This makes it a promising candidate for
a distance sensor.

Such a sensor needs to be capable of measuring minute quantities of heat
transfer with high precision and accuracy. This is not a trivial pursuit and has
been an active field of research for over 50 years. The measurement systems
devised so far can be categorized into three archetypes: (1) parallel plates,
(2) miniature thermocouples, and (3) thermo-mechanical probes.

In 1969, Clifford Hargreaves published a seminal paper on the measure-
ment of what was then called “anomalous radiative transfer between closely-
spaced bodies” [18]. By using piezo-crystals for positioning two plates and
three capacitive sensors to measure their local separation, he solved the is-
sues his contemporaries faced in maintaining an extremely high degree of
parallelism at small separations [19, 20]. The heat transferred between the
plates is measured by setting one of the two plates at a constant tempera-
ture, while measuring the required heating power that is needed to keep the
temperature of the second plate constant. This system architecture is one of
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Figure 1.2: Ideal sensitivity of a distance sensor based on heat transfer using gas conduction
(left) or near-field radiation (right). In these figures, the gap and the total heat flux are
denominated z and Q, respectively. The sensitivity via gas conduction is derived from
the analytical model by Masters et al. [16], while that for near-field radiation is based
on measurements performed by Rousseau et al. [17]. Both are good approximations for
parallel plates that are separated by microscopic gaps.

the three archetypes, and formed the foundation of several setups over the
past 60 years with only minor changes [21–24]. To reduce system complexity,
some have attempted to maintain parallelism by passive means. They have
used spacers, e.g., to create a gap of a known, constant width [25–30]. Others
have resorted to microfabrication techniques to create suspended plates [31–
35] or beams [36, 37]. The parallel plate geometry is ideal for the validation
of theory and for thermophotovoltaic applications, such as energy harvesting
and contactless cooling. The long time constants associated with the macro-
scopic plates, and the difficulties in maintaining the plates parallel, makes
them non-ideal for distance sensing applications.

The second archetype was proposed by Williams and Wickramasinghe in
1986 [38]. They replaced one of the plates by an AFM probe with a thermo-
couple embedded in its tip. The close-range thermal interactions induced a
measurable temperature change, which was used to map the surface topog-
raphy. Similar setups were realized by Xu et al. in 1994 [39] and later by
Müller-Hirsch et al. in 1999 [40] using modified scanning tunneling micro-
scope probes that also included a thermocouple. This improved design has
been under further development by the same group [41–43], and formed the
basis of a similar design by Cui et al. [44]. The probe-sample separation
is determined from the calibration of the position actuator. A datum (zero
distance) is established using the tunneling current measured by the STM.
This method is sensitive to actuator drift, where the position changes with-
out a change in actuator signal. This introduces additional uncertainty in
measurements of heat flux as function of separation. Moreover, the temper-
ature difference across the gap between the probe and sample is allowed to
change. Because the thermal spectra are temperature-dependent this intro-
duces a non-linear dependency that cannot be controlled. This geometry is
best suited for applications in scanning probe microscopes.
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The third and last archetype uses multilayer AFM probes that are po-
sitioned perpendicular to a planar sample. In this architecture, a (glass)
microsphere, which acts as the replacement of the second surface, is at-
tached to the free end of one of these probes. The heat transferred between
the sphere and the sample causes the probe to deform. This deformation
is used as a proxy for the heat flux. This concept was first proposed by
Narayanaswamy et al. in 2008 [45] and has served as the foundation for
many similar setups since [17, 46–49]. The spherical probe tip makes it in-
sensitive to misalignment or rotation of the probe and approximates that of
two parallel plates for small separations. Moreover, the probes are simple in
comparison to those with embedded thermocouples, and can be calibrated to
function as temperature sensors. Its weaknesses, however, are similar to the
micro-thermocouple probes: the distance between the probe and the sample
has to be inferred from the actuator calibration, and the temperature of the
sphere is allowed to vary with gap size.

The aim of this thesis is to develop a proof-of-principle demonstration
of using the heat flux between a probe and a sample as a proxy for their
separation, thus constructing a distance sensor. The proposed instrument
architecture is unique in solving three problems found in comparable setups.
First, the distance between the probe and sample is measured independently
using a total internal reflection microscope, whereas others have relied on in-
direct measurement of the separation or measured it far away from the point
of interest. Second, the thermal balance of the probe is kept constant using
closed-loop control, so that the conditions are constant throughout the dura-
tion of the measurement. This allows the flux to be measured directly, rather
than via an otherwise needed temperature change. And lastly, the measure-
ment does not require calibration of the probe, but only of the actuator that
is used in the control loop. This can be done in a manner that makes the
measurement traceable to the International System of Units (SI).

The first step towards realizing such a distance sensor is constructing an
accurate calorimeter. The focus in this thesis is therefore on understanding
and characterizing the elements that contribute to the heat flux measure-
ment and significantly reduce the measurement uncertainty with respect to
comparable systems.

Outline of the thesis

A system as described above consists of many parts. In this thesis, the de-
scription of the system is split into two main sections. The first section covers
the measuring instrument, that consists of a sensing element, the detection
system and all the supporting systems. The system architecture and these
building blocks are discussed separately in Chapter 2. In this chapter, the
designs of the detection system and the supporting systems are discussed.
The separation between the probe and the sample is measured independently
using a total internal reflection microscope, which is discussed in Chapter 3.
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Chapter 3

Chapter 2

Chapters 4 & 5

Chapters 6 to 8

Figure 1.3: Visual outline of the thesis.

In the second section of the thesis, the focus is moved to the sensing
element, also known as the probe. This element consists of a microsphere that
is attached to a multilayer cantilever. The design of the latter is discussed
in detail in Chapter 4 which includes a theoretical model that describes its
behavior, a computational benchmark against a probe that is often used
by others, and the experimental validation. Chapter 5 discusses how the
cantilever sensitivity is negatively affected by finite spot sizes used in the
detection system and how this manifests itself in practice.

The probe has a microsphere that is attached to the free end of the can-
tilever. In the measurements, the heat is transferred between the sample and
the microsphere. The surface qualities of both provide limits to the minimum
separation that can be achieved and provide limits to the agreement between
the theoretical models of heat transfer and the experiments. In Chapter 6,
the measurements of the shape and surface roughness of both the sample and
the probe are discussed. Due to its shape, a sphere cannot be modeled accu-
rately as a one-dimensional conductor using Fourier’s law. The conduction
through a sphere is considered numerically in Chapter 7 by calculating the
conduction between two unequally sized circular caps on arbitrary locations
on the surface of the sphere. This chapter also includes a discussion on the
implications on the probe design.

The two main components of the probe - the cantilever and the sphere -
are brought together in Chapter 8. This chapter discusses the choice for the
adhesive and the gluing procedure and the problems that are encountered at
elevated cantilever temperatures.

This thesis is concluded with a discussion concerning the current state-
of-affairs and areas of possible improvement in Chapter 9 and the concluding
remarks in Chapter 10.
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2. Designing the instrument
To support the development of a heat transfer-based distance sensor as

described in Chapter 1, an instrument is developed that mimics the essential
parts of such a sensor system and provides the testing environment. The
instrument is designed with three goals in mind. First, it can be used to
measure heat transfer as a function of the separation between the probe
and the sample to replicate the results obtained by others. Secondly, it will
be possible to scan the probe across the sample to study ways of dealing
with variations in the separation and effectively construct a scanning probe
microscope. Lastly, it will be used to measure the separation between the
probe and the sample by means of the heat transferred between them, while
the separation is measured by independent means for comparison.

In this chapter, the system is developed in increasing levels of detail. The
system architecture and the governing equations are developed in Section 2.1
to Section 2.3. The sub-systems that are essential for the heat transfer mea-

Title photo: overview of the internals of the instrument. Photo by Roy Bijster. Parts
of this chapter have been published in Review of Scientific Instruments 92, 025008 (2021).
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surement are worked out in more detail in Section 2.3 to Section 2.9. The
details of the independent distance measurement are provided in Chapter 3.
The underlying choices for specific pieces of equipment are not discussed,
because these choices are driven by balancing functionality and performance
against cost price and availability.

2.1 Developing the system architecture

The system architecture is constructed with the sensing element in mind.
Using the third archetype as discussed in Chapter 1 as a basis, the sensing
element consists of a multilayer probe with a microsphere attached to its free
end. The probe is oriented perpendicular to the sample surface and brought
into close proximity of the sample. As heat is transferred between the sample
and the sphere, the probe deforms.

2.1.1 Measuring the probe rotation

The deflection and/or rotation of the probe can be measured by optical [1,
2], electrical [3], or capacitive [4] means. Of these methods, the Optical
Beam Deflection (OBD) method [1] is a very popular choice for Scanning
Probe Microscopy (SPM) systems. Light is reflected of the surface of the
probe onto a Position Sensitive Detector (PSD). The spot on the detector
moves as the probe deforms. This simple architecture separates the detection
mechanism from the probe itself, allowing for relatively simple probe design.
Because of this, the OBD method is chosen as the detection mechanism for
the instrument.

2.1.2 Controlling the probe temperature

The conductance of the gap that separates the probe and the sample depends
on the size of the gap. Unless the temperatures in the system are controlled,
they change accordingly. In theoretical models that describe the distance de-
pendency of radiative near-field heat transfer, the temperatures of the probe
and the sample are assumed to be constant and independent of distance. If
the experimental determination of heat flow is to agree with the theory, it is
important that the temperature variation with distance is either measured or
removed.

Previous designs that are based on this system archetype [2, 5–8] con-
tain temperature sensors for the probe and sample and often use closed-loop
temperature control for the sample and the probe clamp. However, the tem-
perature of the free-end of the probe is left to vary with separation. To
quantify the expected tip temperature variation in (quasi-)steady state con-
ditions, it is modeled using a simple lumped parameter model as depicted in
Figure 2.1.

The model uses four nodes: (1) the sample, (2) the point on the sphere
that is closest to the sample, (3) the point on the sphere that is in contact
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Figure 2.1: Thermal resistance network model of the probe and the sample.

with the probe, and (4) the clamp of the probe. The nodes are connected
by three thermal conductors: Gg describing the heat transfer through the
(vacuum) gap, Gs modeling the conduction through the microsphere and Gc
representing the conduction through the cantilever. A heat source Pabs is
included at Node 3 to model the heat input from the OBD illumination. For
a typical incident power of 1 mW and a typical absorption of 10 %, this heat
source is estimated at 100 µW.

For this order of magnitude approximation, the conductance of the gap
Gg is assumed to range between 1× 10−8 W K−1 for large distances and
1× 10−6 W K−1 for nanometer separation. These numbers are based on the
experimental work by Rousseau et al. [2], in which a silicon dioxide mi-
crosphere of 40 µm was used. The conductance of the sphere Gs and of
the cantilever Gc are estimated to be approximately 1× 10−5 W K−1 and
1× 10−6 W K−1, respectively. The bases for these estimations are available
in Chapter 4 and Chapter 7.

For the design of the system architecture, two cases are of immediate
interest for the thermal balance of this system. In the first case, the power
of the laser is kept constant and the temperature of Node 3 is allowed to
vary. In the second case, measures are taken to stabilize the temperature of
this node. In both cases, the sample (Node 1) and the clamp (Node 4) are
considered thermal baths that are maintained at constant temperatures. In
the first case (constant power), the temperatures of Nodes 2 and 3 are equal
to

T2 =
(
Gg +Gs −

G2
s

Gs +Gc

)−1(
GgT1 + Gs

Gs +Gc
Pabs + GsGc

Gs +Gc
T4

)
,

(2.1)

T3 = 1
Gs +Gc

Pabs + Gs

Gs +Gc
T2 + Gc

Gs +Gc
T4. (2.2)

In the second case (temperature T3 is kept constant), the temperature of
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Figure 2.2: (left) The change of the probe temperatures as a function of the conductance of
the gap. The conductance of the sphere and the cantilever are set at Gs = 1× 10−5 W K−1

and Gc = 1× 10−6 W K−1, respectively. The temperatures of the clamp and the sample
are equal T1 = T4 = 293.15 K and the absorbed power Pabs = 100 µW. (right) The
temperature gradient over the microsphere.

Node 2 is equal to

T2 = Gg

Gg +Gs
T1 + Gs

Gg +Gs
T3. (2.3)

For both cases, the temperatures for Nodes 2 and 3 are shown in Fig-
ure 2.2. The temperature of Node 2 changes by 52 K from the far-field to the
extreme near-field, when the temperature of the free end of the probe is not
stabilized. Stabilization reduces this to 9 K. However, it is important to note
that in the temperature gradient across the sphere (i.e., T2 − T3) is larger
in the second case. This can be alleviated by using a sphere with a higher
conductance.

The stabilization of the temperature of the free end of the probe can be
achieved in several ways. When the OBD method is used for read-out, tuning
the incident laser power is the most straightforward option. Other options
rely for example on heaters that are embedded in the probe and that are often
combined with embedded thermocouples [9]. Although this can provide better
performance, it complicates the layout of the probe and its manufacturing,
requiring localized doping of materials and multiple lithographic masks. This
is therefore not preferred in these stages of development.

2.1.3 Determining the separation

Measurement of the heat flux as function of separation, requires accurate
knowledge of the smallest distance between the sphere and the sample. De-
pending on the materials used for the sample and for the probe, several
methods can be used to measure it. In all cases found in literature, a datum
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(“zero distance”) is established. The distances are then determined after-
wards with respect to this datum by adding the actuator setpoint, but are
not actively measured. Xu et al. [10] use a capacitive force sensor em-
bedded in the sample to detect the small displacement of the sample at the
moment of contact. Müller-Hirsch et al. [11] use a preset tunneling current
between probe and sample to establish “zero distance”. The latter requires
that both the probe and the sample are sufficiently electrically conductive,
and are therefore not suited for experiments with dielectrics. For that reason,
Narayanaswamy et al. [12] use the fact that contact between the sphere and
the sample manifests as a large change in the PSD signals. However, if the
sphere can roll over the sample, the PSD signals only change gradually in
which case the moment of contact is difficult to identify.

To establish a continuous measurement of the separation, a Total Internal
Reflection Microscope (TIRM) is integrated in the instrument. The sample is
illuminated from the back under total internal reflection. A non-propagating,
evanescent field exists on the interface. The intensity of the scattering of this
evanescent field by the microsphere has a direct relation to the separation.
Moreover, the signal saturates at contact so that the datum can be identified
more easily [13]. The design considerations for this subsystem are discussed
in Chapter 3. It is important to note that in the presence of roughness,
contact is ill-defined. The roughness of the sample and of the probe need to
be significantly lower than the allowed uncertainty on the smallest separation.
All of the methods described above suffer from this. To establish bounds on
the minimum separation, the roughness of the microsphere and the sample
are measured. The methods employed for this and the results are discussed
in Chapter 6.

2.1.4 The main building blocks

The system architecture consists of three main building blocks as depicted
in Figure 2.3: a probe consisting of a multilayer cantilever and an attached
microsphere, the OBD system with closed-loop control on the laser power to
stabilize the temperature of the free end of the cantilever and a TIRM for
measuring the separation between the sphere and the sample.

In addition to these main building blocks, additional supporting systems
are required. A vacuum system is used to lower the ambient pressure and
effectively eliminate heat transfer through convection and gas conduction.
In addition to this, two thermal control systems are used to stabilize the
temperatures of the sample and the probe clamp. An optical microscope is
embedded in the OBD system to aid in the alignment of the OBD light source
on the probe and in the alignment of the probe to the sample. The sample
is mounted to a three-axis translation stage, which is used to scan the probe
relative to the sample and to control the separation.
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Figure 2.3: The system consists of three building blocks: a probe consisting of a multilayer
cantilever and an attached microsphere, the OBD system with closed loop control on the
laser power to stabilize the temperature of the free end of the cantilever and a TIRM for
measuring the separation.

2.2 Modeling the temperature-induced deformation of a bilayer
cantilever

A bilayer cantilever makes for an effective transducer of heat flux into me-
chanical motion. This simple, yet effective geometry uses the differential
expansion of the two layers upon heating to create a measurable change in
curvature. Moreover, if the temperature distribution can be modeled accu-
rately, the simple geometry makes it possible to find analytical expressions
that describe the behavior of the cantilever and that can be used for design
purposes. In this section, the relations that describe these probes from a
thermo-mechanical point of view are derived and expressions for the sensitiv-
ities of certain parameters to heat flux or spurious influences are developed.
In the following derivations, algebraic manipulations are skipped, and only
the main steps in the derivations are highlighted for the sake of brevity. In
the following derivations, the cantilever has a rectangular cross-section and
a rectangular plan form of width w and length L. It is composed of two
perfectly connected layers with thicknesses t1 and t2. These dimensions are
schematically indicated in Figure 2.4.

2.2.1 Modeling of the thermo-mechanical behavior

It is assumed that the clamped end (base) of the cantilever is kept at a
constant temperature Tbase and that a thermal flux P is present at its free
end. Moreover, it is assumed that there is only a one-way coupling from the
thermal response to the mechanical response, and conduction through the
cantilever is considered to be the only agent of heat transfer. The cantilever
is assumed to be thin ((t1 + t2) /L� 1) and slender, so that temperature
gradients along the width and across the thickness are negligible. Under
these assumptions, the resulting temperature distribution along the cantilever
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Figure 2.4: Schematic representation of the calorimeter that consists of a bilayer cantilever
and a microsphere at its free end. The relevant dimensions of length, width and thicknesses
are indicated. The subscripts 1 and 2 refer to the reflective coating and the substrate,
respectively. The distance g is the separation between the probe and the sample.

length T (x) is given by

T (x) = P

GL
x+ Tbase, (2.4)

where G is the effective thermal conductance. When the heat is added at
the free end of the cantilever, the effective conductance of a bilayer beam is
accurately approximated [14] by

G = w

L
(t1k1 + t2k2) , (2.5)

where ki and ti are the thermal conductivity and thickness of each respec-
tive layer. These assumptions are valid under (ultra)high vacuum conditions,
where heat loss to the surrounding gas is negligible, and at moderate temper-
atures, at which the nonlinear effects of heat loss to the environment through
radiation is a higher-order effect [14, 15] (also see Section 4.5.2). In the re-
mainder of this text, indices 1 and 2 refer to the reflective coating and the
substrate, respectively.

A change of the temperature distribution causes the two layers to expand
at different rates. If the layers are allowed to expand separately, a mismatch
strain εm between the two will exist. This mismatch strain εm is resolved by
a change in curvature κ of the cantilever

κ (x) = ∂2z

∂x2 = βεm (x) , (2.6)

where z is the local out-of-plane deflection. The curvature is related to the
mismatch strain through a parameter β, which can be written as

β = 6hm
t2

(
1 + h

1 + 2hm (2 + 3h+ 2h2) + h4m2

)
, (2.7)

where h = t1/t2, m = M1/M2 and the biaxial modulus Mi = Ei/ (1− νi) [16–
18]. Here νi is the Poisson’s ratio of the material used for layer i, and Ei is the
corresponding elastic modulus. The mismatch strain is assumed to be only
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a function of the local temperature T (x), the stress-free temperature TSFT
(e.g., the temperature at which the top layer is added), and the difference
between thermal expansion coefficients ∆α = α1 − α2, so that

εm (x) = ∆α (T (x)− TSFT) . (2.8)

The cantilever is further assumed to be slender (L ≥ 10w) and thin (L,w �
ti), such that heat transfer is much quicker along these directions than along
the length. This renders the temperature gradients along these directions
negligible for the present discussion in comparison to the gradient along the
length of the cantilever.

The OBD method [1] is used to measure the local out-of-plane rotation
of the cantilever. The rotation as a result of the temperature distribution of
Equation (2.4) is found from integration of the curvature κ from the clamped
end to the point of measurement x (see Figure 2.4 for reference). The lo-
cal rotation and deflection are found through repeated integration of Equa-
tion (2.6):

θ (x) =
x∫

0

κ (x) dx = β∆α
[
P

GL

x2

2 + (Tbase − TSFT)x
]

+ θ (0) , (2.9)

z (x) =
x∫

0

θ (x) dx = β∆α
[
P

GL

x3

6 + (Tbase − TSFT ) x
2

2

]
+ θ (0)x+ z (0) ,

(2.10)
where the boundary conditions at the clamped end are θ (0) = 0, z (0) = 0
and T (0) = Tbase.

2.2.2 Sensitivities and power equivalents

For design purposes and for propagation of uncertainties, the necessary sen-
sitivities of several quantities are derived. All uncertainties are expressed in
units of equivalent heat flux for easier comparison and interpretation. In other
words, an uncertainty or sensitivity in one quantity translates to an equiv-
alent uncertainty or sensitivity in the measured flux. For clarity, equivalent
fluxes are denoted with a circumflex on top of the symbol.

Sensitivity to thermal load

The sensitivity of the cantilever deflection to changes in the flux at the tip
can be written as

∂z

∂P
(x) = β∆α

6GLx
3. (2.11)
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By inverting this relation, the equivalent flux as a function of the measured
tip deflection (x = L) reads

∂P̂

∂z
(x = L) = 6G

β∆αL2 . (2.12)

This sensitivity can be used to propagate uncertainty in the tip deflection to
an uncertainty in the measured heat flux (e.g., thermal random vibrations).
Similarly, the sensitivity of the tip rotation to heat flux can be derived to be

∂θ

∂P
(x = L) = β∆αL

2G , (2.13)

or in terms of equivalent flux

∂P̂

∂θ
(x = L) = 2G

β∆αL. (2.14)

Drift of clamp temperature

The temperature gradient along the length of the cantilever is the result of
the flux at its free end and the temperature at its clamped end. In practice,
the latter may drift in time due to the flux in the cantilever and the spurious
heat fluxes elsewhere in the system. The clamp temperature is, therefore,
only known to a certain accuracy, ∆Tbase. Because the OBD method pro-
vides a point measurement of the tip rotation, it is not possible to discriminate
rotation induced by a change in flux from one induced by a change in tem-
perature at the clamped end. From Equation (2.9), we find the sensitivity of
tip rotation to a change in the clamp temperature as

∂θ

∂Tbase
(x) = β∆αx. (2.15)

Combined with Equation (2.14) this relation gives the equivalent measured
flux due to a temperature change at the base (x = L) as

∆P̂∆Tbase = ∂P̂

∂θ

∂θ

∂Tbase
∆Tbase = 2G∆Tbase. (2.16)

To minimize the measurement uncertainty due to ∆Tbase, the conductance of
the cantilever and the temperature variation at the clamp have to be mini-
mized. For the latter, a stability of 1 mK has been achieved as is demonstrated
in Section 2.6.

Cantilever vibration due to thermal noise

Brownian motion causes the cantilever to vibrate constantly. The mean am-
plitude of this thermal noise as integrated over all frequencies can be found
using the methodology developed by Butt and Jaschke [19] as√

〈z〉2 =
√

4
3
kBTavg

C
, (2.17)
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where kB is Boltzmann’s constant, Tavg is the average temperature of the
cantilever and C is the equivalent spring constant. When the rotation is
measured at the very tip of the cantilever, the spring constant can be written
as C = 3EI/L3. The bending stiffness EI of a bilayer cantilever [16] is

EI = wt32t1E2E1

12 (t1E1 + t2E2)K1, (2.18)

where K1 is
K1 = 4 + 6h+ 4h2 + E1

E2
h3 + E2

E1

1
h
. (2.19)

In this relation, w refers to the width of the cantilever, ti to the thickness of
layer i, and Ei is the Young’s modulus of the corresponding layer.

The noise-equivalent flux can be found by multiplying this vibration am-
plitude by Equation (2.12):

∆P̂noise = ∂P̂

∂z

√
〈z〉2 = 4G

β∆α

√
kBTavg

EI

1√
L
. (2.20)

Surprisingly, a longer cantilever results in a lower noise-equivalent flux. This
counterintuitive result follows from the competing proportionalities to L:√
ẑ2 ∝ L3/2 in case of the thermal noise amplitude and ∂P

∂z ∝ L−2 in case of
the sensitivity. Combined with Equation (2.5) this yields the proportionality
of ∆P̂noise ∝ L−3/2.

2.3 Modeling the detection system

The motion of the cantilever probe is measured using the OBD method [1].
In this method, the incident beam is reflected (specularly) off the reflective
coating of the cantilever onto a position sensitive detector (PSD). In the in-
strument, a confocal layout [20] is employed for this system. A compact setup
can be realized by using the same optics for the incident and the reflected
light. Because the optics are collimated for the largest part of the optical
path, the larger part of the optics can be kept at ambient conditions and
the light can enter and exit the vacuum vessel via a viewport. The layout is
outlined in Figure 2.5 on page 22.

The incident and reflected beams are separated by using two orthogonal
linear polarization states. When the light from the light sources is linearly
polarized, wave-plates can be used to rotate the polarization. Polarizing
beam splitters are used to separate the incident and the reflected beams. Two
half-wave plates are placed between the beam splitters to control the ratio
of transmitted and reflected light at each beam splitter. Using a quarter
waveplate, the polarization of the incident beam is rotated by 45◦. The
polarization of the reflected light is rotated by another 45◦ to realize the
orthogonal polarization states for the incident and reflected beams.

The incident beam is created by combining the outputs from a stabilized
‘high’ power beam of several milliwatts, and a ‘low’ power beam of several
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microwatts using a 50:50 beam splitter. This provides finer control over the
optical power that is incident on the cantilever probe, than would be possible
using a single diode laser and a single current controller.

To simplify the alignment of the incident beam onto the cantilever, two
45◦ mirrors are used in a Z-fold configuration [21]. Both laser diodes are
fiber-coupled to collimators that are mounted on kinematic tip/tilt stages.
Together with the Z-fold configuration, the beams are aligned so that the
beams are parallel and coincident on the cantilever.

2.3.1 Position sensitive detector

The returning beam is incident onto a Maypa-OPS40 position-sensitive de-
tector, which internally utilizes a beam splitter arrangement to split the beam
onto four separate photo detectors [22]. This avoids the dead gap between
the cells that is common in conventional quad cell detectors and allows for
a high measurement bandwidth. The working principle is schematically de-
picted in Figure 2.6. Because the incident optical power is divided over the
four separate cells A to D, the PSD outputs two potentials Xp and Yp that
relate to the spot position along the two perpendicular directions x and y

Xp = X+ −X− = (B +D)− (A+ C) , (2.21)

Yp = Y + − Y − = (A+B)− (C +D) . (2.22)

To adjust for drift in the optical power, Xp and Yp are normalized by the
total potential I

I = A+B + C +D. (2.23)

Note that this does not correct for changes in the incident power due to shot
noise or speckle noise, but does correct for overall drift and variations in the
power that is incident on the PSD. Any drift in the output power will also
cause the cantilever to deform. The signal drift that results from this cannot
be canceled in this way.

2.3.2 Optical model of the OBD

The incident beam is assumed to have a Gaussian intensity profile. This
is a valid first order approximation for laser diodes operating in the lowest
transverse electromagnetic (TEM00) mode. The intensity profile is in such
case adequately described by f (x, y) as

f (x, y) = PPSD
1

2πσ2 exp
(
−1

2

(
x− x0

σ

)2
)

exp
(
−1

2

(
y − y0

σ

)2
)
, (2.24)

where x0 and y0 are the respective distances from the center of the PSD,
and PPSD is the optical power incident on the detector. This situation is
schematically represented in Figure 2.7. The width of the spot is introduced
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X- X+
Y+

Y-

A B

C D

MaypaOPS Quad cell equivalent

Figure 2.6: The equivalent between the MaypaOPS system and a conventional quad cell
position sensitive photo detector.

x

y

y
0

x
0 integration domain 

for movement along x

Figure 2.7: The spot incident on an equivalent quad cell photo detector. The integration
interval for motion along the x-axis is indicated.

through the standard deviation σ, which is directly related to the full-width
half maximum (FWHM) wFWHM of the beam profile

wFWHM = 2
√

2 ln 2σ ≈ 2.35σ, (2.25)

and the 1/e2 waist diameter w1/e2 as

w1/e2 = 4σ. (2.26)

The remainder of the analysis is constrained to movement solely along
one axis as a representative case. As the spot shifts from the center of the
PSD to the right, the power incident on the right half of the detector is found
through integration,

P+ = PPSD

∞∫
∞

∞∫
0

f (x, y) dxdy = PPSD

2

(
erf
(

x0

σ
√

2

)
+ 1
)
. (2.27)

From Equation (2.21) follows that the output signal of the detector is equal
to

Xp = S
(
2P+ − PPSD

)
= SPPSD erf

(
x0

σ
√

2

)
, (2.28)

where S is the photon sensitivity
(
V W−1). The sensitivity of this signal to

a change in spot location reads

∂Xp

∂x0
= SPPSD

√
2
π

1
σ

exp
(
− x2

0
2σ2

)
. (2.29)
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Figure 2.8: (left) Measured x-position and y-position signals for displacement of the in-
coming laser beam with respect to the entrance pupil of the PSD along the repective axes.
(right) Numerical derivative of said signals show the Gaussian beam profiles.

These relations were verified experimentally by traversing the PSD en-
trance pupil relative to the incident beam along both the horizontal and
vertical axes. The model of Equation (2.28) is fitted to the resulting output
signals, which are plotted in Figure 2.8. Excellent agreement is achieved for
both axes between the data and

Xp = SPPSD erf
(
x0 − δx
σ
√

2

)
+Xp,0, (2.30)

where δx is a shift with respect to the estimated position, and Xp,0 is the
voltage at the starting position. At an incident power of 1.3 mW, the sensi-
tivities S are 689.7 V W−1 and 745.7 V W−1 for displacements of the beam
along the x- and y-axis, respectively. The corresponding beams have stan-
dard deviations of 160.9 µm and 175.4 µm. The extracted beam profile was
checked using a knife-edge that was moved into the beam, while recording
the transmitted optical power using an photodiode [23, 24]. The resulting
beam profile and its numerical derivative are displayed in Figure 2.9. The
standard deviations were found to be 189.7 µm along the horizontal direc-
tion and 201.8 µm along the vertical direction. Both methods show that the
beam is slightly elliptical. These latter values were obtained 20 cm further
down the optical path and the small difference between the two methods can
be explained by non-perfect collimation. The values are in good agreement
with what can be expected from the used combination of fiber and collimator
(maximum output waist of w1/e2 = 0.86 mm).

2.3.3 Propagation of sensitivities through the optical beam deflection
system

In the confocal configuration of the OBD method (Figure 2.10), the reflected
beam is displaced with respect to the incident beam by a distance ∆x as a
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Figure 2.9: (left) Measured power as a function of the relative knife edge position fitted to
an error function. (right) The numerical derivative of the power profile allows the beam
profile to be recovered. The standard deviation of the distribution along the horizontal
axis is 189.7 µm and for the vertical axis is 201.8 µm. The shown distribution is normalized
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Figure 2.10: Schematic path of the OBD laser beam reflecting back from a cantilever
undergoing an angular change ∆θ.

result of a change in the angle of incidence of ∆θ. From the geometry, the
amplitude of this shift is found to be

∆x = fobj tan (2∆θ) ≈ 2∆θfobj, (2.31)

where fobj is the effective focal length of the lens.
When the cantilever rotates, the reflected beam moves across the PSD.

The output signal of the detector due to a change in absorbed flux at the
cantilever tip follows from multiplication of the relevant sensitivities

∂Xp

∂P
= ∂Xp

∂x

∂x

∂θ

∂θ

∂P
(L) . (2.32)

Using Equation (2.29), Equation (2.31) and Equation (2.13), the system sen-
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sitivity can be written as

∂Xp

∂P
=
√

2
π
SPOBD

fobj

σ

β∆αL
G

, (2.33)

assuming that the spot is centered on the PSD. Equation (2.33) can be con-
sidered the system equation, as it relates the output signal directly to the
input flux.

2.4 Sizing the optical beam deflection system

From Equation (2.33) it is clear that the system sensitivity scales with fobj/σ.
It is thus paramount to maximize this ratio within the constraints of the
available hardware. Moreover, for a high signal-to-noise ratio on the PSD,
the power reflected onto the PSD has to be maximized.

We settled on a focal length of 50 mm to provide sufficient working dis-
tance, while keeping ∆x/∆θ sufficiently small to work within the constraints
of 25.4 mm (1 inch) diameter optics. The selected objective lens is a Thorlabs
ACA254-050-A air-spaced achromatic doublet, which has been customized for
use in a high-vacuum environment. The mount is left uncoated/unpainted
and holes are drilled in strategic places to allow air that is trapped in the
mount to evacuate.

The minimum beam waist radius rw of a Gaussian beam is related to
the wavelength λ, the beam diameter db (1/e2), and the focal length of the
objective lens as [25, 26]

2rw = 4λ
π

fobj

db
. (2.34)

Figure 2.11 shows the beam waist diameter for λ = 635 nm and fobj = 50 mm.
It should be noted here that this is a mere theoretical limit for perfect Gaus-
sian beam profiles and diffraction limited optics. In real systems, the achieved
spot size will be larger due to optical aberrations.

Not all light contained in the Gaussian beam will hit the target. The
power incident on a target of radius ra can be written as

P (ra) = P0

(
1− exp

(
−2 r

2
a
r2
w

))
, (2.35)

where P0 is the total power in the beam. This relationship is depicted in
Figure 2.12. Assuming a circular target area on the probe of 10 µm in di-
ameter, these two relations combined result in a required beam diameter of
6.7 mm for 99 % of the power contained in the beam to be incident on the
target. This is a realistic solution for the tuning laser, of which the beam
reflected off the cantilever is of no concern to the OBD system. For this laser
a Thorlabs F810FC-635 fixed focal length collimator is used to achieve this
beam diameter. The performance of the OBD system is, however, negatively
impacted when such a large diameter beam is used on the OBD laser. There-
fore, a beam diameter of 2.1 mm is created by using a Thorlabs CFC-11X-A
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Figure 2.12: Fraction of the incident power of a Gaussian beam passing through a circular
aperture. The target on the cantilever is assumed to be 10 µm in diameter.



28 CHAPTER 2. DESIGNING THE INSTRUMENT

0 5 10 15 20

Beam diameter of collimated beam (mm)

10
0

10
1

10
2

10
3

10
4

D
e

p
th

 o
f 

fo
cu

s 
(μ

m
)

Figure 2.13: Depth of focus as a function of the beam diameter (1/e2) for a focal length of
50 mm and a wavelength of 635 nm.

collimator. In combination with the chosen focal length for the objective lens,
this results in 2rw = 19.3 µm. With a target diameter of 10 µm, 41 % of the
power contained in the beam will be incident on the target.

When allowing the beam diameter to vary within a factor ±
√

2 of the
minimum beam waist, the depth of focus can be defined as

ddof = 8λ
π

(
fobj

db

)2
. (2.36)

Figure 2.13 shows the depth of focus as a function of the beam diameter for
a focal length of 50 mm and a wavelength of 635 nm.

The chosen configuration results in a depth-of-focus of approximately
917 µm for the OBD laser and 90 µm for the power tuning laser, which are
both more than sufficient for the expected out-of-plane motion of the can-
tilever.

2.5 Designing the optical alignment microscope

An optical microscope is integrated in the optical layout in aid of manual
alignment of the lasers and the prism with respect to the cantilever. It is con-
structed from commercial-off-the-shelf components around a simple two-lens
design. Its limited utility renders optical performance of lesser importance
than magnification and cost. Figure 2.5 shows how the alignment microscope
is integrated in the OBD system.

A two-lens system can be described by the thin-lens equation,

1
fk

= 1
si,k

+ 1
so,k

, (2.37)
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where fk is the focal length, si,k is the image distance and so,k is the object
distance of the kth element. The elements are separated by a distance L, such
that

so,2 = L− si,1, (2.38)

In an ideal, infinity-corrected system, the distance L can be disregarded, but
in this case it needs to be taken into account in the relative placement of the
elements. The magnification of each element can be expressed as

mk = − si,k
so,k

= − fk
so,k − fk

, (2.39)

where k = {1, 2}. The distance between the objective lens, element 1, and the
cantilever is slightly larger than its focal length, such that the intermediate
image is ≤ 12.7 mm high. This way it fits within the available aperture of the
optics and vignetting is avoided. The choice of the objective lens is described
in Section 2.4.

The system magnication of a two-lens system is equal to

msys = m1m2 = f1f2

(so,1 − f1) (L− f2)− so,1f1
. (2.40)

When the object is placed at the focal plane of the first lens (so,1 = f1), this
simplifies to

msys = −f2

f1
. (2.41)

A 500 mm lens was selected (Thorlabs AC254-500-A-ML, achromatic doublet)
to achieve a total magnification of 10 times. The image is recorded on a
Thorlabs DCC1545M CMOS camera, that has 1280x1024 pixels on a 6.66 mm
x 5.32 mm sensors. With this combination both the cantilever probe, the laser
spots and the prism edge can be seen as demonstrated in Figure 2.14.

The prism is mounted on a linear stage that allows it to move vertically.
Live feedback from the camera is used to adjust the prism position such that
it is barely in contact with the sphere at the end of the cantilever.
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Figure 2.14: Micrograph from the confocal optical microscope showing the prism front
surface at the top of the image with the the microsphere and the cantilever probe right
underneath it. The image is cropped by approximately 50 % and rotated slightly to correct
for camera tilt.

2.6 Controlling the temperature to milliKelvin stability

The temperatures of the prism and cantilever chip need to be stabilized to
±1 mK to minimize the effects of temperature drift on the measurement. This
level of stability is attained using two separate temperature control systems.

2.6.1 Design of the thermal control system

The temperature control systems consist of a passive and an active part. The
air temperature of the laboratory is stabilized using an air conditioning unit to
a stability of ±1 K. As the measurement is conducted inside a vacuum cham-
ber, the chamber walls isolate the experiment from the ambient air. With
the chamber at ambient pressure, the added thermal mass of the chamber
brings the natural temperature variation at the prism and cantilever down
to approximately ±100 mK, while at a working pressure of ≤ 1× 10−6 mbar
this is further reduced to ±50 mK.

To regulate the temperature of the prism, a miniature heater (343-HEAT-
ER-2x10, Allectra Ltd., United Kingdom) is glued to the backside of the
prism. The prism mount acts as an adequate heat sink. For heating the
cantilever chip a custom silicon nitride heating element (FLE100212, Bach
Resistor Ceramics, GmbH, Germany) is clamped to the cantilever clamp as-
sembly. For both assemblies the temperature is measured as close as possible
to the point of interest using silicon diode sensors (DT670A-SD, Lake Shore
Cryotronics, Inc., United States of America) that are glued in place using
a 0.1 mm thick layer of Araldite AV138M. The sensors are monitored using
a temperature monitor (SIM922, Stanford Research Systems, Inc., United
States of America). This combination provides a measurement resolution of
0.6 mK r.m.s. and an accuracy better than 40 mK around room temperature.
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Figure 2.15: Schematic of the ‘crow bar circuit’ used to prevent overcurrent conditions.

Two bench power supplies (ES 030-5, Delta Elektronika B.V., The Nether-
lands) supply current to the heaters. The power supplies are controlled via
analog programming using the 10 V analog output on the DACS. A 1:9 volt-
age divider scales the programming signal range from 10 V to 1 V to attain
a higher programming resolution. This allows for a maximum output cur-
rent of 1 A. The control software enforces a saturation limit of 300 mA to
prevent the glue layers from overheating. An additional ‘crow bar circuit’
as shown in Figure 2.15 prevents against currents in excess of 350 mA. The
heaters (Rload) are protected against overcurrent and consequently overheat-
ing by Joule heating by latching a silicon-controlled rectifier (SCR) that is
in parallel to the heater. If the voltage drop across Rload and Rtune exceeds
the breakdown voltage of the Zener-diode D1, the silicon-controlled rectifier
(SCR) effectively shorts the connection. If the overcurrent is sustained for
long enough, the fuse will fail. The SCR only resets as soon as all power is
removed from the circuit. The resistance Rlimit limits the current through
the Zener-diode and capacitor C1 prevents inadvertent latching of the SCR
due to noise.

2.6.2 Tuning of the control parameters

The control loops are tuned manually using a step response of a 0.1 A current
to the heaters. The temperature response is fitted to a second order transfer
function with delay:

G (s) =
(

k1

τ1s+ 1 + k2

τ2s+ 1

)
exp (−τds) , (2.42)

where ki are the gains (K s A−2), τi are the corresponding time constants
(s) and τd is the delay (s). This model allows for two coupled masses with
different response rates, and for a delay that is inherently present in systems
where the actuator and the sensor are not co-located. Figure 2.16 shows
these fitted responses and the fitting error. For both control loops, the error
with respect to the model does not exceed 100 mK and is typically lower than
10 mK. The obtained fitting values are listed in Table 2.1. This accuracy is
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Table 2.1: Fitting parameters for open-loop temperature response to a 0.1 A step input at
ambient pressure (p ≈ 1018 mbar), and high vacuum conditions (p = 5× 10−7 mbar).

Controller k1 (K s A−2) k2 (K s A−2) τ1 (s) τ2 (s) τd (s)

Prism, amb. 102.8 190.1 658.1 56.2 7.7
Chip, amb. 124.1 16.8 795.1 7.2 0.4
Prism, vac. 286.9 388.7 2421.7 104.0 5.0
Chip, vac. 548.8 17.1 4984.4 624.9 1.2
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Figure 2.17: Absolute error observed by the temperature controllers after tuning for the
prism assembly and the cantilever mount assembly. At t = 0 the controllers are engaged.
The insets show the settling behaviour in the first few minutes, and the statistics of the
absolute error measured after the ultimate stability of ±1 mK has been achieved. The
prism and cantilever temperatures reach this state after 22.4 min and 8.2 min, respectively.
Results were obtained at ambient pressure.

sufficient for tuning the controllers. Because the heat dissipation is governed
by Joule heating (P ∝ I2), the control output is in terms of I2 instead of I.

The PID controllers were tuned manually using the fitted plant models.
This resulting controller attained a stability of ±1 mK, as demonstrated by
a temperature measurement for 12 h time span. The results of this test are
shown in Figure 2.17. The prism and cantilever mount temperatures achieve
their set point temperatures of 293.7 K and 294.7 K (1 K and 2 K above room
temperature) within 22.4 min and 8.2 min, respectively. The insets show the
statistical distributions of the errors measured from that point forward. Both
controllers exhibit an error with a standard deviation of 0.7 mK, which is in
agreement with the noise of the temperature diodes and temperature monitor.
The stability was replicated at high vacuum conditions using the same control
parameters. Therefore, the same control parameters are used irrespective of
the ambient pressure.
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2.6.3 Online outlier detection and removal

Occassionally (once every 40 000 to 400 000 samples), the data transfer be-
tween the diode monitor and the PC is corrupted. In such an event, a 0 K
reading is received, to which the control loop immediately responds by apply-
ing a high current to the heaters. This causes a large temperature increase
that disrupts the measurement. To prevent this and similar disturbances, a
simple but effective outlier detection and removal algorithm is implemented.
The filter computes the difference between the most recent and the previous
sample, ∆T = Ti − Ti−1, and compares that to the maximum temperature
change that can be physically achieved in the system between two measure-
ments. The filter uses

Ti =
{
Ti if |Ti − Ti−1| ≤ s∆Tmax

Ti−1 if |Ti − Ti−1| > s∆Tmax,
(2.43)

where s ≥ 1 is a safety factor, i is the current instance, and ∆Tmax is the
maximum temperature difference that can be achieved physically between
two measurements. Because the system is passively cooled, there exist two
distinct maxima: the maximum rate of heating and the maximum rate of
cooling. The former is found with the system temperature starting (close
to) ambient temperature, while maximum power is applied to the heater.
The latter is found with the system (close to) its maximum temperature and
with no heater power applied. Logic can be added to the filter to distinguish
between those two cases. However, to keep the implementation in Labview
simple, the absolute maximum change is used:

∆Tmax = max
{∣∣dT

dt ∆t
∣∣ for T = Tmin, P = Pmax∣∣dT

dt ∆t
∣∣ for T = Tmax, P = Pmin.

(2.44)

The safety factor s is included to account for uncertainty in the found max-
imum temperature changes, and only needs to be marginally larger than 1.
The outlier filter can be manually enabled as soon as a stable temperature is
reached.

2.7 Designing and characterizing the vacuum system

At ambient pressure and temperature, the contribution of radiative heat
transfer is orders of magnitude smaller than those of conduction and con-
vection. In order to measure the radiative heat transfer component, the
others are strongly attenuated by lowering the pressure. In this section, the
required operational pressure is estimated using an analytical model for gas
conduction and limits imposed by vapor condensation. The realized vacuum
system and its performance are discussed at the end of this section.
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2.7.1 Modeling the heat transfer across the gap

The total amount of heat transferred across the gap between the microsphere
and the prism is the combination of radiation, convection and conduction.
The efficiency at which gas molecules can collide and transfer thermal energy
from one surface to the other, is determined by the distance the molecules
have to travel (the gap between microsphere and prism), and the gas pressure.
This problem spans multiple length scales and requires intensive computa-
tions. However, an analytical multi-scale model describing the heat trans-
ferred through the gas layer was presented by Masters et al. [27].

According to Masters et al. , the effective heat transfer coefficient k̄ of
a continuum gas bounded by two parallel surfaces that are maintained at
temperatures TL and TH, respectively, can be effectively estimated as:

k̄ = 15 (9γ − 5) kB

126d2

√
kBTeff,c

πm
. (2.45)

In this relation, the specific heat ratio γ = cp/cv is the ratio of the specific
heat at constant pressure to the specific heat at constant volume (γ = 1.4
for air), kB is Boltzmann’s constant, Teff,c = (TH + TL) /2 is the average
temperature, d is the effective hard shell diameter of the molecule (≈ 0.3 nm
for air) and m is the effective molecular mass (28.97 g mol−1 for air [28]).
At the considered length scales of nanometer- and micrometer-sized gaps,
this formulation can be adapted to take into account the molecular flow and
transitional flow regimes and reads

keff = k̄

λ

(
1
λ

+ C

λ

)−1
, (2.46)

where λ is the mean free-path length of the gas and scaling parameter C is
given by

C =
15π
√

2 (9γ − 5) (γ − 1)
√
TH + TL

(√
TH +

√
TL
)

128α (γ + 1)
√
THTL

. (2.47)

The mean free-path length λ for a simple gas of hard-sphere molecules is
given as

λ = 1√
2πd2n

, (2.48)

with n = P/ (kBeff,c) the number density at pressure P . As this model
needs to take into account molecular flow, the parameter α is introduced
to describe the accommodation of the walls, in which α = 1 represents a
fully accommodated wall [29, 30]. Using this model, the total flux via gas
conduction is expressed as

Qc = keff
TH − TL

g
, (2.49)
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Figure 2.18: Ratio of heat transfer through gas conduction to radiative heat transfer. The
model considers two parallel plates with the cold plate set at 293 K. The hot plate is set
at 10 K, 100 K and 1000 K above that. The intermediate gas is assumed to be air that is
represented using a hard-sphere model using an effective atom radius of 0.3 nm, effective
molecular mass of 28.97 g mol−1 and a wall accommodation α = 1. For radiation only
far-field black-body components are taken into account.

where g is the width of the gap.
The total radiative component Qr is estimated under the assumption that

both surfaces behave as ideal black-body radiators as

Qr = σB
(
T 4

H − T 4
L
)
, (2.50)

where σB is Stefan’s constant. This does not take into account the near-field
contributions that are expected to increase the heat flow, and can therefore
be considered a realistic lower limit for the expected radiative component.
Even though grey bodies would emit less radiation, realistic values of the
emissivities for silica, would only reduce this by 15 %. This is sufficiently
accurate to determine the required vacuum regime.

The ratio of flux via gas conduction to flux via radiation is plotted in
Figure 2.18. Therein the cold plate is set at 293 K and the hot plate at
respectively 10 K, 100 K and 1000 K above that. At an operational pressure of
1× 10−6 mbar and a temperature difference of 10 K, gas conduction accounts
for less than 20 ppm. At a pressure of 1× 10−7 mbar, this drops to ≈ 2 ppm.

2.7.2 Vapor condensation in small gaps

Capillary condensation in small gaps puts a second limit on the operational
pressure. When a small gap is created, water vapor can condensate and
bridge the space by forming a meniscus. The formation of such a meniscus
has to be avoided to prevent strong capillary forces from influencing the de-
flection of the probe and to prevent a thermally conductive path of liquid
from forming between the probe and the sample. Atomic force microscopy
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Figure 2.19: Vacuum system on top of its support structure, with ion getter pump (in red)
and gate valve visible.

studies on condensation of water vapor in micrometer and nanometer sized
gaps by Rozhok et al. [31] have shown that lowering the relative humidity
to 0% is not sufficient to prevent a water meniscus from forming. Only at
pressures of ≤ 2.8× 10−7 Pa no meniscus was formed. Taking this in consid-
eration an operational pressure of 1× 10−7 Pa (1× 10−9 mbar) is required to
achieve sub-10 nm gaps. However, the roughness of the microspheres limits
the minimum achievable gap size to roughly 20 nm. Therefore, a pressure of
1× 10−9 mbar is deemed unnecessarily low.

2.7.3 Vacuum system and performance

The vacuum chamber measures 318 mm in inner diameter and 264 mm in
height. The top-hat design, as shown in Figure 2.19, features a window on
the top for the total-internal reflection microscope and a window on the side
for the optical beam deflection system. The pumps are suspended from the
bottom flange, as are the electrical and optical feedthroughs. The bottom
flange also serves as the support for the rest of the vacuum setup.

The vacuum system uses a Vacuubrand MD-4-NT diaphragm pump to
reach a coarse vacuum pressure of 1 mbar. In conjunction with a Pfeiffer
TMU-071-P turbomolecular pump, an operational pressure of 1× 10−6 mbar
is achieved. A SAES HV 200 ion getter pump is used as a final pump stage to
reach an absolute pressure of 5× 10−7 mbar, as shown in Figure 2.20. Both
the turbomolecular pump and the ion getter pump can each be locked behind
gate valves to seal the vacuum chamber. During the heat transfer measure-
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Figure 2.20: Pump down characteristics of the vacuum systems. A pressure of 1 mbar is
achieved with the diaphragm pump after roughly 9 min. Once the turbopump starts, the
pressure drops to 1× 10−6 mbar after approximately 17 h. The ion getter pump allows to
reach an operational pressure of 5× 10−7 mbar.

ments, the turbomolecular pump is sealed off and shut down to minimize
the mechanical vibrations that are induced by the pumping action. During
the experiment, the ion getter pump is used to keep the operational pres-
sure below 1× 10−6 mbar. Figure 2.21 shows the pressure as a function of
time for this scenario. Sealing off the turbomolecular pump is followed by a
rapid increase in pressure to roughly 7.4× 10−7 mbar, after which the pres-
sure increases almost linearly at a rate of 0.36× 10−7 mbar h−1. At this rate,
the turbomolecular pump can remain inactive for over 7 h by first order ap-
proximation, which is more than the 3 h needed to measure the heat transfer
between the probe and the sample at a displacement rate of 0.5 nm s−1 and
a full stroke of 5 µm.

Switching off the diaphragm pump and turbopump reduces the noise floor
by more than a factor of 2 as shown in Figure 2.22. The noise floor was
measured with the laser of the optical beam deflection system focused on the
chip that holds the probes. In both cases, i.e. mechanical pumps on and off,
the output signal of the position sensitive detector was measured at a rate
of 200 kSamples/s for more than 100 s. The shown spectra are the average
of 50 spectra obtained from 50 sections of the complete time series. Besides
an overall lower noise level, switching off the mechanical pumps also removes
resonance peaks between 10 Hz and 200 Hz.

2.7.4 Operational pressure

The operational pressure was selected as ≤ 1× 10−6 mbar, to minimize the
contribution of heat transfer through the gas layer. Better vacuum conditions
were considered unnecessary, because the surface roughness of the available
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microspheres severely restricts reliable measurement of the heat transfer at
probe-sample separations smaller than 20 nm.
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Figure 2.21: Evolution of pressure with time with the turbomolecular pump locked off and
the ion getter pump working against the leaks. A pressure of ≤ 1× 10−6 mbar can be
maintained for ≥ 3 h. After 3 h the pump is reactivated and the pressure drops again.
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of the signals (corrected for mean offset). The shown spectra are the average of 50 spectra
obtained from 50 sections of the complete time series.
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2.8 Optical noise and drift

The laser beams used to measure the rotation of the cantilever tip and to
correct its temperature exhibit noise and drift in their intensities. In this
section, the intensity noise and drift are analyzed and measured.

2.8.1 Performance bounds from current-driver

The laser controller introduces intensity noise through noise in the drive cur-
rent it supplies to the laser diode. The manufacturer characterizes the noise
of the drive current as a sum of its components: the noise without ripple (root
mean square (r.m.s.) value over a band of 10 Hz to 10 MHz), ripple (r.m.s.
at 50/60 Hz), current transients caused by the processor, current transients
caused by other processes and short-term fluctuations [32]. The last group
is neglected in the analysis, as the manufacturer has confirmed upon inquiry
that these are not present during continuous operation [33] and only man-
ifest during warm-up. The noise of the optical intensity that is eventually
used for heating the cantilever is calculated using the slope efficiency of the
laser diode and the absorptance of the cantilever. The contributions of the
individual components is detailed in Table 2.2.

This calculation predicts a fluctuation of 180 nW r.m.s. in the power
absorbed by the cantilever. As will be shown, we have measured considerably
lower variations in the optical power.

2.8.2 Relative intensity noise

Light amplification by stimulated emission of radiation is an inherently
stochastic process. When a laser diode is operated at an electric current
below the lasing threshold, the larger part of the emitted radiation is from
random emission. Above the threshold, stimulated emission quickly leads
to a cascade of stimulated radiation. As most of the emitted photons
are in phase and do not destructively interfere with each other, intensity
fluctuations are suppressed. Although the process itself becomes less noisy,

Table 2.2: Calculation of the laser controller induced noise intensity fluctuations.

Component Value Unit

Ripple 8.0 × 10−7 A, r.m.s.
Noise w/o ripple 1.0 × 10−6 A, r.m.s.
Transients (processor) 1 × 10−5 A, r.m.s.
Root square sum 1.0 × 10−5 A
Slope efficiency 0.20 W A−1

Intensity noise 2.0 × 10−6 W
Absorptance of cantilever 0.09a -
Power absorbed by cantilever 1.8 × 10−7 W
a For an aluminium-coated silicon nitride cantilever.
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temporal variations of the cavity length and optical feedback are causes for
an increased intensity noise.

The optical intensity noise in our system was measured using a method
that is similar to the ones proposed by Shi et al. [34] and by the Agilent
corporation [35]. The laser diode was coupled to a high speed photo diode
(New Focus 1006) through a single mode fiber. The signal of the photo diode
was probed by a performance spectrum analyzer (PSA, Agilent E4446A) after
passing through a 26 dB broadband amplifier (Miteq JS-3-01001800-29-5A).
For the reader’s reference, a schematic representation of the described setup
is given in Figure 2.23. The relative intensity noise (RIN) is then determined
as the ratio of the noise power spectral density n (ω) to the average power
dissipated in the spectrum analyzer input PDC.

To obtain the noise power spectral density, the background signal B (ω) is
subtracted from the measured noise power S (ω). The result is consecutively
scaled by the amplifier gain G and normalized by the corresponding resolution
bandwidth ∆ω of the power spectral density,

n (ω) = S (ω)−B (ω)
G∆ω . (2.51)

The background signal is obtained by measuring the noise power with all
equipment switched on except for the laser diode and the signal generator.
This allows for correction of the measurement data for systematic offsets
and other sources of noise, that are introduced by the environment or the
measurement equipment.

The average dissipated power cannot be measured using the PSA and is
instead determined in a separate measurement of the voltage drop Vout over
a 50 Ω resistor R. The resistor takes the place of the combination of the
PSA and amplifier. By matching the impedance of these devices, it mimics
the relevant electrical response and minimizes spurious reflections of the RF
signal. The average power dissipated in the resistor is easily determined as
PDC =

〈
V 2

out
〉
/R.

This leaves the RIN to be expressed as
∆I (ω)
I

= n (ω)R
〈V 2

out〉
. (2.52)

To translate from relative fluctuations to absolute optical power fluctuations,
the RIN is multiplied by the average optical power, which is known through
calibration using an optical power meter. This means that the absolute opti-
cal power fluctuations can be expressed as

∆Popt (ω) = ∆I (ω)
I

Popt. (2.53)

The root mean square intensity noise for a given bandwidth ω̃ is obtained via

∆Popt, RMS =
ω̃∫

0

∆Popt (ω) dω. (2.54)
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Figure 2.23: Schematic of the experimental setup that is used to measure the relative
intensity noise. The light is coupled from the laser diode into a single-mode fiber (SMF)
and directly into the photo diode. The electrical output signal of the photo diode is then
passed into a radio frequency (RF) amplifier and into the spectrum analyzer (high frequency
content). The average signal amplitude is measured by disconnecting the amplifier and
spectrum analyzer, and terminating the output of the photo diode by a 50 Ω resistor. The
resulting voltage drop over the resistor is measured using a data acquisition system.
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Figure 2.24: Measured root mean square optical noise as function of the bandwidth. At
all tested power levels the noise remains below 10 nW r.m.s.

This results in a conservative root mean square (r.m.s.) intensity noise
of ≤ 10 nW for a 100 kHz bandwidth, or approximately 0.9 nW in absorbed
power. The results are shown in Figure 2.24. This number includes the
noise introduced by the controller and is considerably more favorable than
the estimated worst-case 180 nW. An attempt to further reduce the relative
intensity noise using high frequency injection in the laser diode was aban-
doned. This method and its limited utility for existing systems are discussed
in Appendix D.

Power fluctuations that occur at time scales much shorter than the thermal
response time of the microsphere or of the cantilever probe are effectively
filtered out. As discussed in more detail in Chapter 4, the thermal response
time of the probe is typically below 10 kHz.
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Figure 2.25: Optical output power of the laser diode as function of diode temperature
with the diode driver operating in constant current mode. The driving current was kept
constant at 45 mA and 79 mA, respectively. The corresponding temperature coefficients
are −0.14 mW K−1 and −0.12 mW K−1.

2.8.3 Temperature coefficient

The optical power produced by the laser diode depends on the diode tem-
perature as shown in Figure 2.25 for drive currents of 45 mA (slightly above
the threshold current) and 79 mA (slightly under the maximum current).
The temperature coefficient is only slightly dependent on the drive current,
and was estimated to be −0.12 mW K−1 to −0.14 mW K−1. At the same
time, the intensity noise also varies with the diode temperature as depicted
in Figure 2.26. To minimize signal drift of the laser diode, its temperature
is stabilized to within 1 mK from the reference temperature of 20 ◦C by a
thermo-electric heater in the diode mount (Thorlabs LM9LP) and a temper-
ature controller (Thorlabs TED8020). This puts a bound of 0.14 µW on the
power variation of the laser, and approximately 13 nW in the absorbed power
due to temperature variations of the laser diode.

2.8.4 Laser intensity drift

Besides the power variation due to noise, the power also slowly drifts in time.
We measured the drift of both the read-out laser (high power, slope efficiency
of 0.45 W A−1) and the tuning laser (low power, actuated, slope efficiency of
0.18 W A−1) using a Newport 1936-R power meter and the Newport 918D-
UV-OD3 sensor with its optical attenuator in place. The results of these
measurements are shown in Figure 2.27, in which each point is the average
of 100 samples taken at a rate of 1 kHz. The standard deviation per point
is at most 3 nW. The measurements were taken in the assembled system
of Figure 2.5 at the location of the first beam stop (near the 50:50 beam
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Figure 2.26: Intensity noise of laser diode as function of diode temperature measured over
a 4 GHz bandwidth. The driving current was kept constant at 45 mA.

splitter). For the read-out laser, a mean power 3.2 mW was measured with
a peak-to-peak variation of 3.7 µW in constant current mode, and 4.1 µW in
constant power mode. Similarly, for the tuning laser we registered a mean
power of 1.2 mW with a peak-to-peak variation of 2.0 µW in constant current
mode, and 2.1 µW in constant power mode. Surprisingly, perhaps, there is
little difference between running the diodes in constant current mode or in
constant power mode. In constant power mode, an integrated photodiode is
used to measure the output power of the laser diode so that it can be actively
controlled–in this case to little effect. The control parameters are set by the
manufacturer and cannot be tuned. Performance may be better with other
laser diodes.

The amplitude of these drifts cannot be explained by a drift in the tem-
perature of the laser diode (±1 mK), a drift in the applied current (≤ 0.5 µW
over 60 min), or by digitization effects in the current driver (1.5 µA). Their
added effects do only account for 0.5 µW and 1.0 µW drift amplitudes for
the tune laser and read-out laser, respectively. Figure 2.30 shows the inher-
ent drift of the optical power meter, which depends on the set measurement
range. At the set range of 6.941 mW, the drift amplitude of the power meter
does not exceed 0.69 µW and can thus also not explain the measured drift
amplitudes. The cause of the measured drift in laser intensity is, therefore,
currently unknown.
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2.9 Electronic noise and drift

In addition to optical noise introduced via the laser diodes, additional noise
and drift are introduced into the measurement signal through the position
sensitive detector and read-out electronics. In this section, these sources are
further analyzed.

2.9.1 Detector noise and drift

For the optical beam deflection method, a Maypa OPS-40 is used as the
position sensitive detector. The sensitivity of its output signal Xp to changes
in the power absorbed P by the cantilever is expressed in Equation (2.33):

∂Xp

∂P
=
√

2
π
SPOBD

fobj

σ

β∆αL
G

.

The output signal of the PSD can be written as the sum of the following
contributions

Xp (t) = Xp0 + ∂Xp

∂P
(∆PHT (t) + α∆PLD (t)) + Sη∆PLD (t) + ∆Xp1 (t) ,

(2.55)
where Xp0 is the offset of the signal, ∆PHT is the amount of heat absorbed by
the probe due to heat transfer with the sample, α is the absorption coefficient
of the probe for the incident light, ∆PLD is the change in the incident power,
S is the sensitivity of the PSD for changes in incident power, η is the efficiency
of the optical path from the laser diode to the PSD and ∆Xp1 is a catch-all
term for non-optical contributions to the signal (e.g., thermal drift or drift
due to movement of the PSD itself). The offset can be removed by measuring
Xp when the probe is far removed from the sample. The absorption α and
the efficiency of the optical path η can be determined using the method
described in Appendix B. If an optical power meter is included in the system,
the effects of the laser power drifting can be compensated for. The last
remaining term, ∆Xp1 (t) contains components of electronic drift and noise
and thermo-mechanical effects that can cause the optical beam to move with
respect to the PSD.

According to the specification, the used sensor exhibits an electronic noise
of 200 µV r.m.s. for an incident power on the detector plane of 1 mW. The
equivalent noise in the flux measurement due to electronic noise on the de-
tector output ∆P̂PSD reads

∆P̂PSD = ∂P

∂Xp
∆Xp. (2.56)

Using the design parameters this equates to 1.6× 10−11 W.
To confirm this noise level experimentally, the beam of a 635 nm wave-

length semiconductor laser is split using a 50:50 beam splitter. The power of
one of the resulting beams is measured using an optical power meter, whilst
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Figure 2.28: Calibration curves for this specific beam alignment on the OPS.
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Figure 2.29: Standard deviation of the measured output signals of the OPS for 1000 sam-
ples at 200 kHz as function of the incident optical power.

the other one is incident on the PSD. The PSD signals resulting from this,
xpos, xint, ypos and yint, are sampled at 200 kHz for a total of 1000 samples
per channel. Figure 2.28 shows the calibration curves of the average output
signals of the PSD as a function of the incident optical power. Similarly, the
standard deviation of each trace is shown in Figure 2.29. The noise clearly
drops with higher input power.

Interestingly, the noise of each channel varies with the incident power
and cannot be explained with the intensity noise of the laser. As shown in
Figure 2.24, the intensity noise does not exceed 6 nW at the used measurement
bandwidth. Using the calibration of Figure 2.28, this translates into an output
voltage fluctuation of at most 7 µV, which is close to three orders of magnitude
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smaller than the measured values.
The drift of the OPS signals over time can be partially explained by drift

of the optical power. Figure 2.33 shows that the intensity signals xint and yint
correlate well with the measured drift in laser power with Pearson correlation
coefficients of 0.76 in both cases and Spearman correlation coefficients of 0.72
and 0.73, respectively. The correlations of position signals xpos and ypos with
the measured power drift is much weaker. For these signals, the Pearson
correlation coefficients are 0.15 and 0.29, respectively, while the Spearman
correlation coefficients are 0.16 and 0.29.

The poor correlation between the position signals (xpos and ypos) and the
laser power indicates that other (currently unidentified) sources dominate the
drift.

Power meter drift

To explore whether the measured differences can be explained by uncertainties
in the measurement equipment, the drift of the power meter was investigated
separately. The optical power meter (Newport 1936-R with 918D-UV-OD3
sensor) has an uncertainty of 0.2 % in the measured power and 2 % in the
sensor current. The latter is dominated by temperature effects, which are
compensated for in the power meter within the calibration limits. The manu-
facturer does not specify the drift characteristics or how the total uncertainty
is built up. At 1 mW laser power, a 0.2 % uncertainty equates to 2 µW ab-
solute uncertainty. To exclude the possibility of the measured drifts to be
solely traced to drift of the power meter, the drift of the power meter was
measured in a darkened room and for several measurement ranges. Fig-
ure 2.30 shows how the peak-to-peak amplitudes of the drift varies with the
measurement range. With an incident power of 1.3 mW, the power meter
signals vary 2.0 µW and 2.3 µW peak-to-peak for measurement ranges set to
6.941 mW and 69.41 mW, respectively. Because the measured drift ampli-
tudes are nearly independent from the measurement range, we conclude that
the measured drifts can be attributed to drifts in the optical power, rather
than to drift of the power meter.

Normalization of the position signal

Because the output of the OPS depends on the incident power, the position
signals are normalized with the sum of the four photodiodes. At zero incident
power, however, a small offset of approximately 10 mV exists, that causes
errors in the normalization. Figure 2.32.a shows how the normalized position
signal changes with a change in incident power. The resulting estimated
position clearly approaches a limit value, as the relative contributions of the
offsets diminish. This error needs to be removed through calibration to reduce
the error to approximately 1 %. The relative error is determined with respect
to the limit value, and is depicted in Figure 2.32.b.
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Figure 2.31: Measured drift in power meter signal with an incident beam of 1.3 mW
average optical power for two settings of the measurement range. The peak-to-peak drifts
are 2.0 µW and 2.3 µW for the 6.941 mW and 69.41 mW measurement ranges, respectively.

2.9.2 Data acquisition noise

The signal of the position sensitive detector is acquired and digitized using
a National Instruments PCI-6251 system. To match the maximum output
voltage of the detector the input range is set to ±10 V. Using the 16 bit
discretization a resolution of 20/216 = 3.1× 10−4 V is obtained. According
to the specification of the data acquisition system [36], the system exhibits a
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Table 2.3: Calculation of the data acquisition induced noise for a NI PCI 6251 system.

Component Value Unit

Random noise at full scale 2.8 × 10−4 V, r.m.s., 1σ
Random noise at full scale 8.4 × 10−4 V, r.m.s., 3σ
∂Xp

∂P
1.26 × 107 V W−1

Equivalent noise 6.64 × 10−11 W
Resolution 3.1 × 10−4 V
Equivalent resolution 2.41 × 10−11 W

random noise of 280 µV (r.m.s., 1 standard deviation). Combined with the de-
tection sensitivity of the detector (change in output voltage due to a supplied
heat flux at the cantilever), these can be translated into equivalent uncer-
tainties for the flux uncertainty. This calculation is worked out in Table 2.3.
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3. Total Internal Reflection Microscopy for
Distance Measurement

The intent of the experiments is to measure near-field heat flux as a func-
tion of distance and eventually use heat flux to measure the separation be-
tween the probe and the sample. For both applications it is important that
the separation between the probe and the sample is measured independently
from the heat flux. In the first instance, it allows for a direct comparison
with theorical models that describe near-field radiative heat transfer. In the
second instance, it serves as a calibrated reference that the new separation
sensor can be compared to.

For sub-micrometer separations, the distance between the probe and
the sample can be determined using Total Internal Reflection Microscopy
(TIRM). This method has been used since 1987 [1] to measure the separation

Title photo: overview photo of the internals of the instrument with the TIRM laser
on the left, the prism in the center and the beam block in the top right corner. Photo by
Rogier Bos, courtesy of TNO.
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between a microsphere and a flat surface in particular. The implementation
of this method is, however, not without its challenges as is demonstrated
in this chapter. We were unsuccesful in realizing a working TIRM setup
in the available time. Therefore, this chapter focuses on the advantages
and disadvantages of four potential architectures and the challenges of their
implementation.

3.1 Determining separation using scattered near-field radiation

In TIRM, the prism is illuminated from the backside at an angle greater than
the critical angle such that the incident light is totally reflected from the glass-
to-vacuum interface as depicted in Figure 3.1. This causes an evanescent field
to exist on the opposite side of this interface. When a scatterer is brought into
the field, the evanescent field is scattered into the far-field and can be detected
there. The intensity of the scattered light I scales with the separation z as
[2]

I (z) = I0 exp
(
−z
δ

)
, (3.1)

where I0 is the intensity at zero separation and δ is the characteristic pene-
tration depth,

δ = λ

4πn1

√(
n0
n1

sin θ
)2
− 1

. (3.2)

The penetration depth and the critical angle depend on the refractive indices
of the materials at both sides of the interface n0 and n1. On the side of
the incident beam, the material is silicon dioxide for which n0 = 1.4563 at
a wavelength of λ = 658 nm and a mean temperature of 20 ◦C [3]. On the
other side there is a vacuum for which n1 = 1. For this combination of
materials, θcr = arcsin (n1/n0) = 43.37◦. Figure 3.2 shows the penetration
depth as a function of the incident angle. For a wavelength of 658 nm, δ
reaches a minimum value of 50 nm at grazing incidence, whereas values of
several micrometers are possible when the angle of incidence is very close to
the critical angle.

In the instrument the angle of incidence can be tuned manually using a
Standa 7R128V rotation stage, which has a readability of 1◦ and a listed
sensitivity of 0.5′ (assuming that the knob can be turned in steps of 3◦ accu-
rate). In practice, this implies that characteristic penetration depths between
260 nm and 900 nm can reasonably be achieved.

3.1.1 Attainable resolution and range of the TIRM system

The light that is scattered in the interaction of the microsphere and the
evanescent field is measured using a photodetector. If the output potential of
the photodetector is linear with the intensity of the collected light (and has
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Figure 3.1: Geometry of the incident and reflected beams in the total internal reflection
microscope. The incident beam is reflected off the first interface. The refracted light is
incident on the glass-to-vacuum interface under total internal reflection and leaves the
prism and lands on a beam block.
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Figure 3.2: Normalized characteristic penetration depth of the evanescent field that is
caused by total internal reflection of light on a silica-to-vacuum interface.

no offset at zero incident light), the output potential of the photodetector
UPD can be written as

UPD = Ucontact exp
(
−z
δ

)
, (3.3)

where Ucontact is the maximum output signal that is associated with contact
between the sphere and the prism.

In the absence of noise, the resolution in the distance measured with the
TIRM system reads

∆z = ∆U
(
∂UPD

∂z

)−1
= −δ ∆U

Ucontact
exp

(z
δ

)
, (3.4)
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where ∆U = Urange/2nbits using an analog-to-digital converter (ADC). The
ultimate resolution is attained at contact (zero distance) and reads

∆zult = δ
∆U

Ucontact
. (3.5)

The maximum distance at which the sphere can be detected is defined for
UPD ≤ ∆U . It is easily worked out that this happens at

zult = −δ ln
(

∆U
Ucontact

)
. (3.6)

At this distance, however, the resolution ∆z = δ, which is not useful for
the design of the system. Instead, a more useful measure of full-range is the
distance at which the resolution exceeds l∆zult, where l is an arbitrary value
larger than 0,

zmax = δ ln (l) . (3.7)

We have chosen a doubling of the resolution as a measure of the range, so
that l = 2 and zmax ≈ 0.69δ.

To put these relations into perspective, four examples have been plotted
in Figure 3.3 for the combinations of two typical ADCs with 12 bit and 16 bit
resolution, respectively, with penetration depths of 50 nm at grazing incidence
and 900 nm at angles of incidence close to the critical angle. Assuming an
output voltage of 1.45 V at contact, a 16 bit ADC at a total range of 10 V
and a decay length of 900 nm, an ultimate resolution of 0.1 nm is expected at
a maximum sensitivity of 1.6 mV nm−1.

To achieve this level of performance, the intensity of the scattered field has
to be tuned and the means of detection have to be chosen. In the following
section four architectures for the TIRM are compared.
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Figure 3.3: Resolution as function of separation distance and characteristic penetration
depth. The circles indicate the range for which ∆z ≤ 2∆zult. The squares mark the
largest distance that can be detected. The shown limits are valid for a wavelength of
658 nm and an ADC range of ±5 V with a 5 % overrange.

3.2 Four architectures for capturing the scattered light

In the interaction of the sphere with the evanescent field, light is scattered in
multiple directions. It is important to note here, that the scattering pattern
differs from the scattering pattern caused by far-field radiation. The exact
scattering behavior is determined by the size of the scatterer a relative to the
wavelength λ of the light. In this case, the radius of the microsphere is used
to characterize the size of the scatterer. This behavior can be categorized into
roughly three domains that are separated by the values for the dimensionless
parameter x = 2πa/λ. For x � 1 or x ≈ 1 the scattering is called Rayleigh
and Mie scattering, respectively, and depends strongly on the wavelength
and the particle size. For x � 1 the scattering is called geometric and is
governed by the projected area of the scatterer. The microspheres used in
this setup are of size a ≈ 10 µm. With a wavelength of λ = 658 nm, parameter
x is approximately 95, placing the scattering well in the geometric scattering
regime.

It is important to note that in the geometric scattering regime, multiple
reflections between the scatterer and the prism can lead to a deviation from
the assumed intensity profile of Equation (3.1). This was noticed in both the
forward scattering architectures [4–6] and back-scattering architectures [2].
McKee et al. [2] showed that in the back-scattered direction, the collected
intensity as a function of separation Ibsc (z) can be approximated well by the
sum of two exponentials

Ibsc (z) = I0 exp
(
− z

δ0

)
− I1 exp

(
− z

δ1

)
, (3.8)
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where I0 and I1 are two fitting parameters that represent the contributions
at contact and δ0 and δ1 are the decay lengths.

Bekshaev et al. [7] calculated the scattering pattern for the scattering
of evanescent fields for all three domains and showed that for x � 1, the
scattered field is strongly asymmetric in shape. In the far-field irradiance, a
strong peak of scattered intensity exists in the forward scattering direction
(along the cantilever length). The presence of the cantilever and its clamp,
however, make this poorly accessible for detection. An architecture to mea-
sure the forward scattered radiation is presented in Section 3.2.4. Unlike the
well-known scattering of propagating waves, a strong back-scattering compo-
nent is also present. This direction can be accessed via the top side of the
prism, as is discussed in Section 3.2.2. Light is also scattered to the sides.
Detection of the scattered field perpendicular to the incident beam is possible
by reusing the optics of the OBD system. This is described in Section 3.2.3.
In the last of the four architectures, the scattered radiation is detected along
the direction of the specularly reflected light. Section 3.2.5 discusses how
scattered intensity can be measured from this direction.

3.2.1 The light source and the prism

All the system layouts below require a light source and a sample that is
illuminated at total internal reflection. All layouts have the same illumination
method with a wavelength of 658 nm and all use the same prism. Moreover,
all layouts use a bandpass filter with a center wavelength of 660 nm and a
bandwidth of 20 nm to isolate the TIRM light from the OBD, that operates
at a wavelength of 635 nm.

The light emitted by a diode laser operating at a wavelength of 658 nm
is coupled into a fiber and brought into the vacuum system via a vacuum-
compatible optical fiber. The light is then collimated to a 2 mm beam and
reflected off the glass-to-vacuum interface of the prism. The reflected light
is blocked by a beam block, which is covered with a low-outgassing, space-
qualified Acktar Vacuum-Black sheet, which has a hemispherical reflectance
of approximately 1 % at 658 nm. This minimizes the amount of stray light
that is scattered into the vacuum vessel.

The photodetector is a photo-multiplier tube (PMT) with integrated high
voltage-electronics circuits. For this the Hamamatsu H11902-20 was se-
lected with an adjustable gain, that reaches a maximum at approximately
300 V nW−1 at a wavelength of 658 nm.

3.2.2 Detection from the back-scattering direction

The back-scattered light can be detected from the top side of the prism. A
collecting lens is placed right above the prism and the microsphere. A second
lens focuses the collected light onto a photomultiplier module as depicted
schematically in Figure 3.4. It allows for a large collection angle, which is
mainly limited by the diameter of the optics and the space occupied by the
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Figure 3.4: The scattered field can be collected from the same side as the incident beam.

prism. This architecture was succesfully used by McKee et al. [2]. It was used
in favor of the more conventional detection of forward scattered radiation,
because the presence of an atomic force microscopy probe prohibited detection
from this direction.

This scheme was initially adopted in the instrument for its simplicity.
Unfortunately, its proper functioning is impeded by the light that is scattered
from the “rough” surface of the prism (see Section 6.4 for details on the
roughness). Experiments show that without mitigation the scattering from
the prism itself is strong enough to saturate the photodetector and effectively
drown out the TIRM signal.

Reducing the surface scattering through polishing

The scattering from the rough surface can be minimized by further polishing
the prism surface. As shown in Chapter 6, the roughness of the prism is
≤ 2 nm r.m.s. with peaks at 0.8 nm and 1.2 nm. The effect of polishing can
be estimated using the simple relations presented by Bennet and Porteus [8],
that allow the reflectivity of a surface R to be expressed as

R ≈ R0 exp
(
−4πσ2

λ2

)
, (3.9)

as a function of the ideal reflectivity R0, the r.m.s. roughness σ and wave-
length λ. Under the assumption that the difference between R and R0 can
solely be attributed to the scattering due to the roughness, the fraction of
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(a) (b)

Figure 3.5: Preliminary tests of scattering from the prism surface in (a) unpolarized light
and (b) p-polarized light show that the scattering from the prism surface can be significantly
reduced by switching from unpolarized light to p-polarization.

light that is scattered S can be written as

S = R0

(
1− exp

(
−4πσ2

λ2

))
. (3.10)

At λ = 658 nm, a reduction of σ from 2 nm r.m.s. to a realistic 0.7 nm r.m.s
yields a decrease in the scattering due to roughness by a factor of ≈ 8.2.
When polished to a roughness of 0.2 nm r.m.s., this reduction increases to a
factor ≈ 100, at which S ≈ 1.16× 10−6. The latter option comes at great
expense and effort and is considered unrealistic for practical application in
this setup.

Reducing the surface scattering through polarization

The scattering of the surface prism is reduced by polarizing the illumination
to p-polarization. Because the scattering of micron-sized spherical particles is
mainly polarization-conserving - in contrast to the scattering of the scratches
in the prism surface - a second polarizer can be placed in front of the photo-
detector to act as an analyzer. In this way the system can be biased to detect
only the polarization-conserving part of the scattering [9].

Preliminary tests, in which the illuminated area of the prism was imaged
onto a camera, show that the scattering of the prism surface is significantly
reduced by switching to p-polarization, but is not completely eliminated.
The images obtained for both unpolarized and p-polarized light are shown in
Figure 3.5. The extent of the achieved reduction was not quantified, because
project limitations prevented further implementation of this solution.

3.2.3 Detection perpendicular to the incident beam

As depicted in Figure 3.6, the objective lens used for the OBD system can
double as a collection optic for the TIRM. By using a dichroic mirror with
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Figure 3.6: The scattered field can be collected using the objective lens used in the optical
beam deflection system.

a steep separation between the reflection and the transmission bands, the
TIRM and OBD signals can be separated. An additional bandpass filter is
installed in front of the photodetector, to further suppress unwanted light
sources. The field of view of the TIRM system is limited by placing a pinhole
in the detection path and using relay optics to image the pinhole onto the
detector. In this way, the steering mirrors of the OBD system can be used to
position the OBD beams onto the cantilever, while the pinhole can be used
to select the field-of-view of the TIRM system independently.

This geometry does not require additional optics inside the vacuum system
and reduces the amount of light captured from spurious scattering of the
prism surfaces. However, as shown by Bekshaev et al. [7], a collection half-
angle larger than 30◦ (NA ≥ 0.5) is required to capture any light scattered
by the microsphere. The numerical aperture NA can be approximated using
the the diameter of the optics D, the focal length f of the objective lens and
the refractive index n as

NA ≈ nD

2f . (3.11)

Using the standard 1 in. diameter optics used for the OBD system and a focal
length of 50 mm, the numerical aperture is limited to approximately 0.25. To
increase it to the required level of ≥ 0.5, either the focal lengths needs to be
reduced to half, or the diameter of the objective lens needs to be increased
to double its value. Because the sensitivity of the OBD system is directly
proportional to the focal length of the objective lens (see Equation (2.33)), a
reduction of the focal length is highly undesirable. An increase of the diameter
of the optics is achievable and can be attained with standard commercial off-
the-shelf components. However, the mechanical design of the system has to
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Figure 3.7: The scattered field is measured in the same plane as the incident beam on the
vacuum side of the interface.

be changed to accomodate the larger diameter of the optics, which was not
possible within the contraints of the project.

3.2.4 Detection in the forward scattering direction

The scattering is strongest in the forward scattering direction and is mainly
confined to the plane of the illumination. A small collecting lens can be placed
in this plane underneath the prism. This brings the detection into the plane
of highest scattering intensity. Because the photomultiplier module is not
vacuum-compatible, a lens is required to couple the light into a multimode
fiber, that transports the light to the PMT, which resides outside of the
vacuum system. Using a bandpass filter (Chroma MV660/20), spurious light
of the OBD system (λ = 635 nm) can be separated from the light of the TIRM
(λ = 658 nm). This architecture is schematically depicted in Figure 3.7.
Because of volume constraints around the cantilever, its clamp and the prism,
the collecting optics have to be small and positioned relatively far away from
the sphere. This severely limits the attainable collection angle and thus the
collected intensity.

3.2.5 Detection in line with the specular reflection

In 2010, Eremina et al. [10, 11] proposed to measure the scattered along the
direction of the specularly reflected light. The specular reflection is blocked
from reaching the photodetector by applying a central mask in the aperture
of the collection optics. This layout is shown in Figure 3.8. The specular
reflection is several orders of magnitude stronger than the scattered light and
needs to be suppressed. The central cut required in the aperture to achieve
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Figure 3.8: The power of the reflected illumination light is measured to determine the
separation between the prism and the microsphere.

this also blocks the scattered light and thus needs to be kept as small as
possible. This requires the beam width to be as small as possible, while
remaining large enough to create a flat wavefront near the sphere. Erem-
ina et al. show numerically that detection from this direction removes the
oscillations in the scattered intensity, that are sometimes observed in TIRM
measurements that rely on detection from the forward scattering direction.
The resulting signal decreases monotonically with increasing separation so
that a one-to-one relation is established.

In the available literature, no practical implementation of this technique
was found. It is also sensitive to the scattering from the prism itself (see
Section 3.2.2) and requires measures to suppress the scattering of the prism
surface. It offers no additional advantages in addition to removing the oscil-
lations in intensity that can be seen in other layouts.

3.3 Conclusions

TIRM is a tried method for measuring the separation between microspheres
and a flat surface. However, its implementation next to the OBD system in
this instrument is not straightforward and we have been unable to realize a
working TIRM system in the available time. Because of volume restrictions,
detection in the forward-scattering direction is difficult and requires the use of
optics with a small numerical aperture and thus a reduces collected intensity.
Detection from the scattered intensity perpendicular requires optics with a
large numerical aperture that cannot be realized in the available volume with-
out penalizing the OBD detection system. Detection from the back-scattered
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direction suffers from the high intensity scattering caused by the roughness
of the prism itself. This can be reduced by polishing the prism to a lower
roughness, and adding additional polarizing optics. These changes can be
made in locations that are further removed from the actual probe (where the
available volume is limited). It therefore remains the most suitable solution
for this instrument.
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4. Design of a calorimeter for near-field heat
transfer measurements and thermal scan-
ning probe microscopy

4.1 Introduction

In 1969, Hargreaves [1] published a seminal paper on what he called “anoma-
lous radiative transfer between closely spaced bodies”. His measurements
confirmed the predictions of Rytov’s theory of fluctuational electrodynam-
ics [2, 3], which were later further developed by Polder and Van Hove [4].
This effect, in which the heat flux increases rapidly with diminishing separa-
tions and exceeds the black-body limit due to near-field effects has since then
been observed and quantified by several research groups. The measurement

Title picture: optical micrograph of the five cantilever designs. Micrograph by Roy
Bijster. Parts of this chapter have been published in Review of Scientific Instruments 92,
025008 (2021).
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systems employed for this measurement can be roughly classified into three
archetypes: (1) two closely spaced parallel plates in which one plate is kept
at a constant temperature, while the temperature of the other is measured as
a function of their separation [5–24]; (2) a miniature thermocouple scanning
over a surface in which the temperature of the tip is measured as a function
of separation [25–31] and (3) a thermo-mechanical probe scanning over a sur-
face in which the deformation of the probe is used to determine the probe
temperature or the heat flux [32–37].

Closely spaced parallel plates are ideal to mimic the conditions described
in theoretical work and can be used to study applications such as thermopho-
tovoltaics and photonic cooling [22]. They benefit from large interacting
surfaces and the associated larger signals. In general, however, the required
degree of parallelism is difficult to obtain at smaller separations. Miniature
thermocouples and thermo-mechanical probes are generally easier to imple-
ment experimentally and can measure local variations in the thermal conduc-
tance. Moreover, probe-based techniques are less sensitive to alignment errors
at smaller separations than parallel plates and offer shorter response times
due to the smaller thermal capacitance of the probes. This allows their use for
applications in scanning probe microscopy. The sensitive area of probes with
integrated thermocouples is typically very small, making them suitable for
thermal scanning probe microscopy applications with high spatial resolution.
Heating elements are easily integrated in the probe during manufacturing.
The thermo-mechanical probes, however, can be simple to manufacture and
require no additional patterning steps. The size of the interacting area and its
material can be tuned after manufacturing of the probe, by attaching different
sizes of spheres. As no heating elements are typically integrated in the probe,
the temperature needs to be controlled by external means and the achievable
performance has a greater interaction with the supporting systems.

When using a thermo-mechanical probe, a glass microsphere is attached
to the free end of a multilayer probe. The heat transfer occurs between the
sphere and the sample, while the probe is used as a transducer. Because the
layers expand at distinct rates, the thermal load results in a mechanical de-
formation, which can be measured using the optical beam deflection (OBD)
method [38]. In this method, light is reflected off the reflective coating of
the probe onto a position sensitive detector (PSD). The local rotation of the
probe results in a shift of the spot on the PSD, as is shown schematically
in Figure 4.1. In many instances, a probe with a triangular plan form, sil-
icon nitride base and a gold reflective coating on one side is used. From
the commercially available options, Wanders [39] identified the Bruker/Veeco
MLCT-C probe as one of the most sensitive options for this specific measure-
ment. Others have used very similar probes by other manufacturers, which
are very comparable in terms of the dimensions and used materials [32–34].

When considering the entire measurement system, the sensitivity of the
output signal of the PSD as the result of a flux P absorbed at the tip of the
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Figure 4.1: Schematic representation of a confocal optical beam deflection system. A laser
beam is reflected off a rotated cantilever. Via a lens the rotation of the beam is translated
into a shift on the position sensitive detector.

probe can be written as

∂Xp

∂P
= ∂Xp

∂x

∂x

∂θ

∂θ

∂P
, (4.1)

where Xp is the output of the PSD, x is the location of the spot on the
PSD, and θ is the (local) rotation of the cantilever. While the first two
terms, ∂Xp/∂x and ∂x/∂θ, are specific to the design of the OBD system, the
sensitivity ∂θ/∂P can be designed separately by choosing the materials and
dimensions of the cantilever.

Commercially available probes are not optimized for use as thermo-
mechanical transducers. Probes that are designed specifically for this purpose
can have a higher sensitivity and improved noise performance. Moreover,
the performance of the measurement system can be improved further by
considering the probe as an integral part of the system. For example, the
sensitivity ∂Xp/∂x is directly proportional to the intensity of the light
incident on the PSD. This intensity is affected by the reflectance of the
probe. Therefore, there is a need for cantilever probes that are designed for
the particular purpose of measuring heat transfer at small separations and
for which the interrelations with the measurement system are considered.

Bilayer cantilever probes have previously been designed and optimized for
calorimetry applications with picowatt and femtojoule resolutions [40–42].
However, these designs consider only the cantilevers and the lock-in tech-
niques used to measure their behavior. They do not consider the steady-state
performance or the interrelations between the cantilever design and system
performance. Moreover, they do not consider the presence of a microsphere
at the free end of the cantilever either.

In this chapter, cantilever probe designs are presented that are dedicated
to measuring near-field radiative heat transfer under vacuum conditions. In
contrast to previous designs of thermo-mechanical probes, the optical con-
tribution of the probe to the measurement system is taken into account, as
well as thermal drift of the clamp. Moreover, the effects of the microsphere
are considered. The designed probes have been manufactured and are bench-
marked numerically and experimentally against the Bruker MLCT-C. The
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resulting cantilever probes are shown numerically and experimentally to have
significantly improved performance compared to the benchmark.

4.2 Designing the cantilever

The dimensions of the cantilever as used throughout this chapter are schemat-
ically indicated in Figure 4.2. The layer thicknesses ti, the width w and the
length L are chosen under multiple design contraints. A sphere is attached
to the free end of the cantilever, which is perpendicular to the sample. The
sphere and the sample are separated by a distance g.

L
wt

1

t
2 g

⌀D

Figure 4.2: Schematic representation of calorimeter consisting of a bilayer cantilever that
is clamped at one end and has a microsphere at its free end. The relevant dimensions of
length, width and thicknesses are indicated. The subscripts 1 and 2 refer to the reflective
coating and the substrate, respectively.

The sensitivity of the probe can be written as

∂θ

∂P
= L2

wt22
Γ, (4.2)

where Γ is an auxiliary term (unit of W−1) that contains the relevant material
properties and the ratio of layer thicknesses h:

Γ = 3hm∆α
hk1 + k2

(
1 + h

1 + 2hm (2 + 3h+ 2h2) + h4m2

)
, (4.3)

where h = t1/t2, m = M1/M2, Mi = Ei/ (1− νi) and ∆α = α1 − α2 is the
difference in the coefficients of thermal expansion. In this relation, Ei and νi
are the Young’s modulus and the corresponding Poisson ratio for layer i, and
ki is the associated thermal conductivity. The derivation of these equations
is provided in Section 2.2.

From Equation (4.2) and Equation (4.3), it follows that the parameter
L2/w, the layer thickness t2 (or t1) and the thickness ratio h (through Γ) can
be chosen independently to tune the sensitivity of the probe.

4.2.1 Choosing the layer thicknesses

The layer thicknesses tie into two parameters of the system sensitivity given
by Equation (4.1): the sensitivity of the PSD signal to beam shift ∂Xp/∂x,
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Table 4.1: Complex refractive indices at a wavelength λ of 635 nm for the studied thin
films.

Material Refractive index Source

Gold, Au 0.18016 + 3.4531i Johnson and Christy [46, 47]
Aluminium, Al 1.4622 + 7.5592i Rakić [47, 48]
Silicon, Si 3.8787 + 0.019221i Aspnes and Studna [47, 49]
Silicon Nitride, Si3N4 2.022 Filmetrics [50]
Silicon Dioxide, SiO2 1.457 Malitson [51]
Silicon Carbide, SiC 2.635 Filmetrics [52]

and the sensitivity of cantilever rotation to absorbed power ∂θ/∂P . The for-
mer is directly proportional to the amount of reflected light and benefits from
a high reflectivity of the cantilever [43]. The reflectivity is predominantly de-
termined by the thickness of the coating and is very sensitive to thickness
variations at thin layers. The sensitivity ∂θ/∂P , on the other hand, can be
tuned by other parameters. For these reasons, a two-step approach is chosen
in which the minimum layer thickness is determined that maximizes the re-
flectance and that is robust against the small variations in thickness that arise
from manufacturing tolerances. The thickness ratio h is chosen separately to
maximize Γ. Combined, these yield the required substrate thickness.

Coating thickness for maximum reflectance

To determine the required coating thickness for maximum reflectance, the
cantilever is modeled as a one-dimensional stratified medium consisting of
a (thin) reflective coating on top of a (thick) substrate. Using the Fresnel
equations and the Transfer Matrix Method (TMM) [44, 45], the reflectance
and transmittance of this structure are calculated. The absorptance then
follows from conservation of energy. The values for the complex refractive
indices (n = n′ + iκ) of the considered materials are listed in Table 4.1 for a
wavelength of λ = 635 nm.

The results of the TMM simulation for eight material combinations are
shown in Figure 4.3 to Figure 4.5. The combinations consist of a gold or
aluminium coating on top of a silicon, silicon dioxide, silicon nitride or silicon
carbide substrate. Furthermore, the thickness ratios 0.1, 0.25 and 0.5 are
considered for each combination.

In all cases, two clear branches can be distinguished as soon as bulk prop-
erties are attained. In that case, a gold coating outperforms an aluminium
coating in terms of reflectance at equal thickness and equal thickness ratio.
Moreover, as soon as bulk properties are attained, the substrate material
becomes inconsequential for the reflectance.

For a gold coating, the reflectance is independent of layer thickness for
t1 ≥ 110 nm irrespective of the thickness ratio. Although almost similar
reflectance can be obtained for lower thicknesses, the results are less robust
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against manufacturing errors due to (strong) local dips in the reflectance at
lower thickness ratios.

For aluminium coatings and thickness ratios of 0.25 and 0.5, a coating
thickness of 35 nm on top of a silicon substrate suffices to attain a reflectance
that is independent of coating thickness. For the lower thickness ratio of 0.1,
a minimum coating thickness of 50 nm is required for the same effect.

Choosing the thickness ratio

A high sensitivity is attained by maximizing parameter Γ, which is plotted as
a function of the thickness ratio h in Figure 4.6. It is important to note that,
similar to Lai et al. [41], the thickness ratio h is found under the assumption
that the material properties are independent of film thickness. The validity
of this assumption is moot, as in practice these effective material properties
can be strongly dependent on film thickness before reaching the bulk values
(see, e.g., Abazari et al. [53] for the case of the elastic modulus). However,
processing conditions seem to be equally, if not more, important contribu-
tors to the effective material parameters [54] and can vary with processing
parameters from foundry to foundry. Because accurate data on the relation
between material properties and the layer thickness is unavailable, the bulk
values or the generally accepted values for thin films are used for this design.
The used values are listed in Table 4.2 on page 76.

For all thickness ratios of practical interest (h ≤ 1), combinations with an
aluminium coating perform significantly better than the gold-coated coun-
terparts. This is a direct consequence of the higher coefficient of thermal
expansion of aluminium. The values of Γ are highest for combinations with
a silicon dioxide substrate. However, the Young’s modulus of SiO2 is signif-
icantly lower than that of Si3N4 and SiC, making them comparatively com-
pliant at equal h. To illustrate this, the spring constant C of the cantilevers
is written as

C = 3EI
L3 = wt3

4L3 Ψ, (4.4)

with t2 = t
1+h , t = t1 + t2 and Ψ is

Ψ = hE1E2

(1 + h)3 (hE1 + E2)

(
4 + 6h+ 4h2 + E1

E2
h3 + E2

E1

1
h

)
. (4.5)

This effective Young’s modulus is shown as a function of the thickness ratio in
Figure 4.7. At equal thickness ratio h, combinations with a Si3N4 substrate
are up to 4.2 times stiffer than the SiO2 alternatives. To achieve a practical
bending stiffness, a silicon nitride substrate with an aluminium coating was
selected as the next best alternative.

A coating thickness of t1 = 100 nm was used to ensure a sufficiently stiff
cantilever with an optical performance that is robust against small variations
in the layer thicknesses. With Γ at its maximum value for this combination
at h ≈ 0.32 it follows that t2 = 310 nm.
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4.2.2 Choosing the length and width

Following Equation (4.2), the sensitivity ∂θ
∂P follows from appropriate values

for the length and width of the cantilever, as well as the thickness of the
substrate. The aspect ratio of the cantilever is constrained by the performance
of the optical beam deflection system and the data-acquisition system (DAQ),
and the requirements on resolution, noise contributions, and spring stiffness.

As per Equation (4.1), the sensitivity of the OBD is the product of the
three sensitivities ∂Xp/∂x, ∂x/∂θ and ∂θ/∂P (L). The first two are deter-



76 CHAPTER 4. DESIGN OF A NANOCALORIMETER

Table 4.2: Material properties used for optimization of the cantilever dimensions.

Property Au [55] Si [56] Al [57] Si3N4 SiO2 [58] SiC [59]

E (GPa) 77.2 112.4 68 280 [60, 61] 66 410
ν (−) 0.42 0.28 0.36 0.20 [60, 61] 0.17 0.14
k
(
W m−1 K−1) 301 124 210 30.1 [62] 1.1 120

α (ppm/K) 14.4 2.5 24 2.8 0.56 4
ρ
(
kg m−3) 19320 2329 2699 3187 [62] 2270 3100

c
(
J kg−1 K−1) 128 713 900 [62] 673 [63] 680 750

mined in the optical design and are limited by the practical limitations of
the available hardware. The latter is set by the cantilever according to Equa-
tion (4.2). The smallest detectable change in the output potential of the PSD
is

∆UDAQ = Urange

2nbits
, (4.6)

where Urange is the full range of the data-acquisition system and nbits is the
(effective) number of bits available in the analog-to-digital converter. From
this the required value of ∂Xp/∂P is obtained as

∂Xp

∂P

∣∣∣∣
reqt

= ∆UDAQ

∆Presolution
, (4.7)

where ∆Presolution is the required static resolution of the calorimeter. The
corresponding sensitivity of the cantilever is then obtained as

∂θ

∂P

∣∣∣∣
reqt

= ∂Xp

∂P

∣∣∣∣
reqt

(
∂Xp

∂x

∂x

∂θ

)−1
. (4.8)

To create an envelope that is bounded by the design constraints, the
constraints are written as functions of the form Ln/w. For the required
sensitivity of Equation (4.2), this can be rewritten as

L2

w
= t22

Γ
∂θ

∂P

∣∣∣∣
reqt

, (4.9)

and imposes a lower limit on L2/w. Additional constraints are imposed by
the thermal noise and the sensitivity to fluctuations in the base temperature.

The temperature of the cantilever clamp will in practice drift over time
and will be known with limited accuracy. A change in temperature at the
clamped end of the cantilever (the base) ∆Tbase, affects the temperature dis-
tribution over the entire cantilever length, and thus the cantilever rotation
and deflection. With the OBD method, this effect and the effect of a heat
input at the free end of the cantilever cannot be distinguished. The corre-
sponding uncertainty in the measured thermal input can be written as the
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product of the uncertainty in the clamp temperature ∆Tbase and the conduc-
tance G

∆P̂
∣∣∣
∆Tbase

= 2G∆Tbase. (4.10)

This can be rewritten to a corresponding constraint on the aspect ratio of the
cantilever,

w

L
= 1
t1k1 + t2k2

∆P̂
∣∣∣
∆Tbase

2∆Tbase
, (4.11)

where ki is the thermal conductivity of the respective layers.
In a similar fashion, the uncertainty in the measured thermal input is

limited by the Brownian motion of the cantilever and can be quantified as

∆P̂noise = 2
Γ

√
kB

EI

wt22
L
√
L

√
Tavg. (4.12)

This can be rewritten for the constraint on length and width and their effects
on the equivalent thermal noise. For this, either the tip temperature needs
to be assumed constant for each cantilever (irrespective of the dimensions),
or the incident laser power is assumed constant. Under the assumption that
the incident laser spot is small enough to completely fit on the cantilever, a
constant laser power is preferred as this makes the optical power reflected to
the PSD independent of the cantilever.

Under vacuum conditions with heat added at the free end of the cantilever,
a linear temperature distribution (Tavg = Pabs/ (2G) + Tbase) results. From
Equation (2.4) and Equation (4.12) it then follows that

w = c1L
3 − PabsL

c2
, (4.13)

where Pabs is the absorbed laser power, and

c1 =
∆P̂

∣∣∣2
thermalnoise

Γ2hE1E2K1 (hk1 + k2)

24kB (hE1 + E2) , (4.14)

c2 = Tbaset2 (hk1 + k2) . (4.15)

The equations above describe a set of cantilevers that meet all the thermo-
mechanical requirements and constraints. For a high measurement sensitivity,
the cantilevers in this set are typically long, slender and very thin. At the
same time, these cantilevers tend to be very compliant and difficult to han-
dle in practice, e.g. during installation into the measurements setup and
while gluing spheres to their tips. Therefore, a minimal spring constant of
1 mN m−1 is introduced to minimize handling issues. Although significantly
more compliant cantilevers [64] are available for scanning probe microscopy,
these are typically intended for axial mechanical loading rather than bending.
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the base temperature uncertainty. Results for Al coating on Si3N4, 2 mW incident laser
power, 9.3% absorptance, Tbase = 298.15 K and Γ = 5.2× 10−8 m W−1.

In bending, a spring constant of 1 mN m−1 is considered a realistic minimum
based on practical experience. This introduces a constraint of the form w/L3

of
w

L3 = 4C (t1E1 + t2E2)
t32t1E2E1K1

. (4.16)

These requirements and constraints are combined in Figure 4.8 to form a set
of feasible designs. The region of feasible cantilevers is constrained from above
by the minimum spring constant (1 mN m−1) and from below by the minimum
measurement resolution (100 pW), the thermal noise constraint (5 nW equiv.)
and the base temperature uncertainty (1 nW equiv.).

4.2.3 Selected cantilever dimensions

The cantilever dimensions that follow from the design procedure are listed in
Table 4.3 on page 80 under column A. Three additional designs are included
with increasing spring constants, while performance gets incrementally worse.
Figure 4.9 shows an optical micrograph of the realized cantilevers. The de-
signs are from hereon referred to as Cantilevers A to D.
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Figure 4.9: Optical micrograph of the manufactured cantilevers, labeled according to Ta-
ble 4.3. The square on the right labeled CAL is used for measuring the optical properties
of the cantilevers and has the same layer thicknesses as the probes.
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4.3 Benchmarking against Bruker MLCT-C

To compare the designed cantilevers to the commercially available alterna-
tives, the results are benchmarked against the Bruker MLCT-C. As explained
before, this cantilever and very similar alternatives from other manufactur-
ers were used by other groups for measuring the near-field heat transfer [32–
34, 39], making it a relevant benchmark. A micrograph of this probe including
its dimensions is shown in Figure 4.10.

The thermo-mechanical model presented in the previous sections is valid
only for a rectangular cantilever with a rectangular cross-section and cannot
be used directly for the triangular MLCT-C probe. In contrast to Wanders’
effective-width method used to evaluate the MLCT-C, the probe is here mod-
elled using a finite element model in COMSOL Multiphysics. This model is
used to calculate the temperature gradients and the resulting mechanical de-
formation. The geometry of the MLCT-C probe, with its two separated legs
that are joined in a triangular section at the free end, causes a non-linear tem-
perature profile along the cantilever length as depicted in Figure 4.11. In the
effective-width method of Wanders, a linear temperature profile is assumed
that results in an overestimation of the deflection and rotation sensitivities.

For both the Bruker MLCT-C and the designed cantilevers, the tip tem-
perature, the tip rotation and the tip deflection were calculated as a function
of the heat flux absorbed at the probe tip. The results of these simulations are
shown in Figure 4.12 and are used to calculate the effective conductances, as
well as the sensitivities of rotation and deflection to heat input. Table 4.4 on
page 84 presents a direct comparison between the MLCT-C and the designed
Cantilever A, the latter of which is 41× more sensitive.

To compare the thermal noise levels of the designs, Equation (4.12)
is used to calculate the temperature-normalized equivalent thermal noise

22 μm

3
1

0
 μ

m

Figure 4.10: Micrograph of the Bruker MLCT-C
probes with specified dimensions. The probe con-
sists of a 0.55 µm thick silicon nitride substrate,
a 40 nm thick gold reflective coating and a 5 nm
thick titanium adhesion layer. All dimensions used
in the finite element model were measured relative
to the dimensions indicated in the micrograph.
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Figure 4.11: Calculated temperature profiles for the Bruker MLCT-C probes. The tem-
perature at the clamped end is modeled to be constant at 300 K. The mentioned power
values represent the heating power absorbed by the cantilever, not the incident power. The
vertical line indicates the location where the two legs are joined and form a triangle from
thereon to the free end. The 5 nm Ti adhesion layer is ignored.

(∆P̂noise/
√
Tavg) (integrated over all frequencies). This probe parameter

can be used to estimate the equivalent thermal noise at infinite bandwidth
(expressed in the measured flux), for equal average temperatures. It is
estimated at 2.3 nW K−1/2 and 0.27 nW K−1/2 for the MLCT-C and the
designed Cantilever A, respectively. However, at equal levels of absorbed
heat from the OBD laser, the average temperature varies between the
designs. Because the average temperature is inversely proportional to the
conductance G, the previous metric can be multiplied by

√
1/G for a metric

that allows comparison at equal levels of absorbed power. The values of
this metric are 1.5× 10−6 W1/2 and 3.7× 10−7 W1/2 for the MLCT-C and
Cantilever A, respectively. Cantilever A performs 4.1× better than the
MLCT-C in terms of equivalent thermal noise at equal levels of absorbed
power. The signal-to-noise ratio can thus be improved by a factor of 168
compared to the benchmark.

To verify the theoretical model, the optimized cantilever is also modeled
using the same multiphysics finite element method (FEM). The sensitivities
derived using the analytical model and the sensitivities derived using the FEM
are in very good agreement with each other, with a maximum difference of less
than 1 %. The differences in conductance and spring constant are 6 % and 3 %,
respectively, and are considered in adequate agreement for this discussion.
The difference in the conductance values calculated using the analytical model
and using the FEM can be attributed to the assumption of one-dimensional
heat flow in the theoretical model, and thus the lack of interaction between
the layers. Similarly, the difference for the spring constant values using both
models can be attributed to the lack of the Poisson effect in the theoretical
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Figure 4.12: Temperature gradients (a), tip rotation (b) and tip deflection (c) for various
levels of absorbed heat flux at the cantilever tip.
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4.4 Experimental validation

To validate the design, the cantilevers are manufactured and the sensitivities
are measured indirectly.

4.4.1 Cantilever manufacturing

The manufacturing of the cantilevers starts on a standard 380 µm thick (100)
silicon wafer. A 315 nm thick silicon-rich nitride (SiRN) layer is deposited
by Low Pressure Chemical Vapor Deposition (LPCVD). The deposited SiRN
layer is then patterned using Reactive Ion Etching (RIE) to define the can-
tilevers. A second patterning step is employed to etch through the silicon
wafer by Deep Reactive Ion Etching (DRIE). After the DRIE process the
cantilevers are released by wet chemical etching of silicon in tetramethylam-
monium hydroxide (TMAH). After release, a 100 nm thick aluminum layer is
sputtered on one side to form the reflective coating. These steps are illus-
trated in Figure 4.13.

1. Single crystal silicon wafer

2. LPCVD of SiRN

3. Patterning of SiRN by RIE

4. Through-wafer etching (DRIE)

5. Release of cantilevers (TMAH)

6. Sputtering of Al coating

Figure 4.13: The cantilevers are manufactured in a six step process starting from a standard
(100) silicon wafer. Silicon-rich nitride is deposited on top and the cantilevers are defined
using (deep) reactive ion etching (RIE). After release using TMAH, an aluminium coating
is sputtered on top.

In the design, the reflective coating is assumed to be perfectly flat. The
scattering of light caused by the surface roughness, however, affects the re-
flectance of the probe. This effect is modeled using the simple model presented
by Bennet and Porteus [65]. The specular reflectance R is calculated from
the ideal reflectance R0 under normal incidence as

R = R0

(
exp

(
−4πσ2

λ2

)
+ 25π4

m2

(σ
λ

)4
∆θ2

)
, (4.17)

where σ is the root mean square surface roughness, λ is the wavelength of the
light, m is the root mean square slope of the surface, and ∆θ is the acceptance
angle of the optics. The right-hand term vanishes quickly with larger λ, and
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Figure 4.14: Relative error in specular reflectance (1−R/R0) under normal incidence and
as a function of the root mean square surface roughness σ relative to the wavelength λ.

the reflectance is approximated as

R ≈ R0 exp
(
−4πσ2

λ2

)
. (4.18)

Figure 4.14 shows this relation in dimensionless form. A root mean square
roughness of 3% or less of the wavelength limits the difference between ideal
and non-ideal specular reflections to 1%. For a wavelength of 635 nm the
relative roughness translates to a root mean square roughness of 19 nm.

The surface roughness of three chips (each with 5 cantilevers) was mea-
sured using a Park XE7 atomic force microscope and BudgetSensors SHR300
probes (1 nm tip radius) over a 1 µm× 1 µm area to be 3.4 nm± 0.4 nm root
mean square. The realized probes are thus smooth enough for scattering to
be considered a minor contributor to the optical absorptance and reflectance
values.

4.4.2 Measuring the cantilever sensitivity

To validate the design procedure, the sensitivity of the realized probes is
measured under high vacuum conditions. The sensitivity of the probe cannot
be measured directly and needs to be derived from measurable quantities
using

∂θ

∂Pabs
= ∂Xp

∂Pabs

(
∂Xp

∂x

∂x

∂θ

)−1
. (4.19)

The absorbed power is calculated from the incident power and the absorp-
tance, which is measured separately (see Appendix B for details). The sen-
sitivity ∂Xp/∂x is measured by displacing the PSD by controlled amounts
with respect to the reflected beam and the rest of the system in steady-state.
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Unfortunately, the sensitivity ∂x
∂θ cannot be measured directly in the avail-

able system, but it is estimated at (99.6± 3.0) mm rad−1 (see Appendix A
for details of this estimation).

The measured sensitivities are summarized in Table 4.5. For Cantilevers
B, C and D the measured sensitivities are close to their designed values. The
differences can be explained by the measurement uncertainty and the loss of
sensitivity due to measuring not at the very tip of the probes, but slightly
behind them. As is shown in Chapter 5, the actual sensitivity of the probe
depends on the position of the laser spot along the length of the probe and the
spot size. This causes the realized sensitivity to drop to a level between 55 %
and 90 % of the theoretical sensitivity. If these effects are incorporated into
the theoretical relations, however, the advantage of using theoretical relations
for design purposes is lost due to the complexity and length of the equations.

Cantilever A is the most sensitive of the four designs, but the measured
sensitivity differs significantly from the designed value. Optical micrographs
and scanning electron micrographs (see Appendix C) showed significant dam-
age to the cantilever coating after calibration which is probably caused by ex-
cessive heating. This unforeseen effect was not observed in the other designs,
due to their higher thermal conductance and lower maximum temperatures.
It is hypothesized that the deviation from the design value in this case can
be traced to the sensitivity changing over time due the sustained damage.

Attempts to measure the sensitivity of the Bruker MLCT-C cantilever
were unreliable due to large variations in the measured absorptance. For the
MLCT-C, h is smaller than 0.10 with a coating thickness of 40 nm and a total
thickness of 0.55 µm. As is clear from Figure 4.3, large fluctuations in absorp-
tance are expected with small variations in thickness for this combination of
coating thickness and thickness ratio. The absorptance ranges from 4.5 % to
8.5 % in a ±5 nm interval around the nominal coating thickness. Using this
range for the absorptance, the sensitivity is estimated between 337 rad W−1

to 562 rad W−1, which is significantly higher than is estimated from the finite
element model. Because the processing conditions are unknown, it is likely
that the effective material properties and layer thicknesses vary from those
assumed in the theoretical model. This is also reflected in the stiffness range
specified by the manufacturer which ranges from 5 mN m−1 to 20 mN m−1.
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4.5 Discussion

4.5.1 Limited speed of measurement

It is important to note that the cantilever dimensions and materials also in-
fluence the dynamics of the probe, which are directly linked to the speed of
measurement that can be attained on a system level. When speed of measure-
ment becomes a driving parameter, for example for microscopy applications,
these influences on the cantilever dynamics will have to be considered in the
design of the probe. To study the influence of the design parameters on
the speed of measurement, the first mechanical resonance frequency and the
characteristic thermal time constant are determined. These are used as first
order estimates of the response time to a thermal load at the free end of the
cantilever.

The majority of near-field heat transfer measurements are conducted un-
der vacuum conditions. Therefore, contributions from mechanical or aero-
dynamic damping and heat transfer to the environment are neglected here.
For a cantilever with a sphere attached to its free end, the first mechanical
resonance frequency can then be estimated as [66]

fL ≈
1

2π

√
3EI

(0.24m+M)L3 , (4.20)

where m is the mass of the cantilever and M is the mass of the sphere.
According to Barnes et al. [40], the thermal response time for a heat load at
the free end of the cantilever can be estimated as

τ = 1
D

L3

3 , (4.21)

where the thermal diffusivity D for the bilayer structure is equal to [67]

D = k1t1 + k2t2
cp1ρ1t1 + cp2ρ2t2

. (4.22)

Because 99.4 % of the total temperature change is achieved after 5τ has
passed, the thermal bandwidth of the cantilever is defined as

fT, cant. = 1
5τ . (4.23)

However, the microsphere plays a significant role in the thermal bandwidth.
Using a lumped parameter model of the sphere that approximates the sphere
as a cylindrical conductor of thermal conductance G and radius R, its thermal
time constant can be estimated to first order as

τsphere ≈
mc

G
≈ 8ρcR2

3k . (4.24)

For a glass sphere, log10 (fT) ≈ −7−2 log10 (R), which yields a wide range of
fR ≈ 1× 1011 Hz to fT ≈ 10 Hz for R = 1 nm and R = 100 µm, respectively.
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Table 4.3 on page 80 lists the first resonance frequency for a probe with no
sphere attached, the resonance frequency with a sphere attached, the thermal
time constant and the thermal bandwidth. The glass microsphere has a di-
ameter of 20 µm. Although the addition of the sphere reduces the mechanical
resonance frequency by 7−10×, the thermal response time remains the limit-
ing factor for the achievable measurement speed. In the case of Cantilever A,
the thermal measurement bandwidth of the cantilever itself is 483 Hz, while
that of the sphere is 534 Hz.

The thermal response time of the probe (consisting of a cantilever with
an attached sphere) can only be improved by using a smaller sphere and a
smaller cantilever and at the cost of measurement sensitivity.

4.5.2 The effect of ignoring radiative losses

In the analysis above and in the analytical model, the contribution of radiative
heat transfer between the cantilever and its surroundings is considered to
be negligible. To confirm the validity of this assumption, the thermal and
thermo-mechanical response of the designed cantilever probe are modeled
using a finite element method in which heat transfer to the environment via
black-body radiation is included. The clamped end of the probe is kept at
a constant temperature of 300 K, while a constant flux of 10 µW to 50 µW is
absorbed at its free end. The environment is set at a constant temperature
of 293.15 K and at a perfect vacuum. The emissivity of all radiating surfaces
is set at an unrealistically high, worst-case value of 1. At the highest power
setting of the laser diode, the tip temperature of the probe does not exceed
400 K. The magnitude of the temperature gradients, the tip rotation and the
tip deflection are shown in Figure 4.12. The corresponding sensitivities are
summarized in Table 4.4 on page 84. Ignoring radiative heat losses introduces
an error of less than 1.5 % in the conductance and less than 1.8 % in the
sensitivities. At these temperatures, radiative losses are thus negligible for
design purposes.

For a worst-case estimation of the radiative heat losses, the cantilever is
assumed to take a uniform temperature distribution equal to the maximum
tip-temperature. The corresponding loss is

qrad.loss = σAradε
(
T 4

tip − T 4
env
)
, (4.25)

where σ = 5.67× 10−8 W m−2 K−1 is the Stefan-Boltzmann constant, Arad ≈
1.6× 10−9 m2 is the total radiating area, ε = 1 the (assumed worst-case)
effective emissivity, Ttip = 400 K is the tip temperature and Tenv = 293.15 K
is the temperature of the environment. From this, it follows that the thermal
flux ≤ 1.6 µW, which is small in comparison to the power absorbed from
the incident laser. The change in radiative losses due to a change in the
temperature of the environment is estimated as

∂qrad.loss

∂Tenv
= −4σAradεT

3
env, (4.26)
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and amounts to approximately 9.1 nW K−1. In practice, the temperature
variation inside the vacuum chamber is between 50 mK to 100 mK over the
course of a day, which reduces the effect of radiative losses to less than 1 nW.
This is a small contributor to the drift at system level, which is dominated
by the drift of the laser power in the order of 50 nW in absorbed power.

4.5.3 The effect of ambient pressure

In the theoretical discussion, vacuum conditions were assumed and the effects
of convective and conductive heat losses to the environment were ignored. Ad-
ditional loss of heat to the environment via heat transfer to the ambient air
results in a reduced temperature gradient along the length of the cantilever
[68]. This results in a reduced mismatch strain between the layers for an equal
thermal input at the cantilever tip, and thus a reduction of the sensitivity.
Convective heat transfer at micrometer length scales is currently not well
understood and experimental evidence suggests convective heat transfer co-
efficients ranging from 30 W m−2 K−1 to 10 kW m−2 K−1 at ambient pressure
(see Bijster et al. [67] and the references therein). This makes it difficult to
quantify the reduction in sensitivity with any reasonable degree of certainty.

However, experimental evidence provided by Lee et al. [69] suggests that
convective losses can be ignored for Knudsen numbers larger than 10. The
Knudsen number is the ratio between the mean-free path length in the gas and
the physical length scale of the object. For the dimensions of the cantilevers
that are presented here, no appreciable pressure effects on the sensitivity
are expected for pressures below 0.1 mbar. The experiments are conducted
at pressures between 1× 10−7 mbar and 1× 10−6 mbar (see Section 2.7 for
details) to eliminate the effects of gas conduction between the sphere and the
substrate. Pressure effects on the probe sensitivity can therefore safely be
ignored.

4.5.4 The effect of Casimir and Van der Waals forces

When the probe approaches the sample, Casimir and Van der Waals forces will
be exerted on the sphere. These forces increase with diminishing separation.
At very small distances (≤ 10 nm) the sum of these forces can be estimated
[70] using

F ≈ AHR

6d2 , (4.27)

where AH is Hamaker’s constant (6.35× 10−20 J for silica particles in vacuum
[71]), R is the radius of the sphere and d is the separation. Because the sphere
is not fixed in line with the cantilever, a torque is applied to the cantilever
with an effective arm of length R. The equivalent thermal input can be
expressed as

P̂vdW = ∂P

∂θ
∆θ = ∂P

∂θ

1
2
AHR

2

Cd2L2 , (4.28)
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where C is the spring constant in bending of the cantilever. At a separation of
10 nm, this equates to 97 nW for Cantilever A with a sphere 20 µm diameter
sphere attached to its tip. It quickly diminishes to less than 1 nW for a sep-
aration of 100 nm. Although these forces are fairly small, they easily exceed
other contributions at small separations. They can, however, be compensated
for by measuring the spurious forces separately when the tip temperature and
substrate temperature are equal. For this, the substrate temperature needs
to be raised.

4.6 Conclusions

Near-field radiative heat transfer measurements benefit from probes that are
designed for that specific purpose. Using a relatively simple analytical model,
a family of feasibile cantilever designs which are constrained in terms of res-
olution, thermal noise, temperature drift and bending stiffness was derived.
The model considers the cantilever as an integral part of the measurement
system, and the effects of design decisions are evaluated considering system
level performance.

The theoretical model used for this design matches well with the finite
element model. The analytical model can be improved by incorporating the
exchange of heat between the layers and the effects of finite spot size for the
incident light. This will, however, result in theoretical relations that are no
longer tangible for design purposes, because of their complexity and their
length.

The chapter showed theoretically and experimentally that, under realistic
design constraints, the designed probes are up to 41 times more sensitive
than the benchmark. This was achieved by limiting the thermal conductance,
while maintaining a large difference in thermal expansion coefficients between
the two layers. In practice, the performance of the cantilever probes was
limited by damage that was possibly sustained from carbon contamination.
Future work will have to consider these practical effects if performance is to be
further improved. Furthermore, for practical applications in scanning probe
microscopy, measurement speed is an important parameter that was omitted
from the design in this chapter. The microsphere plays an important role in
the attainable measurement bandwidth and will have to be incorporated in
the design process if dynamic system performance is to be further improved.
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5. Reduction of cantilever sensitivity due to
finite spot size and spot location

In the previous chapters, the incident illumination from the OBD system
is assumed to be concentrated in an infinitely small spot that is situated at
the very end of the cantilever. In this chapter, the effects of a finite spot
size and of a realistic location along the cantilever length are calculated. The
probe sensitivity is derived in Section 5.1, after which the influence of the
spot position is discussed in Section 5.2. The influence of the spot size is
further studied in Section 5.3.

Title picture: optical micrograph of a cantilever with an attached sphere in proximity
to the prism. A small laser spot is visible near the tip of the probe. Micrograph by Roy
Bijster. Parts of this chapter have been published in Review of Scientific Instruments 92,
025008 (2021).
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5.1 Sensitivity for a finite spot size

The sensitivity of the probe to heat input is derived in a manner that is
similar to that of Section 2.2. The temperature profile along the cantilever
length is found under the assumption that the temperature gradients across
the thickness and across the width of the cantilever are negligible. Instead
of a linear temperature distribution along the length of the cantilever, the
temperature distribution T (x, t) is found through solving the one-dimensional
heat equation [1],

∂T (x, t)
∂t

= D
∂2T (x, t)
∂x2 + f (x, t) . (5.1)

In this equation, D is the effective thermal diffusivity of the beam, x is the
position along the cantilever length (x = 0 at the clamped end, x = L at the
free end), t is the instance in time and f (x, t) is the heat input function

f (x, t) = a (t) exp
(
− (x− b)2

2σ2

)
. (5.2)

In this relation, the amplitude a (t) is the power absorbed by the cantilever
normalized by the specific heat capacity per unit of length

a (t) = 1
σ
√

2π
P

w (t1ρ1cp,1 + t2ρ2cp,2) , (5.3)

and b is the center location of the spot and σ is the standard deviation of
the Gaussian power distribution that determines the effective spot size. The
cantilever has a width w, two layers of thicknesses t1 and t2 and the layers
have the associated densities ρi and specific heat capacities cp,i.

When conduction through the cantilever is the main mode of heat trans-
port and the heat transport is stationary, Equation (5.1) has the following
solution:

T (x) = aσ

D

√
π

2

(
(x− b) erf

(
b− x√

2σ

)
+ b erf

(
b√
2σ

)
− x erf

(
b− L√

2σ

))
+ aσ2

D

(
exp

(
− b2

2σ2

)
− exp

(
− (b− x)2

2σ2

))
+ Tbase,

(5.4)

where Tbase is the constant temperature at the clamped end of the cantilever.
Following the same procedure as in Section 2.2, the rotation of the can-

tilever θ (x) as a result of this temperature distribution can be derived to read
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θ (x) = β∆α
(
aσ

D

√
π

2

[
1
2
(
b2 − 2bx− σ2 + x2) erf

(
b− x√

2σ

)

+ σ√
2π

(b− x) exp
(
− (b− x)2

2σ2

)
− 1

2
(
b2 − σ2) erf

(
b√
2σ

)

− σb√
2π

exp
(
− b2

2σ2

)]
− aσ3

D

√
π

2

(
erf
(

b√
2σ

)
− erf

(
b− x√

2σ

))
− aσ

D

√
π

2

(
x2

2 erf
(
b− L√

2σ

)
− xb erf

(
b√
2σ

))
+ aσ

D
xσ exp

(
− b2

2σ2

)
+ Tbasex

)
− β∆αTSFTx,

(5.5)

where TSFT is the stress-free temperature, β is a parameter defined in
Section 2.2 and ∆α is the difference in the thermal expansion coefficients
of the reflective coating and the substrate. The sensitivity ∂θ (x)/∂P =
∂θ/∂a ∂a/∂P yields:

∂θ (x)
∂P

=
(
σ

D

√
π

2

[
1
2
(
b2 − 2bx− σ2 + x2) erf

(
b− x√

2σ

)

+ σ√
2π

(b− x) exp
(
− (b− x)2

2σ2

)

− 1
2
(
b2 − σ2) erf

(
b√
2σ

)
− σb√

2π
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(
− b2

2σ2
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− σ3
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√
π
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b√
2σ

)
− erf

(
b− x√
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− σ
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√
π

2
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2 erf
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b− L√
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)
+ σ2

D
x exp
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− b2

2σ2

)
+ bσ

D

√
π

2 x erf
(

b√
2σ

))
β∆α

σ
√

2πw (t1ρ1cp,1 + t2ρ2cp,2)

(5.6)

5.2 Influence of the spot position

The sensitivity ∂θ (x = b) /∂P is shown in Figure 5.1 as a function of the spot
position. The shown sensitivities are normalized with the ideal sensitivity (for
which the power is absorbed completely at the very end of the cantilever).

When the spot has a finite size, the power distribution f (x, t) extends
beyond the free end of the cantilever. When σ ≥ 1

4 (L− b), a noticeable
amount of power passes beyond the free end of the cantilever. This causes
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Figure 5.1: Rotation sensitivity of the optimized probe designs A to D (see main text) to
variation in laser power as a function of spot location. The spot size σ = 10 µm. In the
left figure, the sensitivity ∂θ

∂P
is plotted. In the right figure, the sensitivity is corrected

for power losses and 1
F
∂θ
∂P

is displayed. Both have been normalized with the idealized
sensitivity for which the power is absorbed completely at the free end.

the calculated sensitivity to drop when the spot is closer to the free end. The
fraction of the power incident on the cantilever to the total power in f (x, t)
is equal to

F =
∫ L

0 f (x, t) dx∫ +∞
−∞ f (x, t) dx

= 1
2

(
erf
(

b√
2σ

)
− erf

(
b− L√

2σ

))
. (5.7)

Figure 5.2 shows this fraction as a function of spot position for the four
optimized cantilever designs. In experiments aimed at determining the can-
tilever sensitivity, this loss of incident power can be corrected for by measuring
the power that passes by the cantilever using a power meter. The sensitivity
measured after correction is shown in the right-hand figure of Figure 5.1.

For the limit case, where the spot is infinitely small, the rotation of the
cantilever at the spot location can be calculated using Equation (2.9) (re-
peated here):

θ (x) = β∆α
[
P

GL

x2

2 + (Tbase − TSFT)x
]

+ θ (0) ,

with x = b to represent the actual spot location instead of x = L for the ideal
case. The ratio between the sensitivity for an infinitely small spot located at
x = b and the ideal sensitivity for the same spot at x = L is(

∂θ

∂P

)
/

(
∂θ

∂P

∣∣∣∣
ideal

)
= (b/L)2

. (5.8)

This relation is plotted in Figure 5.1 together with the results for a realistic,
finite spot size of σ = 10 µm. As can be seen in the figure, the influence of
a realistic but finite spot size is small in comparison to the effect of the spot
position along the cantilever length.
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Figure 5.2: The fraction of the power incident on the cantilever to the total power present
in the distribution f (x, t) for the four optimized cantilever designs (see main text), and
spot size σ = 10 µm.

5.3 Influence of the spot size

The effect of the spot size on the cantilever sensitivity for a fixed position
along the cantilever length is displayed in Figure 5.3. In this case, the spot
is located at a distance of 10 µm from the free end of the cantilever. The
cantilever designs of Chapter 4 have a wider section in that location to capture
most of the incident illumination.

As can be seen from the Figure, the sensitivity is nearly independent from
the spot size below σ = 10 µm. The reduction in sensitivity is dominated by
the effect of the spot position. For larger spot sizes, the cantilever sensitivity
is reduced significantly, because the spot illuminates an increasingly larger
section of the cantilever. For the given configurations, the spot size effect
becomes noticeable when σ/L ≈ 0.1. As the spot grows, it starts to approx-
imate the situation of uniform heating of the cantilever. It is important to
note, that even for a realistic spot size of σ = 10 µm located close to the free
end of the cantilever, the sensitivity is reduced to 91 % and 74 % of the ideal
values for cantilever Designs A and D, respectively, due to the spot location
effect.

As σ →∞, the power distribution loses the spatial variation and becomes
uniform. In a fashion very similar to the one shown above, the cantilever
sensitivity can be derived for different power distributions. In this case, the
power distribution f (x, t) is

f (x, t) = P0

Lw (t1ρ1cp,1 + t2ρ2cp,2) . (5.9)

Following the derivation above, the sensitivity can then be written as

∂θ (x)
∂P

= c
β∆αL2

w (k1t1 + k2t2) , (5.10)
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Figure 5.3: The sensitivity of four optimized probes as function of spot size σ normalized
with the ideal sensitivity. The spot is located 10 µm from the free end and the sensitivity
is corrected for the power losses.

where c depends on the position along the cantilever length. When an illumi-
nating beam this large is used, the entire cantilever length contributes to the
reflected beam and the effective beam displacement on the PSD. At the very
end of the cantilever, the rotation is greatest and c = 1/3 (x = L). When
considering the rotation at the center of the beam, the c takes the value 5/48.
When considering the average rotation of the cantilever, c = 1/8.

For comparison, c = 1/2 in the case of concentrated heating at the free end
of the cantilever. At equal levels of incident power, the cantilever sensitivity
at uniform power distribution is

∂θ

∂P

∣∣∣∣
uniform

≤ 2/3 ∂θ

∂P

∣∣∣∣
ideal

. (5.11)

Focused heating near the free end, therefore, always results in a higher can-
tilever sensitivity.

5.4 Conclusions

An illumination spot of finite dimensions can, in contrast to infinitely small
spots, not be positioned at the very end of the cantilever. This results in a
reduction of the effective length of the cantilever. Moreover, the deviation
from a linear temperature distribution along the length of the cantilever grows
with the size of the spot. This effect also results in the reduction of the
cantilever sensitivity. However, this effect is only of significance when the
spot covers a large section of the cantilever length. The sensitivity of the
probe is highest for tightly focused spots that are located as close as possible
to the free end of the cantilever.
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6. Characterizing the surface qualities of
probe and sample

The probe consists of a bilayer cantilever and an idealized microsphere at
its free end. The latter is positioned above a perfectly flat silica prism. Both
the microsphere and prism, however, have non-ideal shapes and non-smooth
surfaces. Their shape and surface roughness set limits to the minimum sepa-
ration required at which comparison of experimental heat transfer data with
theory is possible. Moreover, the presence of local features such as scratches
or chips may cause premature contact between otherwise ideal surfaces [1].
Therefore, it is important to know how frequently these non-ideal features oc-
cur and what their sizes are. This information is typically not known to the
manufacturer or not provided to the user, and thus needs to be determined
experimentally.

Title picture: micrograph of microspheres embedded in a poly(methyl methacrylate)
(PMMA) photoresist layer. Micrograph by Roy Bijster.
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This chapter presents measurements of the overall shape and the surface
quality of both the prism and the microspheres. Although well established
techniques, such as whitelight interferometry and optical profilometry, exist
to measure the surface roughness and shape of optical elements, the strongly
curved surfaces of the microspheres pose non-trivial challenges. The afore-
mentioned techniques are hampered by the strong internal reflections and
large angles of reflection. The first part of this chapter, therefore, focusses on
measurements of the topography of the microspheres taken with an atomic
force microscope (AFM). The second part of this chapter covers both white
light interferometry measurements and AFM measurements taken of the sur-
face of the prism.

6.1 Characterizing the shape and roughness of the microspheres

The microspheres selected for the experiments are silica C-SIO-20.0 monodis-
perse spheres that are manufactured by Corpuscular (Cold Spring, NY, USA)
[2] and are supplied on request as a dry powder. These spheres are made of
pure silica and are ideal for direct comparison to theory, because of the well-
known optical characteristics of the material. The surface of each sphere
is imaged using a Park XE7 atomic force microscope supplied with Bruker
FESPA V2 probes (k = 2.8 N m−1, f = 75 kHz, Rtip = 8 nm) and Budget
Sensors SHR300 probes (k = 40 N m−1, f = 300 kHz, Rtip ≤ 1 nm).

6.2 Immobilizing the spheres

To prevent the spheres from moving during imaging, they are fixed in position
on a piece of silicon wafer using a thin layer of hardened (photo)resist. To this
end, two samples were prepared by spin coating an approximately 10 nm thick
layer of hydrogen silsesquioxane (HSQ) photoresist (also known as Flowable
Oxide or FOx) [3] on top of a piece of silicon wafer, and by spin coating an
approximately 500 nm thick layer of poly(methyl methacrylate) (PMMA) on
another [4]. Both resists were tried and selected, because they were readily
available and it was unknown a priori which one would be the most effective
in this application. The spheres were then carefully dropped on top of the
resist directly from their container, and the samples were baked to harden the
resist. The deposition density of the spheres was not controlled, but appeared
similar for both samples from visual inspection.

The spheres adhere better to the PMMA layer than to the HSQ layer, as
illustrated in Figure 6.1. However, the PMMA sample had to be abandoned
initially, because the spheres remained mobile during scanning. Meanwhile,
the spheres that stuck to the HSQ remained completely immobile. Surpris-
ingly, the situation reversed after a couple of weeks of aging, as spheres came
loose from the HSQ sample and were firmly fixed in the PMMA. We hypothe-
size that thermo-mechanical wear due to a mismatch in coefficient of thermal
expansion (αHSQ ≈ 20× 10−6 [5], αSiO2 ≈ 5× 10−7) causes cracks to form
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Figure 6.1: A typical (cropped) view from the Park XE7 optical microscope at similar
enlargement. The microspheres are roughly 20 µm in diameter for scale. In the HSQ
sample, the cantilever probe is visible. In the PMMA sample also larger spheres and
bubbles in the resist are visible.

between the HSQ and the glass spheres. Over time, this will cause previously
fixed spheres to break loose from the very thin adhesion layer. At the same
time, exposure to daylight may have caused the PMMA to further cross-link
and harden [6]. This was not further investigated. Roughness measurements
were taken on spheres from both samples, without any discernible difference
in the results. It is, therefore, unlikely that any contamination from the
photoresist was present on top of the spheres.

6.3 Sphere shape and roughness measurement

Using the optical microscope in the Park XE7 AFM, the probe tip was visually
aligned with the center of the spheres. Because the tip is hidden from view
and its position on the probe is only known to within a few micrometers, the
scan area is fine-tuned once the probe is successfully engaged to the surface
of the sphere. The center of the scan area is placed to within 250 nm from the
apparent top of the sphere. This is achieved by adjusting the center location
such that line scans taken in both orthogonal scanning directions result in
nearly equal changes in height from center-to-edge.

The effective radius of the sphere is extracted from the measured topog-
raphy z (x, y) by fitting a spherical surface of the form

z (x, y) =
√
r2 − (x− xc)2 − (y − yc)2 + z0, (6.1)

where r is the effective radius, x and y are coordinates along the perpendic-
ular scanning directions, xc and yc are the coordinates of the center of the
sphere and z0 is the apparent center height of the sphere. Each scan of the
roughly 20 µm diameter spheres measured 5 µm × 5 µm and 128 × 128 pix-
els. This causes a center-to-edge height difference of approximately 250 nm,
which proved to be sufficient to reliably fit Equation (6.1) to the data. It also
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Figure 6.2: a. Probability distribution of effective sphere radii for the grand total of 75
samples; b. Estimated sphere radii for consecutively measured spheres for five different
sets of varying number of samples. Within each set no clear trend is visible.

limited the vertical and sideways force of the AFM probe on the sphere, so
that the sphere remained immobile.

Equation (6.1) was fitted to the data using the Least Absolute Residuals
(LAR) method available in Mathworks Matlab. This method was selected
over a least-squares method for its improved robustness against outliers due
to local surface features. The fitting function approximates the global surface
shape well, and results in an average R2 coefficient of 0.98± 0.01 (1 standard
deviation). For the purposes of the heat transfer measurements, the micro-
spheres can thus be approximated well as ideal spheres with the addition of
roughness for smaller separations between sphere and prism.

Figure 6.2a depicts the probability distribution of the radii of 75 samples.
Close to the mean radius of 11.4 µm, a clear peak is visible for radii between
11 µm and 12 µm. The second peak at 14 µm to 15 µm is consistent with
spheres of (approximately) double the volume of those at the main peak.
We hypothesize that during manufacturing spheres can coalesce before they
solidify. This results in larger spheres of which the volume is an integer
multiple of the nominal size. Unfortunately, Corpuscular did not respond to
our inquiries regarding the manufacturing process. In this sample, we did
not encounter spheres that are larger than twice the nominal volume. The
likelihood of their formation is either very low, or they are filtered out after
manufacturing when the spheres are sorted for size.

As the AFM probe tip wears down and blunts or becomes contaminated,
the derived effective sphere radius is expected to increase monotonically with
time. Figure 6.2b shows the extracted radii of five measurement series, with
each series representing consecutive measurements. There is no obvious trend
present in the data and all sets span a similar range of sphere radii. Tip
blunting is therefore not considered an important contributor to the measured
sphere radii.

The surface roughness was measured on smaller areas using the same
equipment and alignment procedure. The scan size was limited to an area
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Figure 6.3: Flattening procedure to remove the surface curvature from the surface topog-
raphy.

of 1 µm × 1 µm and 1000 × 1000 pixels to achieve 1 nm lateral resolution.
Because of the small scan area, the height variation from center to edge at
a nominal radius of 10 µm is 12.5 nm. In practice, this proves insufficient for
fitting the spherical surface to the obtained topography in the presence of
roughness. Therefore, the measured topography is flattened by subtracting
a fitted second-order polynomial surface instead. By using the second-order
polynomial, only the average height, the tilt and the mean curvature are
removed, while height variation at shorter length scales, e.g. local features
and roughness, remain unaltered.

The measured height distribution for each sphere fits a normal distribu-
tion reasonably well, but is sometimes highly skewed. This is caused by the
presence of large defects that we found on 5 out of the 40 samples.

The tip radius of the FESPA-V2 probes is too large for roughness estima-
tion. Therefore, roughness measurements were obtained using the SHR300
probes with a maximum tip radius of less than 1 nm. In an attempt to
confirm that the tip is not a major contributor to the measured roughness
values, the spheres were imaged using (white light) interferometry and 3D
optical microscopy. Unfortunately, in both cases, internal reflections caused
by the highly curved surfaces resulted in distorted micrographs that could
not be interpreted successfully.

Figure 6.4 shows the extracted root mean square surface roughness, Rq,
and the corresponding maximum peak-to-peak heights. The extracted values
show no trend between consecutive samples, which indicates that tip wear
does not significantly contribute to measured roughness. The measured root
mean square roughness Rq varies between 7.2 nm and 29 nm, while the peak-
to-peak values range from 55 nm to 198 nm. The high correlation between
Rq and the peak-to-peak values indicates that the roughness is mostly uni-
form and not the result of tall isolated features. The measured probability
distributions of Rq and the peak-to-peak roughness are depicted in Figure 6.5.

As Figure 6.6 shows, the surface roughness does not correlate with the
sphere radius. Because the roughness - and thus the probability of premature
contact between probe and sample - is independent of sphere size, there is
no advantage in picking either smaller or larger spheres for conducting heat
transfer measurements at small separations (≤ 100 nm).
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6.4 Characterizing the roughness of the prism

The prism used in the heat transfer measurements is a modified version of
the Newport 10SB10 fused silica prism. One of its corners was removed and
all of its optically active surfaces were polished manually. Afterwards, the
prism was split into two to create two copies. The first copy was installed in
the setup, while the other one was kept as a back-up. To minimize the risk
of damage to the original, we have characterized the surface of the second
one as a proxy. The surface shape of its edge was measured using a Zygo
Verifire 1000 interferometer. To minimize the effect of secondary reflections
from the other sides of the prism, these sides are coated with a thin film of
Vaseline. This is common practice for surfaces of which the reflections cannot
be mitigated in another way [7, 8].

The roughness (short-scale variations in height) is studied separately by
removing the waviness (the long-scale height variations) from the measured
topography. The waviness can be removed, because in the heat transfer mea-
surements the sphere and prism are separated by no more than 6 µm. To
achieve this, a description of the long-scale height variations of the prism sur-
face is required or an algorithm that removes the long-scale height variation.
Unfortunately, simple two-dimensional polynomial surfaces or sinusoids do
not accurately describe the surface, which makes it difficult to remove the
waviness in a single step. Therefore, n sections of 1 mm×1 mm are randomly
selected from the surface data and studied individually. Each section is flat-
tened by removing a second-order polynomial surface from the height data.
The best result is obtained using a least-squares method as depicted in Fig-
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ure 6.7. The size of each section is significantly bigger than the microspheres,
but small enough for a second order polynomial surface to be used for the
flattening procedure. The centroid for each section is chosen at random using
uniform probability distribution functions for both coordinates. This ensures
that the results are not biased by oversampling or undersampling certain
spatial frequencies that may be present in the surface topography.

The quality of each polynomial fit is judged by its R2 value. All sections
that resulted in a R2 ≤ 0.9 are excluded from the analysis, to prevent the
waviness from factoring into the surface roughness estimate. In this manner,
the root mean square roughness is estimated at 1.2 nm, with peaks of high
probability at 0.8 nm and 1.2 nm. The probability distribution of the rough-
ness of the sections is shown in Figure 6.8. The statistical distribution does
not change significantly when the worser fits are excluded, as is apparent from
plotting the distributions on top of each other.

The studied surface of the prism is in the center parallel to the back
surface, as shown in the inset of Figure 6.8. The white light interferometer
picks up spurious reflections from this surface, causing an increased apparent
roughness. This was confirmed with local roughness measurements taken
with a Bruker NPFlex optical profiler, that does not pick up these spurious
reflections because of its limited field of view. The roughness values obtained
from the center of the prism using the optical profiler were locally less than
0.6 nm r.m.s. (using a Gaussian filter to separate the waviness and roughness
instead of a polynomial fit).
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6.5 Roughness & shape limitations on heat transfer measurements

The microspheres can be described well by ideal spheres of an effective radius
of approximately 11.4 µm and a root mean square roughness of 29 nm. The
roughness of the prism is by comparison to the microspheres of no concern.
For sphere-prism separations below 100 nm, the likelihood of point contacts
increases due to the roughness of the microspheres and the presence of local
features that can reach a height of 100 nm. This agrees well with results
presented by Rousseau et al. [1], that show that their results had to be shifted
by 31.8 nm to compensate for a local feature that caused premature contact
between the sphere and their sample. Point contacts are troublesome, because
the measured heat transfer is no longer solely determined by radiation, but
can also contain some conduction.

We expect that the sphere roughness will also cause drastic deviations
from the predicted heat transfer for distances smaller than 100 nm if point
contact is not present. As predicted by Biehs and Greffet [9] and Krüger et al.
[10], the roughness will severely limit the increase in heat transfer below
100 nm and diffuse reflections will cause the transfer to level off.

Considerably smoother glass microspheres are available. For example, Van
Zwol [11] shows that Duke Borosilicate Glass 9020 spheres are very smooth at
a roughness of 0.7 nm±0.1 nm r.m.s. However, we did not select these, because
of the unknown composition of the borosilicate glass which may contain parts
boric acid and alumina amongst others. This makes it difficult to estimate the
dielectric function, that is necessary for comparison with theoretical models.

6.6 Conclusions

The minimum distance at which heat transfer experiments can be conducted
is limited by the roughness of the microsphere and the occurance of tall
features on its surface. The selected microspheres have a fairly consistent
average radius of 11.4 µm and a root mean square roughness of 29 nm. How-
ever, higher local features exist on the surface that can reach up to 198 nm
tall (peak-to-peak). These features can cause premature contact between
the sphere and the sample. The roughness of the prism (the sample) is
significantly lower with a mean value of 1.2 nm r.m.s. and is negligible in
comparison to the spheres. The roughness of the sphere limits the minimum
distance for heat transfer experiments in practice to approximately 100 nm.
For smaller distances the premature contact is likely and deviations from
the ideal smooth spheres assumed in theoretical models will be noticeable.
Smoother microspheres have to be acquired to achieve smaller separations in
future experiments.
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7. Lumped-parameter model for heat con-
duction across a solid sphere

Thermal network modeling or lumped parameter modeling [1, 2] is a
method for evaluating heat fluxes and temperature gradients in complex ge-
ometries that is well suited for early stages of analysis and development. In
this method, the geometry is simplified to one-dimensional conductors of sim-
ple shapes, such as cuboids, (hollow) spheres, and cylinders [3, 4]. For these
shapes closed-form analytical solutions exist that are compact enough for
evaluation by hand. These solutions use Fourier’s law to express the thermal
conductance (or its reciprocal, the thermal resistance) between two surfaces
on a body. Typically, such a solution contains a measure of the cross-sectional
area A of the conductor, the conductivity of the material k and the distance
between the two ends L (see Figure 7.1). The simplification of the geometry

Title picture: rendering of the temperature distribution on the surface of a sphere as
calculated using COMSOL Multiphysics for two unequal contact areas. Rendering by Roy
Bijster.
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Figure 7.1: One-dimensional heat conduction through a sphere can be approximated by
replacing the sphere using a cube or a cylinder. The one-dimensional representation in the
form of a thermal resistance is sketched inside the cube and the cylinder.

leads to a reduction in accuracy, but provides the benefits of relating the
design parameters directly to the temperatures and fluxes of interest while
remaining tractable for hand calculation. For a cuboid - a shape that is often
used to approximate one-dimensional conduction - the conductance can be
written as

G ≡ P

∆T = kA

L
. (7.1)

in which P is the heat flow through the body and ∆T is the temperature
difference over that body. While this is a simple and often useful relation for
first-order estimations, it is inadequate for geometries in which this reduction
to one dimension is not obvious, such as for the conduction of heat across a
sphere. In contrast to the well-known problem for heat conduction through a
sphere - between its center and its boundary - across is used here to name the
problem of heat conduction from one area on its surface to another area on its
surface. This is, for example, encountered in the calculation of the effective
conductance of a packed bed of spheres [5–7], the calculation of conduction
through granular media [8, 9], in thermal insulation [10] and in estimating the
effective heat transfer through spherical probes in scanning probe microscopy
[11, 12]. Although Kaganer [13] and Chan and Tien [5] presented theoretical
descriptions of heat conduction across a sphere, their solutions use infinite
series. This renders them unsuitable for calculation by hand.

In this chapter, the conduction across a sphere is studied numerically
and simple relations suitable for hand calculations and lumped parameter
modeling are presented. The presented results are particularly useful for the
practicing engineer and for first-order estimation.
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Figure 7.2: Sphere with one spherical cap at a constant temperature, and the other with a
constant heat input.

7.1 Geometry

The studied geometry is depicted in Figure 7.2 and consists of a sphere of
radius R with non-overlapping circular caps AT and AP that participate in
the heat transfer across the sphere. The remaining boundary is considered to
be isolated. The two boundaries are separated by an angle θr and the central
axis of each boundary is contained within the yz-plane without the loss of
generality. The areas of the two caps are given as fractions HT and HP of
the total area of the sphere as

Ai = 4πHiR
2, (7.2)

and the related opening half-angles equal to

θi = arccos (1− 2Hi) , (7.3)

with i = {T, P}.

7.2 One-dimensional approximation

Several issues arise when trying to approximate the heat conduction across
a sphere as a one-dimensional problem using a relation similar to Equa-
tion (7.1). First, for a sphere the effective distance L between the source
and the sink cannot easily be captured in a single parameter. Second, the
cross-sectional area A of the conductor is not constant and scales with the
radius. If the heat conduction across a sphere is approximated using Equa-
tion (7.1), the geometry can be adapted to reflect these issues. For example,
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the sphere can be replaced by either a cube of sides 2R or a cylinder of radius
R and height 2R as depicted in Figure 7.1. Note that these simplified geome-
tries only approximate the related sphere for θr = π and HT = HP = 1/2.

Using a cube for the approximation, the conductance of the sphere is
estimated as

Gcube = k
(2R)2

2R = 2kR, (7.4)

while using the cylinder results in

Gcyl. = k

(
πR2)
2R = π

2 kR. (7.5)

These approximations are special cases of the general form

Gs = kRf (HT , HP , θr) , (7.6)

where the function f (HT , HP , θr) is a shape factor that accounts for the rel-
ative sizes and positions of the boundaries. These cube and cylinder approx-
imations provide the correct order of magnitude (f (1/2, 1/2, π) = {2, π/2},
respectively), but underestimate the actual value of the shape factor of≈ 4.82.
In the remainder of this paper, the shape factors for different configurations of
heat transfer across the sphere are determined. These shape factors provide
a better estimate of the conductance and are applicable to a much broader
set of configurations.

7.3 Analytical solution

In 1966, Kaganer [13] solved the problem of heat conduction across a sphere
analytically for the case with small, flattened contact areas with HT = HP =
H and θr = π. Kaganer’s expression for the thermal resistance Rkag. can be
written as

Rkag. = 1
kR

1
4πH (1−H)×

×
∞∑
n=0

(
1

2n+ 1 [P2n (1− 2H)− P2n+2 (1− 2H)]×

× [1 + P2n+1 (1− 2H)]
) (7.7)

with Pk the Legendre polynomial of the first kind of kth order. The thermal
conductance Gkag. is obtained as its reciprocal: Gkag. = 1/Rkag..

Kaganer’s series solution requires an infinite summation that in practice
needs to be truncated. The truncation error of Equation (7.7) is calculated
as a function of H and the number of terms n with respect to the case of
n = 1000. For n ≥ 6 the relative error is ≤ 10 %, and for n ≥ 36 the
relative error is ≤ 1 %, irrespective of the value of H. A solution very similar
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Figure 7.3: Convergence of Kaganer’s series solution for the conduction of heat through a
sphere as a function of the relative size of the caps H and the number of terms n in the
summation of Equation (7.7). The relative error is calculated with respect to the solution
for n = 1000.

to Kaganer’s was derived by Chan and Tien [5] for both solid and hollow
spheres. For an alternative model to find application in practice, it must
require fewer terms for equal accuracy or it must be applicable to a broader
range of configurations and parameters.

Kaganer simplified the solution by projecting the contact area onto a plane
and effectively ignoring the curvature in the contact areas. Moreover, Ka-
ganer calculates the effective temperature of the cap as the arithmethic mean
of the maximum temperature of each cap and the temperature at its perime-
ter. These effective temperatures are used to calculate the thermal resistance.
These approximations are valid for small values of H, but underestimate the
contact area and temperature gradients across each cap. The comparison of
Kaganer’s solution with finite-element simulations that is presented in Fig-
ure 7.5, shows that the Kaganer approximation starts to underestimate the
conductance for H ≥ 0.1.

7.4 Numerical results and discussion

The conduction of heat across a sphere is described by the three-dimensional
heat equation. Because the boundary conditions are not straightforward,
this problem does not lend itself well for closed-form analytical solutions.
Therefore, an empirical shape factor f (HT , HP , θr) is fitted to the solution
to the heat equation that is obtained using finite-element software (COMSOL
Multiphysics). This results in relations that are considerably more compact
than Kaganer’s solution and that can be used for lumped parameter modeling
at equal or better accuracy.

Two sets of boundary conditions are of practical interest. In the first set,
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a constant uniform heat flux is applied to area AP (a Neumann boundary),
while area AT is kept at a constant temperature (a Dirichlet boundary). In
the second set, a constant uniform heat flux is applied to area AP and the
same uniform heat flux is subtracted at area AT (similar to Kaganer’s so-
lution). Although these boundary conditions clearly differ from each other,
the temperature difference is the same for both cases in the one-dimensional
heat equation. In the three-dimensional case for the sphere, however, a tem-
perature gradient exists on the Neumann boundary. The magnitude of this
gradient depends on the size of the cap and its vicinity to the other cap. For
this reason, both cases are studied numerically and put side-by-side in the
results.

A unit sphere with a conductivity of 1 is meshed using 2× 105 to 4× 105

tetrahedral elements (auto-meshed with mesh-adaptation results in a mesh
size that is smaller at the source and the sink when Hi is smaller to capture
the larger thermal gradients). The effective conductance of the sphere is
calculated from the numerical results as

Ge ≡
P

∆T = P

mean (TAT
)−mean (TAP

) , (7.8)

where mean (Ti) = 1/Ai
∫
Ai
T (R, θ) dAi and Ai is the area of the cap. To

extract the shape factor according to Equation (7.6), a function of the form

f (HP , HT ) = a1 (He1
P +He1

T )
+ a2 (He2

P +He2
T )

+ a3H
e1
P H

e1
T + a4H

e1
P H

e2
T

+ a5H
e2
P H

e1
T + a6H

e2
P H

e2
T ,

(7.9)

is fitted to the numerical results for H ∈ [0.001, 0.5] using the Least Absolute
Residuals (LAR) method available in Mathworks Matlab and the Levenberg-
Marquardt algorithm. It is important to note that this function is only valid
on the provided domain and cannot be used for extrapolation, as it yields a
finite conductance for Hi = 0. In the special cases where HT = HP = H, the
shape factor is simplified to

f (H) = c1H
c2 + c3H

c4 . (7.10)

7.4.1 Opposing boundaries of equal size

For HT = HP = H, H ∈ [0.001, 0.5], θr = π, heat has to traverse through
the entire diameter of the sphere. The shape factor f (HT , HP , θr) = f (H)
can be written as

f (H) = 3.584H0.516 + 28.272H3.610, (7.11)

for the case of AT at constant temperature (Standard Sum of Errors (SSE)
of 6.7× 10−3, R2 = 0.999), and can be written as

f (H) = 3.176H0.495 + 11.499H2.907, (7.12)
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for the case at which AT is a constant sink of −P (SSE = 1.3× 10−3, R2 =
1.000). It is interesting to note that in both cases exponents close to 1/2 and
3 are found. The square root like behavior given by the first term, gives a
good approximation for values up to Hi = 0.1. In fact,

f (H, θr = π) ≈ 10
3
√
H, (7.13)

is an excellent fit for H ∈ [0.001, 0.1] with maximum errors of 7.9 % and 4.8 %
for AT at constant temperature and AT at constant power, respectively. The
conductance for this domain can thus be written as

G ≈ 10
3
√
HkR. (7.14)

The fitting coefficient has been approximated by the fraction 10/3 for its
simplicity in use.

To understand this behavior, consider an approximation of the sphere as
a stack of three cylindrical conductors as depicted in Figure 7.4. The top
and bottom cylinder are of identical dimensions (radius r and height L) and
represent the boundaries AP and AT . The center cylinder is similar to that
of Equation (7.5), but its height is adjusted to accomodate for the height of
the other two cylinders (2R − 2L instead of 2L). The areas AP and AT are
set as a fraction H of the total available area on the cylinder for heat transfer

Ai = 2πHR2, (7.15)
so that

r =
√

2HR. (7.16)
The total conductance of the stack is equal to

G = k
π

2
2HR2

L+ 2H (R− L) . (7.17)

If L is constant, the conductance G is proportional to H. However, for a
sphere L is a function of r. Consider, for example, L = ar, for which case the
conductance equals

G = kR
π
√

2H
2
(
a+
√

2H − 2aH
) . (7.18)

This result provides a conductance that is proportional to
√
H for small H

and can be well approximated by Equation (7.10) on the domain H ∈ [0, 0.5].
The simulated and fitted results are plotted in Figure 7.5. The difference

between the two boundary conditions at larger values for H is caused by the
temperature gradient in the boundary AT . This effect gets more pronounced
as the edges of the boundaries AT and AP are closer together (larger values of
H). Figure 7.5 also shows the underestimations present in Kaganer’s solution
for H exceeding 0.1. The relative error of the fitting function is less than 3 %
with respect to the finite-element method calculations for H ≥ 0.01 as shown
in Figure 7.6.
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by two cylinders of radius r and height L.
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7.4.2 Orthogonal boundaries of equal size

For HT = HP = H, H ∈
[
0.001, 1

2

(
1− 1√

2

)]
, θr = π/2, heat only has to

traverse part of the sphere to reach the sink. The domain is chosen so that the
two boundaries do not overlap. In this case, the shape factor f (HT , HP , θr) =
f (H) can be written as

f (H) = 3.536H0.496 + 35.508H2.290, (7.19)

for the case of AT at constant temperature (SSE = 1.1× 10−4, R2 = 1.000),
and can be written as

f (H) = 3.253H0.488 + 13.769H1.948, (7.20)

for the case at which AT is a constant sink of −P (SSE = 3.1× 10−6, R2 =
1.000). The results of the simulations and the corresponding fitting functions
are shown in Figure 7.7. The fitted shape factors give an excellent match
with the FEM results, with a relative error less than 1.4 % for all calculated
values of H as shown in Figure 7.6.

In both fitting functions, the first terms are close to multiples of
√
H.

This result is very similar to that of HT = HP , θr = π for small values of H.
However, the approximation using only the square-root term deteriorates at
comparatively smaller values of H due to the proximity between the source
and the sink in this configuration and the non-linearities that this introduces.
On the domain H ∈ [0.001, 0.1], the shape factor can be approximated as

f (H, θr = π/2) ≈ 3.6
√
H, (7.21)

and yields maximum errors of 13 % and 5.9 % for AT at constant temperature
and AT at constant power, respectively.
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7.4.3 Opposing boundaries of unequal size

The two boundaries HT and HP do not have to be of equal size. Figure 7.8
and Figure 7.9 present the shape factors for easy lookup for the boundary
conditions of AT at a constant temperature or as a constant sink, respectively.

For the case HT , HP ∈ [0.001, 0.5] and θr = π, the calculated shape factors
f (HT , HP , θr) = f (HT , HP ) are fitted to Equation (7.6). The parameters
are listed in Table 7.1. To achieve accurate fits to the numerical data, the
domain is split into two sub-domains. The first sub-domain covers the cases
where HT and HP are both in [0.001, 0.1]. The second sub-domain covers all
the other cases where either one or both parameters are larger than 0.1. The
fitting errors are plotted for AT as an area of constant temperature (factors
f11 and f12) and AT as a heat sink of uniform power −P (factors f21 and f22)
in Figure 7.10 and Figure 7.11, respectively. The average error with respect
to the simulation data is better than 2 % in both cases. While the maximum
fitting error is 33 %, it only exceeds 10 % when the values of HT and HP are
at opposing extremes (for example, HT = 0.001 and HP = 0.48).

7.4.4 Orthogonal boundaries of unequal size

The shape factors for unequally sized, orthogonal boundaries can be calcu-
lated in a similar fashion when HT , HP ∈ [0.001, 0.5] and θr = π/2. The
combinations of HT and HP are constrained by θT + θP ≤ π/2 to prevent
the areas from overlapping. The shape factors are shown in Figure 7.12 and
Figure 7.13 for easy look-up for the cases of AT at a constant temperature or
as a constant sink, respectively.

This particular configuration is of interest in estimations of heat conduc-
tion through spherical probes in scanning probe microscopy and measure-
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Figure 7.8: Values of the shape factor for heat conduction across a sphere with boundary
AT at constant temperature and for θr = π.

ments of near-field radiative heat transfer [11, 12], where a small area of the
sphere is heated, while the other is glued to a sink with a larger contact area.

The shape factors f (HT , HP , θr) = f (HT , HP ) are obtained by fitting the
simulation data to Equation (7.6). The parameters are listed in Table 7.1,
with f31 and f32 for the cases where AT is an area of constant temperature
and f41 and f42 for the cases where AT is a heat sink of constant uniform
power −P . The fitting errors for these cases are plotted in Figure 7.14 and
Figure 7.15. On average, the fitting error is 1.5 %. Similar to the cases θr = π,
the error only exceeds 10 % when the values of HT and HP are at opposing
extremes.
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data for the conductance of a sphere for HT 6= HP and θr = π. The maximum fitting error
is 27 % and the mean fitting error is 2.0 %. The domain is split into two. The gray area is
covered using the parameters of f11 in Table 7.1, while the white area is covered using the
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AT as a constant sink and for θr = π/2.
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Figure 7.14: Relative error for the fitting function of Eqn. 7.6 with respect to the simulated
data for the conductance of a sphere for HT 6= HP and θr = π/2. The maximum fitting
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7.4.5 Dependence on θr

The effective distance between the two areas AP and AT is set by the sizes
of the areas and the angle θr between them. The conductance relative to the
conduction of the case θt = π is plotted in Figure 7.16 for three values of H.
The conductance drops quickly as the relative distance between AT and AP
increases.

It is interesting to note that the difference in conductance between two
adjacent spheres packed in a face-centered cubic (FCC, θr = π/2) [14] or in
a hexagonal close-packed (HCP, θr = π/3) configuration is small at approxi-
mately 2 % for H = 0.001 and approximately 7 % for H = 0.01 and that the
results presented here for θr = π/2 can be used with reasonable accuracy in
studying the conductance through a packed bed of spheres for either config-
uration. It should be noted though that in this chapter each sphere only has
one source and one sink, while in a packed bed of spheres in FCC or HCP
configuration the number of touching neighbors (the so called coordination
number) is 12. Based on the results above an HCP-packed bed is expected to
have a (slightly) higher conductance than an FCC-packed bed, even though
they have the same configuration number.

7.5 Implications for conductance of the microsphere

The radiative heat transfer between a sphere and a flat surface depends on
the distance, and scales in the near-field regime with the separation distance d
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Figure 7.17: With the Derjaguin approximation for heat transfer, a sphere is approximated
as concentric rings that each represent a plate that is parallel to the sample.

as 1/d2 according to the Derjaguin approximation [12]. This method reduces
the spherical surface to a series of concentric rings. The heat transfer between
each ring and the sample is approximated as that between two parallel plates.
This approximation is valid, when the separation d is much smaller than the
radius of the spheres as depicted in Figure 7.17.

Using the Derjaguin approximation, the conductance of the vacuum gap
separating the sphere and the flat surface is written as

GDerjaguin (d, T ) =
R∫

0

h
[
d̃ (r) , T

]
2πr dr, (7.22)

where the local separation d̃ is equal to d̃ (r) = d+R−
√
R2 − r2 and h (d, T )

is the heat transfer coefficient of the gap. From Mulet et al. [15], it is known
that in that case h (d, T ) ∝ 1/d2.

Without calculating the conductance of the vacuum gap, Equation (7.22)
can be used to study the fraction H of the microsphere surface area that is
involved in the interaction. For this purpose, the function is rewritten as

GDerjaguin (d, T ) = h̃ (T )
R∫

0

2πr
d+R−

√
R2 − r2

dr. (7.23)

The radius that contains 99 % of the integral on the right-hand side, r99
is calculated as a measure for the affected area. The temperature-dependent
part of the heat transfer coefficient is captured in h̃ and is not further con-
sidered here. From geometry follows then that

H = 1
2 −

1
2

√
1−

(r99

R

)2
. (7.24)
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The estimated fraction H is plotted in Figure 7.18 for spheres with radii of
10 µm and 100 µm. These sizes are typical for heat transfer measurements be-
tween a sphere and a sample. In both cases, the fraction changes more than
an order of magnitude between separations of 10 nm and 100 nm. In theoreti-
cal models of the conductance of the gap, this change in affected surface area
is automatically taken into account. However, in these models the resulting
change in temperature gradient across the sphere is disregarded and instead
the sphere is assumed to attain a constant temperature. This change of the
temperature gradient is approximately proportional to the change in the con-
ductance of the sphere, which can easily exceed a factor of two according to
the conductance relations discussed earlier.

7.6 Conclusions

The conduction of heat across a sphere can be modeled with an accuracy of a
few percent using a closed-form, parameterized, empirical shape factor that
is combined with the thermal conductivity of the material and the radius of
the sphere. The resulting relations are especially useful for lumped parameter
modeling and outperform Kaganer’s analytical solution at an equal number of
terms. Moreover, the presented solutions are also applicable for non-opposing
sources and sinks that cover up to half of the surface of the sphere and find
application in a broader range of problems.
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8. Adhering the microsphere to the can-
tilever

The probe consists of a microsphere that is glued to the free-end of a
cantilever. To reach this result a bead of a suitable adhesive needs to be
applied to the cantilever tip before it is brought into contact with the sphere.

In the optical beam deflection system used to measure the motion of the
cantilever, the cantilever is heated by the illumination. The adhesive needs to
remain stable at the resulting elevated temperatures. In this chapter, a suit-
able adhesive that can withstand these conditions is selected in Section 8.1.
The methods employed to attach the microsphere to the cantilever are dis-
cussed in Section 8.2. Experiments showed that the adhesive withstands the
elevated temperatures, but that the joint with the sphere breaks. This is
briefly discussed in Section 8.3.

Title photo: a close-up view of the tooling used to hold the spheres, glue bead and
microfiber on the left side and the cantilever chip on the right side. Photo by Roy Bijster.
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8.1 Selection of the adhesive

An ideal adhesive for this application can withstand temperatures of 671 K
(expected maximum tip temperature) continuously without degradation and
has a high thermal conductivity to minimize the temperature gradient be-
tween the sphere and cantilever probe. Because of the small adhesion area,
colloidal adhesives may not contain particles that are larger than or of compa-
rable size as the microsphere (20 µm diameter). Moreover, the viscosity needs
to be in the right ballpark so that it can be applied in small beads without
the adhesive spreading over a large section of the cantilever. A viscocity close
to 5000 cP (5 Pa s) works well in practice. In addition to this, the working
time needs to be at least several minutes to allow manipulation of the probe
near the microsphere after the adhesive has been applied.

Most adhesives are rendered unsuitable by their maximum service temper-
ature, that in most cases is well below 500 K [1]. This limits the selection to
inorganic adhesives (cements) such as the soluble silicates and Sauereisen’s ad-
hesives. The latter are composed of high-purity, inert particles, such as silica,
alumina or other ceramics that are mixed with an appropriate binder. These
particles, however, are typically tens of micrometers in diameter, and there-
fore unsuitable for this particular application. For this high-temperature ap-
plication only the soluble silicates remain. The most common types, sodium
silicate and potassium silicate, are supplied as colorless, viscous water solu-
tions that, once fully cured, can withstand temperatures up to 1370 K. The
viscosity can be controlled by the initial water content.

In the Netherlands, sodium silicate is readily available in small containers
from pharmacies and art supply stores. Unfortunately, the available viscosity
is too low for direct use in this application. Slowly heating the solution in a
glass beaker to increase the viscosity by evaporating some of the water proved
difficult to control and often led to a thin film forming on top of the solution.

In industrial settings, the soluble silicates are mainly used for industrial
applications, such as paper bonding and the manufacture of cardboard boxes.
The adhesives are available in several compositions and viscosities to meet
these industrial needs. Upon consultation with PQ Corporation, their Kasil 6
(potassium silicate solution), Crystal 0079 (silicic acid sodium salt solution)
and Crystal 0012 (sodium silicate solution) adhesives were tested. Of the
tested adhesives, only Crystal 0012 had a working time (roughly 2 minutes)
that was long enough for this application.

8.2 Gluing procedure

The spheres are glued to the cantilever using two three-axis translation stages
that can move independently, as shown in Figure 8.1. The cantilever chip
is seated in a small pocket to restrict its lateral motion and kept in place
temporarily by a small piece of kapton tape. The cantilever hangs freely over
the edge of the support structure. On the opposing side, microspheres are
deposited on a silicone support. Shortly before gluing, a bead of adhesive
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Figure 8.1: Schematic of the gluing procedure. The spheres, microfiber and bead of glue
are deposited on a silicone support that is fixed on a three-axis positioner (not shown).
Opposite to it is the probe, that is seated in a pocket on another three-axis positioner.
Once the sphere is in the right location, the glue is hardened using an ultraviolet flood
light.

is dispensed close to the edge of the support. The silicone layer prevents
the microspheres from sticking to the surface and allows the dried glue bead
to be easily removed afterwards. A torn microfiber has been glued next to
the spheres, and has been bent such that its tip points upwards. By tearing
it, a sharp tip is formed that can be used to manipulate the sphere. This
glue tool is placed under a Olympus SZ-X12 stereoscope. The stereo vision
allows a degree of depth perception which is indispensable when positioning
the cantilever right above a microsphere during gluing.

Step 1: removing unwanted cantilevers from the chip

The chip holds cantilevers of four different lengths. If one of the shorter
designs is used, the longer cantilevers need to be removed from the chip. To
this end, the microfiber can be placed near the root of the cantilever. When
the chip is then pushed forward, the microfiber slides vertically along the
cantilever and shears against it, effectively ‘sawing’ it off at its base. This
method is illustrated in Figure 8.2 and proved to be effective and quick. Other
methods in which the cantilever is loaded axially or is loaded in bending
to break it off are significantly slower and more difficult to align with the
applicator.

Step 2: applying adhesive to the cantilever free-end

A bead of adhesive is dispensed shortly before gluing. The cantilever is par-
tially dipped tip-first into the bead from the side. The cantilever is then
quickly retracted and a small bead of adhesive forms at the free-end of the
cantilever.

Step 3: adhering a microsphere

The cantilever is then moved to the vicinity of a suitably located microsphere
that is situated near the edge of the sample holder. Once located, the can-
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Tip of �ber

2

1

Figure 8.2: Unwanted cantilevers are broken off the chip by shearing a fiber against the
cantilever and the chip. By pushing the chip against the fiber (1), the fiber starts to slide
vertically (2) and shears off the cantilever.

MicrospheresTip of !ber

Figure 8.3: Micrograph of a cantilever with two microspheres attached to its tip. A fiber
tip is used to exert a lateral force on the spheres, causing the cantilever to rotate about its
axis.

tilever is moved up, positioned above the microsphere and then moved down
slightly beyond the point of contact to apply positive pressure. After approx-
imately 10 s of contact, the cantilever is retracted and the sphere is pulled
along with it.

Step 4: checking the bond strength

To check that the sphere is firmly bonded to the cantilever tip, the cantilever
is moved towards the tip of the microfiber. The sphere is pushed sideways
against the microfiber tip. If this causes the cantilever to twist about its
length (as shown in Figure 8.3) without the sphere moving or coming loose,
the sphere is correctly bonded to the cantilever.

8.3 Issues at high temperatures

Although the bond is mechanically stable at room temperature, the bond
fails at higher temperatures. During experiments where the cantilever was
heated near its free-end using a laser, the spheres came loose. Using opti-
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cal microscopy, it was confirmed that in most cases the glue bead was still
present after the event. Given the high temperature stability of the adhesive,
we hypothesize that (rapid) heating in combination with thermal expansion
mismatch caused failure of the bond with the microsphere. We have been
unable to confirm this experimentally. The failure of the bond at higher tem-
peratures impedes heat transfer measurements using the instrument and will
require further investigation.

8.4 Conclusions

At temperatures above 500 K, soluble silicate adhesives offer the required
bond stability without the need for mixed-in particulates. Three soluble sil-
icates were tested of which only Crystal 0012 had the right viscosity. The
working time of this adhesive was two minutes and was sufficiently long to
perform the gluing procedure. Although the adhesive appears stable at ele-
vated temperatures, the bond failed at operational conditions. Although the
glue bead was still present after failure, the microspheres had come loose.
This impeded further measurement of heat transfer using the instrument and
requires further investigation.

Acknowledgments

The author thanks Wim Peterse and Tjeerd Russchenberg of TNO for prepar-
ing the necessary tooling and Gere Kattenbeld of PQCorp for making small
volume samples of their soluble silicate adhesives available.

Bibliography

[1] S. Ebnesajjad, editor. Adhesive Technology Handbook. Willam Andrew Inc., 2009.





9. Discussion

The initial outset of this thesis was to realize a proof-of-principle instru-
ment that can be used for measuring the separation between a probe and a
sample using heat transfer. In this chapter, the current state of affairs is dis-
cussed including future work that is required to finish the proof-of-principle
setup. In addition to this, an outlook to the future is provided in which the
concept of a one-dimensional distance sensor is taken to a multi-dimensional
scanning probe microscopy technique.

Title photo: realized positioning and tracking platform for near-field imaging mi-
croscopes developed by TNO [1]. Shown is a three-stage positioning platform with a
long-stroke linear stepper motor, a pre-stressed piezo stage and a micro electro-mechanical
system (MEMS). A separation sensor based on heat transfer can be integrated in the
MEMS device to measure the distance to the sample. Photo by Rogier Bos, courtesy of
TNO/NOMI.
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9.1 Opportunities

In this thesis, a direct relation is established between the heat flux between
the microsphere and the sample on one hand and the output signal of the
measuring system on the other hand. The discrepancies from the ideal or
theoretical case are highlighted and are taken into account in evaluating the
measured heat flux. This provides a new opportunity to (re)consider the dis-
crepancies between the modeled heat flux and the measurements that were
found by others. Previous research [2, 3] overlooked, e.g., the effects of the
change in the temperature gradient over the microsphere (see Section 2.1.2
and Section 7.5) and the reduction of the effective cantilever length (see Sec-
tion 5.2).

9.2 Limitations

The research and the designs presented in this thesis are limited in several
ways. A separation sensor that relies on heat transfer is limited by the follow-
ing factors. The first limitation is the attainable bandwidth that has to be
traded against the signal-to-noise ratio and the sensitivity (see Section 4.5.1).
Although this is true for most sensor technologies, the realizable bandwidths
are comparatively low at several hundred hertz for the designed probes. The
bandwidth can be extended to several kilohertz for smaller probes with rel-
atively small sacrifices in terms of sensitivity. This will be a limiting factor
for pairing this technology with high speed motion platforms [4] that run at
bandwidths of several hundred kilohertz.

Second, the increase in heat transfer rate in the near-field regime depends
strongly on the materials of the probe and the sample. If both support
phonons or polaritons at the same wavelengths, the radiative heat transfer
can be enhanced. If this is not the case, the effect is strongly limited. A
separation sensor based on conductive heat transfer would therefore find a
broader use for cases in which the application does not require vacuum.

Third, the theoretical model that describes the system performance (see
Chapter 2 and Chapter 4) does not include the non-linear effects of film
thickness and of temperature on the material properties. It is known that
the mechanical properties can vary strongly with film thickness (see, e.g.,
Abazari et al. [5]) for films up to several hundred nanometers thick. When
these effects are taken into account, the design of the corresponding probes
will change and may be used to enhance the sensitivity of the system.

Last, the performance of the adhesives at micrometer length scales and at
elevated temperatures nearing 1000 K is not well understood (see Chapter 8).
The connection between the microsphere and the cantilever has to be modeled
in more detail to understand why the bond breaks and how this issue can be
resolved.
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9.3 Future design improvements

In the previous chapters, recommendations were given to improve sub-system
performance. On a system level, however, the existing design implementa-
tion can be changed in several ways to increase the overall performance and
usability.

9.3.1 Redesign of the mechanical layout

In the current implementation, the vacuum chamber is raised above the opti-
cal table to accommodate the vacuum pumps and vacuum feed-throughs that
are on the bottomside of the vessel. This requires the non-vacuum optics to be
raised on a platform that needs to be aligned separately with the in-vacuum
optics. A redesign of the system should place the in-vacuum optics and the
non-vacuum optics on a shared platform that is ideally level with the table-
top of the optical table. This improves the mechanical stability and eases
alignment. Moreover, the optical mounts should be redesigned so that they
are aligned based on manufacturing tolerances and do not require manual ad-
justment. Furthermore, from a practical perspective the tabletop should be
lowered to a level where the operator no longer needs to stand on top of the
optical table to open the vacuum chamber. Usability is an often overlooked
design aspect in research setups, but is paramount to the experience of the
operator and thus ultimately to the accuracy of the measurements. A system
that is hard to use, is prone to being used incorrectly.

9.3.2 Redesign of the cantilever geometry

The cantilevers designed in Chapter 4 have a widened section of 10 µm diame-
ter near the free-end that serves as a target for the OBD laser. Together with
the chosen beam widths for the OBD lasers in Section 2.4, this resulted in a
significant fraction of the incident light passing by the cantilever probe. This
necessitated that the power of the transmitted and the passing light is mea-
sured as part of the system calibration, which is cumbersome and introduces
additional sources of uncertainty. The system can be improved by increasing
the size of this target to double the radius. In that case, the amount of light
that passes the cantilever is negligble and the calibration can be simplified
significantly.

9.3.3 Smoother surfaces

In Chapter 6, the root mean square surface roughness of the microspheres
was found to be 29 nm with peak-to-peak values up to 198 nm. To reduce the
likelihood of point contacts at small separations, future experiments should
investigate the use of smoother borosilicate spheres. The dielectric function
of these spheres need to be measured or estimated for the comparison with
theoretical models of near-field radiative heat transfer.
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In addition to this, the scattering of light that is caused by the surface
roughness of the prism (see Chapter 3) can be reduced by further polishing
the prism. The associated investment can be minimized by using a smaller
prism.

9.4 From a one-dimensional separation measurement to near-field
thermal microscopy

The heat-transfer between a microsphere and a flat surface is essentially one-
dimensional: the separation between the sphere and the surface can be set and
does not change with relative lateral movement (parallel to the surface) be-
tween the two. Understanding the dependence between the heat flux and the
separation is quintessential in constructing a practical separation-sensor and
towards near-field thermal microscopy. This can be expanded to a (quasi-)
one-dimensional system when the sample is replaced by, e.g., a staircase. It is
evident that when the probe scans laterally across the sample that the change
in separation with every step will result in a well-defined change in the mea-
sured flux. This does, however, conveniently ignore the three-dimensional
effects that are encountered near the transitions between steps. For exam-
ple, when a line scan is performed across the staircase, the sharp edges of
the steps are expected to be smoother transitions in the measured flux. To
take the (quasi-)one-dimensional separation sensor, that is described above,
to the real three-dimensional world it is important to understand how the
local geometry influences the measured heat flux. This will require further
modeling and experimentation. From a theoretical and modeling perspective,
this requires techniques that can calculate the flux for arbitrary geometries
at various length scales. From an experimental perspective, this requires a
platform that can move the sample relative to the probe. These topics are
addressed separately below.

From the modeling perspective, significant progress has been made in the
past 15 years in the development of tools that are suitable for calculation of
near-field radiative heat transfer between arbitrary geometries. For a general
review of the available techniques the reader is referred to the work of Didari
and Mengüc [6]. It is, however, instructive to highlight two techniques that are
applicable to the size and the length scales of interest here and that have been
demonstrated using three-dimensional geometries. Rodriguez et al. proposed
the Fluctuating Surface-Current (FSC) formalism for near-field heat transfer
calculations [7, 8] and the Fluctuating Volume-Current (FVC) formalism [9].
Both techniques rely on a description of the scattering caused by electric
and magnetic currents on the surface of the interacting bodies and in their
volumes, respectively. The FSC formalism has been demonstrated in the
design of a probe for measurement of near-field heat transfer in the extreme
near-field [10, 11]. The second method of interest approximates a body of
arbitrary shape by discretizing it as a large collection of dipoles. This so-
called Thermal Discrete Dipole Approximation (T-DDA) of Edalatpour et al.
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[12] discretizes the volume in cubic sub-volumes and combines these with
theoretical relations to calculate the total heat flux. The accuracy of this
technique depends strongly on the number of dipoles used and is mostly
suitable for problems where surface polaritons dominate the heat transfer
[13].

At the moment of writing, no studies were found that utilize either of
these techniques to study the behavior of a probe scanning across features in
the sample. All found studies were limited to calculating the one-dimensional
dependency of the heat flux on the separation. Future studies will have to
focus on determining the extent of smoothing effects in scanning near-field
microscopy applications and the minimum feature sizes that can be detected.
Examples of such features are deep and narrow trenches and sharp steps such
as the ones that are used in the manufacturing of high-density digital memory
chips [14].

From the experimental perspective, the probe needs to be scanned later-
ally relative to a sample that has height variations on its surface. The system
architecture proposed in this thesis, uses a three-axis translation stage to
move the sample with respect to the probe. In the current instance, the
sample consists of a flat surface of a prism. The separation between the sam-
ple and the probe is measured independently using a total internal reflection
microscope. This independent measurement is lost when the surface of the
prism is structured, because the small features on its surface will increase the
scattering intensity caused by the sample. The three-axis translation stage
does, however, permit experiments in which the probe is scanned across a
surface. Special care has to be taken though to mount the sample perpendic-
ular to the probe. Moreover, the current instance uses a microsphere that is
attached to the free-end of the cantilever. If the microsphere is to be replaced
by another geometry, new production methods will have to be used to man-
ufacture the tip or join it to the cantilever. For example, a microsphere can
be attached to the free-end first and then be modified using micro-machining
techniques such as focused ion beam (FIB) machining [15, 16].
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10. Conclusions
The aim of this thesis was to develop a proof-of-principle demonstration

of using heat flux between two bodies for determining the distance between
them. Towards realizing such an instrument, this thesis presented an in-
strument architecture that solves three problems that exist in comparable
systems.

First, the distance between the probe and the sample is measured inde-
pendently using a total internal reflection microscope (TIRM). In contrast to
methods that rely on contact and accurate motion stages, the use of TIRM
allows for a continuous measurement of the separation between the spheri-
cal probe and the sample. TIRM is a well-known technique for measuring
the distance between a flat interface and microspheres. However, the imple-
mentation of this technique in combination with an optical beam deflection
system is not straightforward. As is shown in Chapter 3, the presence of a
microcantilever and its clamp limits the accessible volume. This makes it

Title photo: close-up photo of the internals of the instrument. Photo by Rogier Bos,
courtesy of TNO.
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impossible to capture the light scattered in the forwardscattering direction,
in which the scattering intensity is highest. Moreover, the intensity of the
light that is scattered by the roughness of the prism easily exceeds that of
the TIRM signal. Although detection in the backscattering direction suffers
strongly from this effect, it remains the most viable configuration. By further
polishing the prism and using p-polarized light in the TIRM illumination, the
scattering off the prism can be significantly reduced. This layout decouples
the TIRM and OBD system and does not penalize the OBD performance.

Second, the thermal balance of the probe is kept constant using closed-loop
control, such that the conditions are constant throughout the duration of the
measurement. This allows the flux to be measured directly, rather than via an
otherwise needed temperature change (Chapter 2). If the optical reflectivity,
absorptivity and transmissivity of the cantilever probe are known, this has
the added advantage that the measurement does not require calibration of
the probe, but only of the actuator that is used in the control loop.

The work in this dissertation presented a system equation that relates
the output signal of the instrument to the heat flux absorbed by the probe.
This coupling of the top-level design parameters of the system to the output,
allows the study and design of each separate contributor and its effect on the
total system performance.

In addition to the design of the instrument, this research contributes a
detailed study of the influences of the microsphere and of the microcantilever
on the heat flux measurement. Regarding the microsphere it is shown in
Chapter 2 and Chapter 7 that the thermal gradient across the microsphere
cannot be ignored. Because the heat flux is determined at the tip of the
cantilever and not at the point of the sphere that is closest to the sample, the
thermal gradient needs to be taken into account in determining the effective
conductance of the gap. However, the conductance of a spherical conduc-
tor depends on the size of the areas of the heat source and the heat sink.
The area of the sphere that is involved in the heat transfer to the sample is
distance-dependent. This causes the effective conductance across the sphere
to change. Regarding the influence of the microcantilever, it has been shown
in Chapter 4 and Chapter 5 that the size and the position of the illumination
of the cantilever probe are large contributors to the sensitivity of the probe.
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A. Uncertainty due to defocus in the optical
beam deflection system

In the confocal OBD method, a collimated laser beam is focused on the
sample. On reflection, the optical beam is rotated by an angle 2θ (twice
the rotation angle of the cantilever) and passes back through the focusing
lens. This results in an effective beam displacement ∆x. For an ideal lens,
the sensitivity of the beam displacement to rotation can be estimated us-
ing Equation (2.31) as ∂x/∂θ ≈ 2f . For a thick, non-ideal lens, however, a
ray-trace model provides a more accurate estimation of the sensitivity. More-
over, a ray-trace simulation allows for quick estimation of the uncertainty of
this parameter. This uncertainty is included in the uncertainty budget for
determining the cantilever sensitivity.

The lens, a Thorlabs ACA254-050-A-VAC-SP, was modeled in Lambdares
OSLO [1] using the nominal optical description provided by Thorlabs [2] (see
Table A.1) at a test wavelength of 640 nm. A tilted mirror was placed in the
focal plane of the lens. The vertical displacement of the chief ray was used
as a measure for the beam displacement. The results of this are depicted in
Figure A.1.

Table A.1: Optical description of the Thorlabs ACA254-050-A-VAC-SP.

# Radius (mm) Thickness (mm) Material

1 32.53 6.82 Schott N-SSK2
2 −32.53 1.25 Air
3 −28.45 3.23 Schott N-SF57
4 −78.02 W.D.a Air
a The nominal working distance (W.D.) is 42.75 mm.

To also account for slight defocus, the mirror was also placed 0.5 mm in
front of and behind the nominal position. This results in an estimate for the
sensitivity ∂x/∂θ of 99.6 mm± 3.0 mm.

Parts of this appendix have been published in Review of Scientific Instruments 92,
025008 (2021).
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Figure A.1: Calculated beam displacement as a function of local tilt θ. These results are
obtained using an Lambdares OSLO ray-tracing simulation of the Thorlabs ACA254-050-
A-VAC-SP lens. The nominal working distance is 42.75 mm in the shown configuration.
The beam displacement is equal to the vertical displacement of the chief ray.
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B. Measuring the optical absorptance of the
cantilever

The heat transfer measurement relies on accurate knowledge of several
thermal, optical and mechanical properties of the cantilever probe. Many
of these cannot be measured directly, and need to be derived or calibrated
using different measurements. To estimate the tip temperature, for example,
it is paramount to know the conductance of the probe, measurement of which
in turn relies on accurate knowledge on the power absorbed from the inci-
dent laser beam. A reliable and accurate method for measuring the optical
absorptance is thus required.

B.1 Measurement of absorptance using the optical beam deflec-
tion system

The effective optical absorptance of the cantilever can be measured using the
confocal OBD system and a calibrated optical power meter. This setup is
shown in simplified form in Figure B.1. From conservation of energy, the
absorptance α can be written as

α = Pab

Pin
= 1− Ptr

Pin
− Psc

Pin
− Pre

Pin
, (B.1)

where Pin, Pab, Ptr, Psc, and Pre are the incident, absorbed, transmitted,
scattered and specularly reflected power, respectively. The transmitted power
also includes light that bypasses the cantilever.

The power incident on the cantilever can be directly measured at Location
3 (see Figure B.1), while the power transmitted (and bypassed) is measured
at Location 4. The light which reflects off the cantilever surface passes back
through the lens of the OBD system. Attenuation of the light in these optical
elements is accounted for through calibration. Due to volume restrictions
in the vacuum part of the OBD system, the efficiency of the lens and the
efficiency of the OBD system need to be calibrated separately.

The losses incurred by the lens and by the window of the vacuum chamber
are simply the ratios of the power incident on the windows and the power

Parts of this appendix have been published in Review of Scientific Instruments 92,
025008 (2021).
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Figure B.1: Simplified representation of the OBD system with an included calibration
mirror. By measuring the optical power at Locations 1 through 5 the absorbed power can
be estimated.

transmitted by the lens,
ηlens = P3

P1
. (B.2)

The efficiency of the OBD system is measured using a calibrated mirror (effi-
ciency ηcal) that is placed at Location 1. The optical power is then measured
at Locations 1 and 2 to find

ηopt = 1
ηcal

P2

P1
. (B.3)

Light that is not specularly reflected, but is instead scattered in other
directions, Psc, cannot be measured using this method. As shown in the
main text, the total scattered power is estimated to be less than 1 % of the
specularly reflected light.

The light reflected off the cantilever is derived from the power measured
in Location 5,

Pre = ηcal
P 2

1P5

P2P3
, (B.4)

from which the absorptance is approximated as

α ≈ 1− P4

P3
− ηcal

P 2
1P5

P2P 2
3
. (B.5)

Each measured power level is nulled for any offset that is present in that
measurement location due to other light sources that may reach the detector.
The absorbed power causes the cantilever to deflect, and consequently the
angle of incidence to change. To account for this effect, the optical power is
modulated over the full range at each measurement location.
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B.2 Calibration and uncertainty analysis

The calibration mirror is a Thorlabs BB05-E02 broadband dielectric mirror
with a specified reflectivity of approximately 0.98 − 0.99 at a wavelength of
635 nm. Its reflectivity is calibrated using the simple system schematically
depicted in Figure B.2. The reflectivity of a dielectric mirror varies with wave-
length and polarization state. Therefore, the laser diode is cycled through
its full output range to compensate for any wavelength variations with out-
put power, and the mirror is used close to normal incidence to minimize
polarization-induced variation.

Figure B.2 shows the measurement geometry, where the reflected and in-
cident powers are measured using an optical power meter at Locations 1 and
2, respectively. This configuration allows for a minimal angle of incidence of
less than 0.9◦. Data provided by Thorlabs shows that the reflectivity is only
weakly dependent on the angle of incidence, as they measured reflectivities
of 0.9909 and 0.9989 at 8◦ and 45◦ angles of incidences, respectively; a differ-
ence of 0.8 % over a 37◦ change in angle of incidence. Based on this data, we
expect that at an angle of incidence of 0.9◦ an error of at most 0.02 % is in-
troduced with respect to normal incidence. The effect is therefore not further
quantified. Using this method, the reflectivity of the mirror was calibrated
to be 0.9970± 0.0338, well within the cited range.

160 cm

5
 c

m

1

2

α = 0.9°

Power meter

Laser diodeMirror

Figure B.2: The reflectivity of the calibration mirror is measured by illuminating it under
a shallow angle and measuring the reflected power in Location 1 and the incident power in
Location 2.

B.2.1 The effect of polarization

As explained in Chapter 2, the incident and reflected beams are separated in
the optical beam deflection system using polarizing optics. This allows for
maximum optical power to reach the PSD. However, the efficiency of the used
multi-order half- and quarter-wave plates varies strongly with the incidence
angle, introducing inaccuracies in the reflectivity measurement. Moreover,
the deformation of the probe under heating causes changes in the polarization
state that are not easily predicted. Therefore, a second OBD system that
mimics the optical qualities of the original without the use of polarizing optics,
is used to measure the absorptance and reflectance of the probe.



156 APPENDIX B. MEASURING THE OPTICAL ABSORPTANCE OF THE CANTILEVER

Table B.1: Uncertainty per power reading for a Newport 918D-UV-OD3R silicon detector
and Newport 1936-R benchtop optical power meter at a full scale range of 6.941 mW.

Component Value Unit

Accuracy power meter 0.2 % V, r.m.s., 1σ
Linearity silicon detector 0.5 % V, r.m.s., 1σ
Uniformity silicon detector 2 % V, r.m.s., 1σ

B.2.2 Variation introduced by the power meter

The power is measured using a Newport 918D-UV-OD3R silicon detector that
is paired with a Newport 1936-R benchtop optical power meter. The detector
sensitivity was measured to vary 2.4 % while moving ±2.5 mm from the center
in any direction. It is therefore paramount that the beam is incident on the
same location of the silicon detector across all measurement locations. This is
achieved by temporarily placing a �0.9 mm pinhole in front of the detector.
After the power reading has been maximized by moving the detector, the
pinhole is removed and a reading is taken. Using this method the beam is
centered onto the detector.

B.2.3 Accuracy and uncertainty

The uncertainty in the estimated absorptance σα can be calculated as the
sum of the uncertainties due to each contributor as

σ2
α =

5∑
i=1

∣∣∣∣ ∂α∂Pi
∣∣∣∣2 σ2

Pi
. (B.6)

The sensitivity to each contributor is found through partial differentiation of
Equation (B.5) as:

∂α

∂P2
= ηcal

P 2
1
P2

P5

P 2
3
, (B.7)
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P 2

3
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C. Damaged cantilevers due to overheating
The A1 and A2 probes get damaged easily when illuminated with a laser,

while the B, C and D cantilevers do not suffer from the same problem. In this
Appendix, a possible failure mode for the A1 and A2 cantilevers is presented.

When observed under a conventional optical microscope (Leitz Laborlux
K), it is clear that the cantilevers have undergone changes after illumination
by the laser of the OBD system. As shown in Figure C.1.a, the cantilevers
have discolored (‘blackened’) from the free end to approximately halfway the
cantilever, and the spheres have moved. One of the cantilevers has even par-
tially broken off. Imaging of the cantilevers using a scanning electron micro-
scope (JEOL JSM-6010LA) in backscattered electron shadow mode (BES),
reveals a clear difference between the discolored section and reflecting section
of the cantilever. The scanning electron micrographs, shown in Figure C.1,
are taken at 5 kV in backscattered electron shadow mode. This mode detects
backscattered electrons with illumination from the side, and provides infor-
mation on both the topography and the composition. In these micrographs,
heavier elements appear brighter due to the larger amount of backscattered
electrons. The transition areas marked in the figure, appear to contain the
melt pools of the aluminium coating. This suggests that the aluminium has
melted and possibly even evaporated from the cantilever.

The conductance of Cantilever A is approximately 5.3× 10−7 W K−1. At
an absorbed power level of approximately 200× 10−6 W and a temperature at
the clamped end of 294 K, the temperature at the free end reaches a maximum
value of 671 K. This is not sufficient to melt the aluminium, which has a
melting temperature of 933 K.

However, if hydrocarbons are present on the surface, these can decom-
pose and cause carbon contamination of the surface. According to Miller and
Haneman [1], this can occur at temperatures as low as 600 K. The carbon
contamination of the surface will result in an increased absorption of the
incident laser power, resulting in higher temperatures. This process can re-
inforce itself until the melting temperature, or possibly even the evaporation
temperature (1073 K at 1× 10−6 mbar [2]) is exceeded. The thermal gradient
along the cantilever length can act as the driving force that moves the melt
pool away from the tip. This scenario is depicted in Figure C.5, in which the
temperature distributions for a clean and for a severely contaminated probe

Parts of this appendix have been published in Review of Scientific Instruments 92,
025008 (2021).
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A1 has ‘blackened’, is partially broken o� and the sphere has moved.

A2 has ‘blackened’ and the sphere has moved

a b

c

Figure C.1: The A1 and A2 cantilevers get damaged after heating with the laser of the
optical beam deflection system. a) A micrograph taken using a conventional optical micro-
scope shows discoloration/blackening at the free end of the cantilevers. A1 has partially
snapped off, while in both cases the sphere has moved. b) and c) show scanning electron
micrographs of the areas marked in a). Both are taken using a JEOL JSM-6010LA SEM
and are the backscattered electron shadow images.

Focusing lens Glue bead

Figure C.2: The incident beam is focused by a focusing lens. The glue bead reduces the
effective spot size by a factor n, the refractive index of the material.

are displayed. The evaporation temperature can be exceeded, if due to the
contamination, the absorbed power is increased by a factor of 2.1.

Because the materials have a finite thermal conductivity, local hot spots
can exist where the temperature is temporarily higher than in steady state.
This effect is reinforced when the dried glue bead acts as a lens, and focuses
the spot into a smaller area. The effect is illustrated in Figure C.2. According
to Kim et al. [3], the spot can get smaller by a factor n, the refractive index
of the bead material. If the bead material is glass-like, as is the case for
sodium silicates, the refractive index is approximately 1.4− 1.5.

The transient temperature distribution of the probe can be simulated us-
ing finite-element software. The power input from a Gaussian spot of standard
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deviation σ is simulated as

P (x, y) = P0

2πσ2 exp
(
−1

2

(x
σ

)2
)

exp
(
−1

2

(
y − y0

σ

)2
)
, (C.1)

where the probe has a rectangular plan form of length L and width w, and the
spot is located at a distance y0 away from the clamped end of the cantilever.
The input beam has a total power P0. The total power incident on the
cantilever Pt is

Pt =
L∫

0

w/2∫
−w/2

P (x, y) dxdy = P0

2 erf
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w

2
√
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)(
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(
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2σ

))
.

(C.2)
In the limit case where σ � w,L, the total power Pt ≈ P0. In practice,
however, σ ≈ w, and a significant amount of power does not hit the probe.
If the glue bead makes the spot on the cantilever surface smaller, only the
power distribution changes, and the total incident power remains the same.
The input power P0 for the smaller spot, is normalized with Pt for the largest
spot to compensate for this. Figure C.4 shows the maximum temperature in
the volume of the cantilever as time progresses. The temperature profile is
shown as a function of time in Figure C.3 for the original incident spot. The
conductance of the cantilever is high enough for the heat to distribute quickly
and prevent a significant hot spot from forming.

The lensing effect of the glue bead can therefore be disregarded and does
not significantly contribute to the temperature of the cantilever.

This effects described above (melting and evaporation of the reflective
coating) are not obserbed with the other cantilever designs (B to D), because
the corresponding thermal conductances are so high that carbon contamina-
tion does not occur at equal levels of absorbed power.
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Figure C.3: Temperature profile along the length of a silicon nitride cantilever beam as a
function of time. The cantilever has a rectangular plan form and is 210 µm long, 3.4 µm
wide and 300 nm thick. The incident spot has a standard deviation of 5 µm. The beam is
clamped at one end at which it is kept at a constant temperature of 293 K. The center of
the spot is at 20 µm from the free end and contains an incident power P0 = 50 µW.
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Figure C.4: Maximum temperature in the volume of a silicon nitride cantilever beam of
210 µm long, 3.4 µm wide and 300 nm thick. The original spot and refocussed spot have
standard deviations of 5 µm and 3.3 µm, respectively. The beam is clamped at one end at
which it is kept at a constant temperature of 293 K. The center of the spot is at 20 µm
from the free end and contains an incident power P0 = 50 µW.
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Figure C.5: Possible temperature distribution of probe A1/A2 due to carbon contamination.
If the absorption increases by 210 %, the evaporation temperature can be reached.
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D. Implementing RF-injection for noise re-
duction

Laser diodes are ubiquitous in laboratory setups and are key components
in broadband optical communication and the actuation and sensing of micro-
and nanomechanical systems. Especially in the latter, intensity fluctuations
in the illumination can limit the system bandwidth.

The optical beam deflection (OBD) system [1] is particularly sensitive
to these intensity fluctuations. As an illustration of this, consider scanning
probe microscopy. In such a microscope, a micro-cantilever is scanned over
a sample surface while the interaction forces (van der Waals, Casimir, elec-
tromagnetic, thermo-mechanical, electrostatic, etc.) cause the motion of the
cantilever to change. The cantilever is illuminated using a beam of light and
the reflected beam is imaged onto a position sensitive detector (PSD). As
the cantilever deflects and bends, the changing angles of incidence and re-
flection cause the spot of the reflected beam to move across the surface of
the PSD. In practice the light source is typically a laser diode operating at a
wavelength around 635 nm. The incident beam locally heats the cantilever,
because a fraction of the incident light is absorbed. The hereby induced
thermo-mechanical stresses cause the cantilever to deform. Fluctuations in
the intensity of the illumination can thus introduce undesired motion of the
cantilever. In addition to this, the intensity fluctuations can also introduce
unwanted noise in the PSD when these cannot be fully compensated for. The
attainable resolution and speed of such microscopes can thus be limited [2–4].

It has been suggested, that the intensity fluctuations of laser diodes can be
reduced by injection of a high-frequency current into the laser diode [2, 3, 5, 6],
a technique that is known as high-frequency injection (HFI). Injection of
such a signal (typically in the radio frequency (RF) band of 300 MHz to
500 MHz) excites the laser in a multi-mode state [5]. This state makes the
laser diode more robust against thermally induced variations in the cavity
length and against optical feedback, which are considered the prime sources
of the intensity fluctuations. The intensity fluctuations are reduced by the
superimposition of modes, a phenomenon known as mode partition noise [7].

In practice, the laser diode is powered by a current source that supplies
a stable DC current. An RF signal is generated by a signal generator and
superimposed on the DC current by means of a bias-tee. To the best of
our knowledge, a rigorous description of the implementation is lacking in
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literature, which has led to contradictory conclusions about the effectiveness
of this technique: some authors report a reduction in noise [2, 3, 5, 6], while
others eventually abandoned the technique because of an apparent increase
of noise rather than a decrease [8] or have reservations about its effectiveness
on a system level [4].

Towards developing such a rigorous description, we provide a non-
exhaustive overview of practical limitations that are encountered in
implementation of HFI for OBD systems in this Appendix. In addition, we
discuss system level considerations to realize intensity noise reduction in
laser diodes for application in broadband nanomechanical systems.

D.1 Effect of Transverse Electromagnetic Modes

A multi-mode laser simultaneously emits several transverse electromagnetic
(TEM) modes which have distinct spatial intensity distributions. The inten-
sity distribution of the reflected beam can affect the output of the PSD.

To demonstrate this, we calculated the Hermite-Gaussian transverse elec-
tromagnetic modes (HG-TEM) that are typically encountered with laser
diodes using the Matlab Laser Toolbox [9, 10]. Herein, the cavity is as-
sumed to be square, and the total power equal to 1 W. A similar argument
can be made for Hermite-Gaussian TEM modes, but these are less often en-
countered in practice. For illustration we assume a 2-cell PSD in which the
position signal is proportional to the difference in the electric signal between
the two cells, as shown in Figure D.1. The output of the PSD is given by

Xp = Xright −Xleft, (D.1)

where Xright and Xleft are the outputs of the right cell and the left cell,
respectively. The combined response of the two cells is proportional to the
total incidence power, therefore Xleft = Xtotal −Xright. The detector output
that is normalized by the combined response of the cells reads:

X̂p = 2Xleft −Xtotal

Xtotal
. (D.2)
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Figure D.1: The spot incident on an equivalent quad cell photo detector. The integration
interval for motion along the x-axis is indicated.
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Figure D.2: Normalized output of a 2-cell PSD as a function of the center position of the
laser spot. The center position is normalized with respect to the spot width. Its value is 0
when the spot is equally distributed over both cells and 1 when it is fully on one cell. In
this example Hermite-Gaussian beam profiles are assumed.

This normalization yields a value of 0 when the spot is centered on the PSD,
and goes to -1 or 1 when the spot is placed completely on the left cell or on
the right cell of the PSD, respectively. The normalized detector output is
plotted in Figure D.2 as function of the spot position. Because of symmetry
in the results, only a shift onto the right cell is depicted. It is clear, that each
TEM mode yields a different detector position response and that changes
in the beam profile are therefore undesired. To ensure only the Gaussian
TEM00 can propagate, laser diodes are coupled to a single-mode fiber. This
fiber acts as a spatial low-pass filter and only allows the fundamental mode
to propagate. This combination is ubiquitous in laboratory environments,
because it offers an economical solution when space comes at a premium [11].

D.2 Measurement of intensity noise

The effectiveness of HFI on the intensity noise of laser diodes is studied via a
naive implementation of the technique on laser diodes that we frequently use
in table-top OBD systems [12, 13].

Previous studies of the technique relied on measurements of the total
system noise at the PSD as a proxy for the optical intensity noise [2, 6]. To
exclude spurious and coupled effects, we have removed the diode from the
OBD system and measured the optical intensity noise directly.

The optical intensity is measured using a high-speed photo detector that
is probed by a spectrum analyzer. This setup is similar in design to the one
proposed by Shi et al. [14] and the one proposed by the Agilent corporation
[15]. For the reader’s reference, a schematic representation of the described
setup is given in Figure D.3.
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Figure D.3: Schematic of the experimental setup that is used to measure the relative
intensity noise. The light is coupled from the diode into a single-mode fiber (SMF) and
directly into the photo diode. The electrical output signal of the photo diode is then passed
into a radio frequency (RF) amplifier and into the spectrum analyzer. The magnitude of
the average signal is measured by terminating the output of the photo diode by 50 Ω and
measuring the resulting voltage using a data acquisition system.

The used laser diode is coupled to a single-mode fiber (Thorlabs LP635-
SF8) and is directly connected to a high speed photo detector (New Focus
1006, 60 GHz bandwidth) by means of said fiber. The output of the detector
is amplified by a broadband amplifier (Miteq JS-3-01001800-29-5A) by 26 dB
and is consecutively probed by a performance spectrum analyzer (PSA, Ag-
ilent E4446A). The relative intensity noise (RIN) is then determined as the
ratio of the noise power spectral density n (ω) to the average power dissipated
in the spectrum analyzer input PDC. The measurements were performed at
a measurement bandwidth of 4 GHz bandwidth. This bandwidth allows the
detection of the relaxation peak in the intensity spectrum and a qualitative
comparison of the measured spectra with the results obtained by Shi et al.

To obtain the noise power spectral density, the measured noise power
S (ω) is corrected for the background noise B (ω) and the amplifier gain G
and normalized by the corresponding resolution bandwidth ∆ω of the PSA,

n (ω) = S (ω)−B (ω)
G∆ω . (D.3)

The background noise is obtained when the system is fully connected, but
the laser diode is switched off.

The average dissipated power cannot be measured using a PSA and is
instead determined in a separate measurement via the voltage drop Vout over
a 50 Ω resistor R. The resistor replaces the combination of the PSA and
amplifier. By matching the impedance of these devices, it mimics the relevant
electrical response and minimizes reflections of the RF signal. The average
power dissipated in the resistor is easily determined via Ohm’s law as PDC =
V 2

out/R. This leaves the RIN to be expressed as

∆I
I

= n (ω)R
V 2

out
. (D.4)

The relative fluctuations given by this expression can be translated into abso-
lute noise densities by scaling with the average optical power emitted by the
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laser diode ∆P = (∆I/I)Pav. This average power is known through calibra-
tion of the laser diode with an optical power meter. The root mean square
intensity noise for a given bandwidth is obtained via

∆PRMS =
ω̃∫

0

∆I
I

(ω)Pavdω. (D.5)

To minimize signal drift of the laser diode, its temperature is stabilized to
within a millikelvin from the set reference temperature by a thermo-electric
heater in the diode mount (Thorlabs LM9LP) and a temperature controller
(Thorlabs TED8020).

The injection of a high-frequency signal into the laser diode is realized us-
ing a radio frequency (RF) signal generator (HP 8663A, 2 GHz bandwidth).
The DC drive current and the RF signal are combined using a bias-tee that
is embedded in the laser diode mount. Using the setup described above, a
signal was injected with an amplitude of 10 mA and a frequency of 100 MHz
to 1000 MHz. In agreement with the results of Kassies et al. [6], the sig-
nal amplitude was chosen such that the total drive current drops slightly
below the threshold current of the diode at which the laser starts to lase.
Kassies et al. found this to be a necessary condition to excite the laser diode
in a multi-mode state.

D.3 Results

The intensity noise integrated over a measurement bandwidth of 4 GHz as a
function of modulation frequency is shown in Figure D.4. It is evident that
modulation causes the intensity noise to increase significantly compared to
an unmodulated signal (data point at 0 Hz corresponds to 6 µW).

It should be noted here that the output of the RF signal generator is not
a pure single tune harmonic. This is clear from the measured output spec-
trum of the signal generator as shown in Figure D.5 as the higher harmonic
components are also present in the spectrum. From the same figure, it is also
evident from the corresponding spectrum of the laser diode that the higher
harmonics are strong enough to excite the laser diode. This results in a noise
floor that is lifted over a broad range of frequencies. In the latter measure-
ment the generator is not coupled to the spectrum analyzer directly. The
measured peaks are rather the output of the photo diode. Therefore these
cannot be considered to be spurious electrical signals that are injected via
the signal generator directly, but have to be the result of effects in the laser
diode.

To minimize the effect of these higher harmonics on the intensity noise of
the laser diode, the signal of the generator is cleaned up using a set of low-pass,
high-rejection filters that provide 40 dB isolation up to 20 GHz (Mini-Circuits
VLFX-80, -225, -500, -825, and -1100). As can be seen in Figure D.4, the
40 dB suppression of the higher harmonics is effective in reducing the intensity
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noise, but not to the extent that the noise is lower than for an unmodulated
signal. As higher harmonics can be introduced by non-linearities in the sys-
tem, these results indicate that the purity of the source is of high importance.

D.4 Discussion

Using this naive implementation of the HFI technique, we were unable to
lower the intensity noise to below that of an unmodulated laser in our system.
A closer observation of the setup reveals there are several possible reasons for
this.

Firstly, it is clear from the results that impurities in the injected signals
can cause a strong response in the intensity noise spectrum. The frequency at
which the intensity noise is minimal is diode-specific. Although the frequency
can be calculated using rate-equations [5], the required design parameters are
typically unknown, which leaves empirical determination as only option. This
implies the use of a tunable source, which could later be replaced by a single
tune oscillator.

Secondly, it should be noted that high frequency injection reduces the
intensity noise by mode partition. Although the superposition of the modes
results in lower intensity fluctuations, the individual modes may show larger
fluctuations. The single-mode fiber allows only the TEM00 mode to propa-
gate, causing us to only measure the fluctuations of this mode. This explains
why the intensity fluctuations apparently increase in the measurements de-
scribed earlier. Removing this spatial filtering from the setup may yield a
lower intensity noise. In this specific case, this requires the single-mode fiber
to be replaced by a multi-mode fiber or a separate laser diode in combination
with a collimator lens to realize a collimated free-space beam.

However, in case multi-mode operation is effective in reducing the opti-
cal intensity noise, this may not be advantageous for overall system noise.
As explained in Section D.1 and as highlighted by Enning [4], the super-
imposed laser modes result in a beam profile that is no longer Gaussian or
point-symmetric, and may vary in time. This increases the system noise by
introducing additional noise in the PSD. In such a scenario choosing a low-
noise laser or an incoherent source, such as the collimated light from a light
emitting diode (LED), may improve system performance more than reduction
of intensity noise through HFI can. This, however, remains to be confirmed.

Thirdly, laser intensity noise is notoriously sensitive for optical feedback
into the laser diode. When the diode is coupled to a fiber, optical feedback
is caused by the reflection at the end of the fiber. The glass-to-air interface
yields that ≈ 4% of the light is reflected back into the laser cavity for both
single-mode and multi-mode fibers. Although this is significant, Gray et al.
[5] have predicted that by means of HFI a laser diode can be made nearly
insensitive to optical feedback upwards to 10%. Using the setup described
above, the effect of optical feedback could not be determined. However, an
OBD system can be made more robust against optical feedback without the
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use of HFI. This can be achieved by the use of an anti-reflection coated fiber
or an optical isolator in the optical path for a confocal system. For non-
confocal systems, the geometry of the system can be used to minimize the
intensity of the light that is reflected back into the diode.

Lastly, it should also be noted here that not only the intensity of the
feedback, but also the round-trip time of the beam influences the effectiveness
of HFI, as Imran and Yamada [16] have demonstrated. Depending on the
geometry, it may be necessary to stabilize the temperature of the full setup,
rather than just the temperature of the laser diode to minimize the effects of
thermally-induced changes in the length of the extended cavity.

D.5 Conclusion

Intensity fluctuations in laser diodes introduce noise in OBD systems, such
as scanning probe microscopes, by disturbing the probe and introducing ad-
ditional noise in the PSD. Contradictory reports on the efficacy of high fre-
quency injection as a means for reducing the amplitude of the intensity fluc-
tuations, can be traced to choices made in the system architecture and the
corresponding parameters. For example, the use of a multi-cell PSD and
single-mode fibers.

We have shown that the purity of the injected signal and its frequency
affect the efficacy of HFI. In practice, the system parameters such as the
driving frequency and the length of the extended cavity need to be determined
experimentally, which can be costly and time consuming. The introduction
of spatial filters, such as single-mode fibers, further constrains an effective
implementation by limiting the effects to the cavity and by allowing only a
single-mode to propagate. Due to mode partition the amplitude fluctuations
of this propagating mode may be significantly higher once the laser is operated
in a multi-mode state.

We conclude that system level considerations, such as the need for single-
mode operation to limit the noise of the PSD, contradict the conditions re-
quired for effective implementation of HFI.

More research is required to arrive at a set of system requirements and
conditions under which this technique is effective. Noise reduction in laser
diodes knows no single solution, and can only be achieved by a priori con-
sideration of the system architecture. Based on the reported experiences we
recommend users to reconsider the system architecture and use low noise
optical sources whenever possible, before considering the application of high
frequency injection.
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ETH Zürich, 2011.

[5] G. R. Gray, A. T. Ryan, G. P. Agrawal, and E. C. Gage. Control of optical-feedback-
induced laser intensity noise in optical data recording. Optical Engineering, 32(4):739,
1993.

[6] R. Kassies, K. O. Van Der Werf, M. L. Bennink, and C. Otto. Removing interference
and optical feedback artifacts in atomic force microscopy measurements by applica-
tion of high frequency laser current modulation. Review of Scientific Instruments,
75(3):689–693, 2004.

[7] K. Petermann. Laser Diode Modulation and Noise. Springer Netherlands, Dordrecht,
first edition, 1988.

[8] I. Schlesinger, K. Kuchuk, and U. Sivan. An ultra-low noise optical head for liquid
environment atomic force microscopy. Review of Scientific Instruments, 86(8):083705,
2015.
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