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A B S T R A C T

This study presents a method to address the significant uncertainties in subsurface modeling that impact the
efficiency of energy transition applications such as geothermal energy extraction and CO2 geological sequet-
sration. The approach combines a physics-based geomechanical proxy model with an ensemble smoother with
multiple data assimilation (ES-MDA), aimed at enhancing uncertainty quantification through the integration
of vertical displacement measurements from fluid production and injection. The data from wells is limited in
spatial coverage, while these measurements offer extensive spatial information, improving the understanding
of subsurface behavior by reflecting changes in reservoir pressure and temperature. The open-DARTS simulator
for fluid flow and a geomechanical proxy are used to perform data assimilation with ES-MDA. By generating an
ensemble of model realizations with varied permeability, calculating vertical displacements at the surface, and
applying ES-MDA, we effectively identify the probability distribution of the vertical displacement of the model
conditioned to observed subsidence data. Entropy is used as a statistical measure to quantify the reduction
of uncertainty of subsurface models based on observations. Our approach was tested on a 2D conceptual and
3D realistic datasets, demonstrating its capability to provide data assimilation. This workflow represents an
advancement in subsurface modeling, supporting informed decision-making in geothermal energy production
and CO2 sequestration by offering an improved alternative for data assimilation and enhancing tools for
uncertainty quantification.
1. Introduction

The transition toward renewable sources of energy and the need
to manage carbon emissions call for efficient and safe utilization of
subsurface resources. The strategies needed to achieve such complexity
are outlined with the scenarios by international organizations such as
the International Energy Agency (IEA), pointing to the needed marked
difference in sources of energy generation to achieve the set levels of
greenhouse gas reductions. This is clear in the ‘‘World Energy Outlook
2022’’1 report, which states that sustainable energy solutions rest on
the rapid development of technologies and energy sources playing a
unique and complementary role. While Geological Carbon Sequestra-
tion (GCS) has been singled out as one of the core enabling technologies
with the substantive potential for CO2 emissions reduction in a fossil
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fuel-constrained scenario, geothermal energy is another important sus-
tainable source of energy, providing a low-emission and reliable source
to act as an alternative for the energy transition.

Exploiting subsurface resources involves significant uncertainties in
properties such as permeability and porosity, which impact project
feasibility, operational efficiency, and environmental safety. These un-
certainties necessitate advanced methods for risk management.2,3 The
accuracy requirements for subsurface characterization vary by project,
based on local economic, regulatory, and geological factors. In geother-
mal energy, operators must prevent temperature drops below critical
thresholds (e.g., 10 ◦C) at production wells to avoid premature thermal
breakthrough, with thermal plume estimation being even more critical
in multiple well cases. For CO2 sequestration projects, monitoring
CO2 concentrations near sensitive areas like faults or legacy wells
https://doi.org/10.1016/j.gete.2024.100618
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Geomechanics for Energy and the Environment 40 (2024) 100618 
is required to meet regulatory standards and assess leakage risks. In
both cases, pressure and temperature variations near existing faults
must be estimated for induced seismicity risk assessment. Addition-
ally, energy transition operations often lack comprehensive monitoring
systems, and integrating new measurement techniques can supplement
production data, improving both risk mitigation and performance.
As we discuss in this work, surface displacement data can provide
insights into reservoir behavior and help mitigate project risks.4,5 Mod-
ern instruments like tiltmeters enable high-precision measurements
of these displacements at sub-millimeter scale.6,7 However, incorpo-
ating such data requires advanced geomechanical modeling, which
oses challenges due to the complexity of rock-fluid interactions, lim-
ted calibration data, and the computational demands of fully-coupled
imulations.

To address these challenges, researchers have developed surrogate
geomechanical models, including neural networks8 and physics-based
proxies combining analytical and numerical methods. Ref. 9 and Ref. 10
introduced methods using Green’s function and the nucleus of strain
oncept to model stress responses and predict compaction and subsi-
ence. These approaches, validated against finite element models, have

been applied to real-world challenges like assessing induced seismicity
in the Groningen gas field.11 We have enhanced these models by
incorporating thermoelastic responses, developing a framework for ef-
ficient displacement evaluation, and adapting to non-rectangular grids
(e.g., Corner Point Geomertry). By integrating our model with the open-
DARTS simulator,12–14 we aim to refine physics-based geomechani-
al proxy models for geothermal energy extraction and CO2 seques-

tration applications. These computationally efficient proxies enable
advanced data assimilation techniques that would otherwise be pro-
ibitively expensive, addressing the challenges of subsurface modeling
nd uncertainty quantification in energy transition applications.

Data-assimilation methods, including ensemble-based strategies like
EnKF and ES-MDA,15 and gradient-based methods such as RML16,17

and 4DVar,18–20 integrate observational data with model realizations
o refine numerical model accuracy. ES-MDA was successfully applied

in various subsurface applications.21–23 This method’s iterative nature,
oupled with the use of an inflated covariance matrix, allows for
ore accurate and robust updates to the model, even with the sparse

and diverse data characteristic of subsurface modeling challenges.24

We incorporate ES-MDA to reduce uncertainty in reservoir permeabil-
ity, enhancing understanding of key variables in geothermal and GCS
projects. While vertical displacements may be subject to uncertain-
ties in rock geomechanical properties, the comparative behavior of
models remains important for estimating thermoporoelastic responses.
Our framework is tested on a 2D conceptual dataset with Gaussian
distributed permeability, followed by application to the more complex
Brugge Dataset.25 While there is no standardized metric for uncertainty
reduction in geothermal and GCS applications, our approach demon-
strates significant improvements in subsurface characterization. Using
entropy as a measure of uncertainty, we achieved reductions of up to
3.1% for CO2 sequestration and 17.3% for geothermal applications.
hese improvements substantially enhance decision-making processes
nd risk assessment in subsurface resource management and energy
ransition initiatives. This sequence evaluates the model’s performance
rom simplified contexts to real-world simulations, demonstrating its
pplicability for decision-making in energy transition projects.

In summary, the main contributions of this work include the devel-
opment and application of a physics-based geomechanical proxy model,
which is integrated with ES-MDA. Additionally, this study enhances
the monitoring and management of CO2 injection and geothermal
energy extraction through the data assimilation of surface displacement
measurements into subsurface models. This method has been effectively
applied to both a conceptual 2D dataset and a realistic scenario inspired
by the Brugge dataset.

This paper covers the methodology, including the geomechanical
roxy model development and ES-MDA framework, followed by test
2 
cases for geothermal and CO2 injection models. Results are presented
for both conceptual and Brugge dataset grids, with a final discussion
synthesizing the findings and their implications for energy transition
applications.

2. Methodology

2.1. Hydrodynamic model

For the hydrodynamic simulation part of our methodology, we used
open Delft Advanced Research Terra Simulator (open-DARTS). open-

ARTS is an open-source reservoir simulation software with a focus
on energy transition applications. Within this framework, we simulated
he operation of a geothermal field using a single-component physics
odel, and modeled CO2 injection scenario employing compositional

hermal physics, described in Section 3. In our study we leverage the
perator-Based Linearization (OBL) interpolation caching feature of
pen-DARTS simulator. An OBL approach exploited in open-DARTS
eplaces the computation of fluid and rock properties at a particular
tate (pressure, temperature and composition) with the construction
f parameter space and approximation of PDE operators in it using
ulti-linear interpolation26 which has been shown its applicability to

both geothermal27 and compositional physics relevant to GCS.28 The
advantage of the OBL approach is that once the operator’s space has
been constructed and dynamically filled with the computed operators,
it can be further reused, thereby diminishing the time required for
Jacobian evaluations. Moreover, this feature facilitates the recycling
of computation points from previous simulations when conducting
ubsequent model simulations within the same ensemble, and across
ll iterations of the ES-MDA. This approach reduces the computational
ost associated with running extensive model simulations.

The source/sink is implemented in open-DARTS as an additional
term in the PDEs, which is non-zero for the reservoir blocks with well
perforations. The inflow/outflow is proportional to so called well index,
computed by the commonly used Peaceman’s formula and the pressure
difference between the perforated reservoir block and the bottom hole
pressure defined at the well. This approach does not require mesh
refinement, which would increase computational time. Instead, we add
 source/sink term in the PDEs for the reservoir blocks containing well
erforations. The well index, which determines the pressure change in
he cell with a well perforation for a rate-controlled well, is computed
sing Peaceman’s formula. This index depends on the well radius, grid
ell size, and permeability. Notice that for the transient analysis, the
efined mesh should be implemented around the well.29

One of the recently implemented features of open-DARTS is a fully-
oupled geomechanical modeling using Finite Volume discretization
ethod with a multi-point flux and stresses approximations.30,31 Al-

though the coupled solver allows us to neglect some assumptions we
have made in this study and resolves the geomechanical state precisely,
n order to preserve performance, we used a proxy geomechanical

model described below. The mathematical formulation and the solution
approach are described in the Appendices A and B correspondingly.

2.2. Geomechanical proxy model

In this Section, we describe a developed numerical methodology of
thermoporoelastic rock response approximation based on the nucleus
f strain approach. This model, referred to as a geomechanical proxy
odel, calculates the poroelastic and thermoelastic displacements at

the surface for the requested points at the surface using pressure and
temperature changes from a hydrodynamic simulator. One of the ad-
vantages of this approach is that evaluation points do not have to be at
cell centers or nodes of the original grid as in fully-coupled geomechan-
ical simulators. The nucleus of strain concept allows the computation
of displacements at any location, even outside the reservoir grid. Thus,

the model can provide the values of the vertical displacements at the
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Fig. 1. The image nucleus illustration for the semi-infinite reservoir.
surface without constructing a computational grid up to the surface.
The inputs of the proxy model are: cells geometry, pressure and tem-
perature changes at each cell and geomechanical properties (Poisson
ratio, Young modulus, and thermal expansion coefficient). Note that
this approach has the limitation that geomechanical rock properties
should be homogeneous (also in the surroundings of the reservoir) as
it has been derived from an analytical solution.

The poroelastic displacement potential at evaluation point formu-
lated by Ref. 32 is

𝛷 = −𝐶𝑚𝑉 𝛥𝑝
4𝜋 𝑅 , (1)

where R is the distance from the evaluation point to the nucleus, V
is the volume of the nucleus, and 𝛥𝑝 is the pressure change and 𝐶𝑚 -
uniaxial compaction coefficient [1/MPa] defined as

𝐶𝑚 =
(1 + 𝜈)(1 − 2𝜈)

E(1 − 𝜈)
. (2)

The gradient potential gives the solution for the displacements33:
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⎠
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⎜
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(3)

Assuming there are 𝑁 grid cells (nucleus of strain) with a pressure
change 𝛥𝑝𝑗 = 𝑝𝑖𝑛𝑖𝑡𝑖𝑎𝑙 − 𝑝𝑐 𝑢𝑟𝑟𝑒𝑛𝑡 [MPa], and evaluation points with index 𝑖
having coordinates (𝑥𝑖, 𝑦𝑖, 𝑧𝑖), the analytic formulas for the poroelastic
displacements for an infinite domain are derived using Ref. 32. This
nucleus-of-strain concept is extended to a half-infinite space using
so called image nucleus34 leading to additional terms which will be
indicated further. The image nucleus is schematically illustrated in
Fig. 1 and has been derived using a condition that the stresses acting
through the free surface (the horizontal plane 𝑧 = 0) are nullified.33

The poroelastic displacements at point 𝑖 are evaluated as a superpo-
sition of displacement terms that represent the influence of all nuclei
of strain, which can be represented by the grid cells:
⎛
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, (4)

⎝𝑢𝑧⎠𝑖 𝑗=1

⎝𝐺𝑧⎠𝑖𝑗

3 
with the geometrical part
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where the first term represents the infinite-space solution using (1) and
(3), whereas the next two terms are the semi-infinite space
corrections,35 𝑟 - the distance vector between the evaluation point 𝑖
and 𝑗th nucleus of strain, i.e. the 𝑗th prism center, 𝑧𝑗 - the depth of 𝑗th
prism, 𝑑 𝑣𝑗 - infinitesimal element of volume located in 𝑗th nucleus of
strain, 𝑟′ - the distance vector between the evaluation point 𝑖 and 𝑗th
image nucleus of strain, 𝐶𝜈 = 3 − 4𝜈.

Similarly to Eq. (4), the thermoelastic displacements at point 𝑖 can
be computed:
⎛
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⎜
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𝐺𝑦
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⎟

⎟

⎠𝑖𝑗

, (6)

where 𝛥𝑇𝑗 [◦C] is the temperature change and 𝛼𝑇 [1∕°C] is a linear ther-
mal expansion coefficient. Finally, thermoporoelastic displacements are
the sums of poroelastic and thermoelastic displacements:

𝑢 = 𝑢𝑝 + 𝑢𝑇 . (7)

Ref. 35 and Ref. 10 present validations of the described geomechan-
ical proxy model method for the poroelasticity problem, comparing the
solution in elastic homogeneous cylindrical reservoir with Geertsma’s
method for the uniform pressure depletion. Ref. 10 also validates the
approach against Finite Element Method solution for the non-uniform
pressure depletion and the arbitrary shaped reservoir.

In this formulation, for the poroelastic and thermoelastic displace-
ments have a common geometric term, which has been utilized in the
implemented code.

It is worth emphasizing that this model has intrinsic mechanical
boundary conditions, such that the displacements at boundaries are
expected to be non-zero and the resulting vertical displacements are
expected to be asymmetric on the top and bottom boundaries of the
reservoir grid.
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Fig. 2. Scheme of the geomechanical proxy model of displacements evaluation. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
The flow chart of the proxy model is shown in Fig. 2, where the
inputs are in blue boxes, and the outputs are in red boxes. The displace-
ment evaluation is implemented in C++ programming language and
parallelized using OpenMP. Parallelization is straightforward, as the
evaluation of the displacement at different locations is independent. A
Python interface is created using the pybind11 open-source library, and
the geomechanical proxy model is integrated into the open-DARTS hy-
drodynamic model and ES-MDA using Python. In our implementation,
the proxy model is linked with the hydrodynamic simulator at runtime
with displacement computation at desired time steps. However, it can
also be applied as a post-processing tool. An analytic expression for
the volumetric integrals in Eq. (5) has been derived by Ref. 36 for the
grid aligned to 𝑋 𝑌 𝑍-axes and consisting of cells of a rectangular prism
shape.

In real-world applications, grids usually consist of complex cell
geometries and they are specifically oriented. For such cases, we im-
plemented and tested two approaches of the proxy model application.
In the first approach, we construct an auxiliary structured grid, which
fulfills the requirements and interpolates the pressure changes 𝛥𝑝 and
the temperature changes 𝛥𝑇 to it. The auxiliary grid is then used in
the geomechanical proxy model. This is illustrated schematically in
Fig. 3a, where the original grid is shown with black lines and the
geomechanical grid with white lines. The disadvantage of the interpo-
lation approach is that a structured grid of rectangular prisms should
be refined enough to approximate the original mesh.

Another way of different cell shape and orientation treatment is
the construction of a rectangular prism with averaged cell sizes of the
original cell and oriented to the XYZ-axes. The idea for a 2D case
is shown in Fig. 3b which extension to 3D is straightforward. The
cells with dashed black borders are cells of the original grid and the
blue cells are the rectangular prisms with geometrically averaged sizes
which can be used in the geomechanical proxy model. The case on
the left side represents a rectangular prism, which violates the axes’
orientation condition. The case on the right side shows a cell of the
original grid which violates both shape and orientation conditions.

The presented proxy method assumes the homogeneous and
isotropic rock geomechanical properties and linear poroelastic medium.
Since the method explicitly evaluates the displacements from the
pressure and temperature changes, it ignores the geomechanical effects
4 
such as porothermoelastic diffusion. Thus, it does not capture the time-
dependent geomechanical response, e.g. the consolidation effect. We
also did not consider the stress-dependent behavior of the rock geome-
chanical properties in this study. Nevertheless, the proxy method can
be a good alternative for preliminary evaluations in complex problems,
including heterogeneous reservoirs using averaged homogeneous rock
geomechanical properties.

2.3. Prior distribution of reservoir properties for data assimilation

We generate prior distributions for the logarithm of reservoir perme-
ability, a common practice in uncertainty quantification studies.8,15,37

The spatial field for the logarithm of permeability, log 𝑝(𝑥, 𝑦), is repre-
sented as a Gaussian distribution:

log 𝑝(𝑥, 𝑦) ∼  (𝜇 , 𝛴),

where 𝜇 represents the mean of the logarithm of permeability, and 𝛴
is the covariance matrix derived from the specified spatial correlation
function. The correlation between the values at two points (𝑥0, 𝑦0) and
(𝑥1, 𝑦1) on the grid is modeled using a modified Gaspari–Cohn function,
providing a smooth correlation38:

𝐶(𝑥0, 𝑦0, 𝑥1, 𝑦1) =
⎧

⎪

⎨

⎪

⎩

− ℎ5

4 + ℎ4

2 + 5ℎ3
8 − 5ℎ2

3 + 1 for ℎ < 1,
ℎ5

12 − ℎ4

2 + 5ℎ3
8 + 5ℎ2

3 − 5ℎ + 4 − 2
3ℎ for 1 ≤ ℎ < 2,

0 for ℎ ≥ 2.

In this equation, ℎ is the normalized distance scaled by correlation
lengths 𝐿𝑥 and 𝐿𝑦, and rotated by angle 𝜃 to align with principal axes
of anisotropy:

ℎ =

√

(

𝛥𝑥′
𝐿𝑥

)2
+
(

𝛥𝑦′

𝐿𝑦

)2
,

𝛥𝑥′ = cos(𝜃)𝛥𝑥 − sin(𝜃)𝛥𝑦, 𝛥𝑦′ = sin(𝜃)𝛥𝑥 + cos(𝜃)𝛥𝑦.

This covariance structure was discretized over the grid to form the
matrix 𝛴, and the Cholesky decomposition of 𝛴 was used to sim-
ulate spatially correlated random fields that form the ensemble of
log-permeability fields:
𝑚𝑖 = 𝜇 + 𝐿chol𝑧𝑖,
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Fig. 3. Two approaches of a proxy model application to CPG grid: (a) interpolation, (b) averaging.
where 𝐿chol is the Cholesky factor of 𝛴, and 𝑧𝑖 is a vector of standard
normal random variables.

The implementation involves generating a grid-based model do-
main, computing the covariance matrix using the Gaspari–Cohn corre-
lation function, and using Cholesky decomposition to generate multiple
realizations of the log-permeability field. This approach ensures that
the simulated fields respect specified statistical properties, aligning
with geostatistical practices as illustrated in SGEMS and GSLIB user
guides.37,39

2.4. Data assimilation framework with ES-MDA

The ES-MDA technique is applied to assimilate observations into
open-DARTS reservoir model realizations, using the physics-based ge-
omechanical proxy model to account for vertical displacements compu-
tation. This method is an excellent choice for this problem, as it offers
flexibility by requiring minimal alterations to the existing forward
model code and avoiding the computation of adjoints gradients.18 ES-
MDA performs data assimilation through iterative assimilation of the
same observations, adjusting the influence of the observations at every
assimilation step to enhance model updates. This adaptation allows
taking into account non-linearities in the forward model through its
step-wise approach,15,24 mainly vertical displacements measured at the
surface.

We can describe the analysis for each ensemble member’s model
parameter 𝒛𝑎𝑗 , in our case, the reservoir model permeabilities vector 𝒌𝑎𝑗
as follows:

𝒛𝑎𝑗 = 𝒛𝑓𝑗 +𝐶𝑓
𝑍 𝐷

(

𝐶𝑓
𝐷 𝐷 + 𝛼𝑖𝐶𝐷

)−1
(

𝒅𝑗 − 𝐺(𝒛𝑗 )𝑓
)

, for 𝑗 = 1, 2,… , 𝑁𝑒. (8)

Here 𝑁𝑒 is the total number of ensemble members, 𝒛𝑎𝑗 and 𝒛𝑓𝑗 repre-
sent the analyzed and forecasted permeabilities of the 𝑗th ensemble
member, respectively, 𝐶𝑓

𝑍 𝐷 and 𝐶𝑓
𝐷 𝐷 are the cross- and auto-covariance

matrices of the model permeabilities and vertical displacements obser-
vations in the forecast step, 𝛼 is a scaling factor, and 𝒅𝑗 and 𝐺(𝒛𝑗 )𝑓
are the perturbed and forecasted observations for the 𝑗th ensemble
member. Besides, 𝐺() represents the forward model. For more details,
see Eq. (9):

𝒅𝑗 = 𝒅obs +
√

𝛼 𝐶1∕2
𝐷 𝑟. (9)

In this equation, 𝒅obs is the vertical displacements observed data, 𝐶𝐷 is
the measurement error covariance, and 𝑟 is sampled from a standard
normal distribution with zero mean and an identity matrix as the
5 
covariance. The factor
√

𝛼 scales the perturbations. In this study, we
employed 4 ES-MDA iterations, with 𝛼 = 0.25.

The ES-MDA workflow, summarized below, iteratively employs
these equations to update each ensemble member.

1. Initialization: Initialize the ensemble with randomized reser-
voir permeability parameters, collect measured vertical displace-
ment data 𝒅obs, and define the covariance matrix for measure-
ment errors 𝐶𝐷.

2. Iteration Parameter Determination: Establish the number of
assimilation cycles 𝑁𝑎 and select an inflation factor 𝛼 for the
iterations, spanning 𝑖 = 1,… , 𝑁𝑎.

3. Iterative Update Cycle: Execute the following steps in each
iteration for every ensemble member:

(a) Prediction Phase: Calculate the expected vertical dis-
placements 𝐺(𝒛𝑗 )𝑓 based on the current estimates of reser-
voir permeabilities.

• Compute pressure and temperature fields using
open-DARTS, incorporating the updated permeabil-
ity fields.

• Calculate vertical displacements employing the ge-
omechanical proxy, which integrates the pressure
and temperature effects from open-DARTS to pre-
dict deformation.

(b) Observation Perturbation: Formulate 𝒅𝑗 by implement-
ing the perturbed observation technique to consider ob-
servational uncertainty.

(c) Parameter Update: Adjust the reservoir permeability pa-
rameters 𝒛𝑎𝑗 via the update equation to enhance alignment
between the predicted and observed vertical displace-
ments.

4. Posterior Assessment: Upon completing the iterative process,
assess the adjusted ensemble of permeabilities 𝒛𝑗 using open-
DARTS for the final posterior computation of the pressure and
temperature field and the geomechanical proxy for the vertical
displacements field.
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To quantitatively assess the reduction in uncertainty achieved
through ES-MDA, we employ Shannon entropy.40 The Shannon en-
ropy, 𝐻 , for a discrete probability distribution 𝑝(𝑥) over variable 𝑋
s defined as:

𝐻(𝑋) = −
𝑛
∑

𝑖=1
𝑝(𝑥𝑖) log(𝑝(𝑥𝑖)), (10)

where 𝑝(𝑥𝑖) is the probability of the 𝑖th outcome among 𝑛 pos-
sible outcomes, and log denotes the natural logarithm. In the con-
text of ES-MDA, we compute the entropy of probability maps reflect-
ing critical reservoir characteristics (e.g., CO2 molar fraction above a
afety threshold or critical reservoir temperatures) before and after data
ssimilation. The reduction in entropy is calculated as:

𝛥𝐻 = 𝐻(prior) −𝐻(posterior). (11)

Here, 𝛥𝐻 quantifies the uncertainty reduction, with a higher value
indicating greater reduction. To provide a normalized measure of im-
provement, we compute the relative entropy reduction:

Relative Entropy Reduction (%) =
(

𝐻(prior) −𝐻(posterior)
𝐻(prior)

)

× 100.

(12)

This approach provides a quantitative and interpretable measure-
ment of uncertainty reduction, allowing for an objective assessment of
he ES-MDA’s effectiveness in improving model certainty. The entropy
alculations are implemented using probability maps generated from
nsemble simulations, estimating the likelihood of exceeding specific
ritical thresholds for variables of interest at each grid point. The
ntropy is measured in 𝑛𝑎𝑡𝑠, as it is calculated using the natural
ogarithm.

3. Test cases

We used two grids: a conceptual model with a structured grid and
 Brugge grid upscaled to one layer. In both cases, the model setups
re designed to test the ES-MDA and geomechanical proxy integrated
ramework. The conceptual model allows for controlling the known
ariables in a more predictable environment, whereas the Brugge
ataset model introduces complexities that challenge the method’s
apability to handle real-world unpredictability and heterogeneity.

The initial pressure and temperature are defined by a gradient of
100 bar/km and a thermal gradient of 30 ◦C/km from 1 bar and 20 ◦C
t the surface, respectively.

The flow boundary conditions are defined by assigning a large
ffective volume to the lateral boundary cells, thereby simulating an
nfinite reservoir, while enforcing no-flow restrictions at the top and
ottom boundaries. The impact of overburden and underburden layers

in the hydrodynamic model is out of scope for this study. This leads to
he assumption that the pressure and the temperature remain constant
bove and below the reservoir. The assumption of no-flow boundary

conditions for the reservoir top and bottom is reasonable for most of
the applications. For example, in CO2 injection its leakage from the
reservoir is commonly avoided and reservoir with sufficient cap rock
integrity is preferable to be chosen. Although the temperature change
is mostly driven by the convection, additional layers should be added in
order to account for the vertical heat conduction. Since the geomechan-
ical proxy model uses only the pressure changes in the reservoir part,
imposing drained boundary conditions at the reservoir top and bottom
can impact the geomechanical response, the reservoir grid should be
extended vertically up to non-permeable barriers to properly evaluate
the displacements. The presence of the pressure changes in the lateral
reservoir surrounding is neglected in our study since one can extend
the reservoir laterally as well until the impact to the displacements in
6 
the interest area will be negligible due to the large distance and low
ressure changes there.

The simulation time is 30 years. In the Data assimilation Sec-
tion 5, the simulation runs only for the first 10 years to imitate the
field development-in-progress study. However, application to the whole
time-series might improve the data assimilation results. The well rates
for each scenario are listed in Table 1.

3.1. Geothermal model

The geothermal model is based on a single-component two-phase
ormulation with dynamic water properties evaluated using IAPWS97

incorporated into the open-DARTS framework.27,41 The temperature
ranges in the cases we used correspond to one phase regime. Op-
rational controls for wells are established as rate control listed in

Table 1 with a bottom hole pressure (BHP) constraint maintaining an
80 bar differential relative to initial reservoir conditions. We align the
njection well’s control with the preceding time step’s production rate
or the geothermal case, ensuring a continuous re-injection process
ith water density adjustment to ensure the mass balance due to the

emperature difference between the produced and injected liquid. This
is particularly important in scenarios where low permeability near
the production well prompts a shift to BHP control, thus potentially
restricting output to the predefined rate.

3.2. Model for CO2 injection

The GCS model operates within the open-DARTS compositional
ormulation, which utilizes equilibrium flash calculations to establish
hase distributions.42 Comprising CO2 and H2O components, the sys-

tem is initially at water saturation with CO2 as the injection component
n the liquid phase. The simulation time consists of 10 years of injection
roceeded with 20 years of monitoring.

3.3. Conceptual reservoir

A conceptual reservoir model with 2D structured grid utilized in
this study is a simplified representation to emulate the geothermal and
GCS scenarios for our experiments (Fig. 4). The reservoir comprises a
1 × 51 × 1 structured grid with right prism-shaped cells and uniform
roperties. In the geothermal case, the model features a production

well and an injection well positioned along the X-axis in the middle
of the grid. For the GCS case, the injection well is situated in the
center of the grid to explore the radial flow and pressure propaga-
tion characteristics typical of single-well injection systems. The rock
properties, maintained uniform across the model, are specified within
the accompanying Table 1. We will plot hydrodynamic model variables
along the monitoring points line at reservoir depth and geomechanical
variables (vertical displacements) at the surface (depth = 0).

3.4. Brugge dataset

The Brugge dataset offers a more challenging and realistic scenario
or our data assimilation and subsurface modeling approaches. Unlike

the conceptual model, the Brugge dataset model includes complex geo-
logical features and heterogeneity that are common in actual reservoirs.
This model is constructed using a Corner Point Geometry (CPG) grid,
which is commonly used to capture the geological layers and faults
within the reservoirs. The geometry of the Brugge dataset has been
upscaled to one layer and permeability from the first layer of the
original model is used. The rock properties, well rate and geometry
summary are specified in Table 1. The grid contains 6672 cells with
4950 active cells. The grid exaggerated 5 times by Z-axis, the perme-
bility field used for the single run and monitoring points distributed
long the wells locations as displayed in Fig. 5. Well locations for the

geothermal case are I-index=37 and J-index=31 for the production



I. Saifullin et al. Geomechanics for Energy and the Environment 40 (2024) 100618 
Fig. 4. 2D Conceptual Model setup showing the grid layout (top view), well positions, and monitoring points for the geothermal extraction case (left) and GCS (right).
Fig. 5. Brugge dataset model setup illustrating CPG grid, well locations, and monitoring points along J-index=31.
well and I-index=46 and J-index=31 for the injection well. GCS model
setup has a different injection well location situated at I-index=100 and
J-index=31.

According to the application to the generic grid discussed in 2.2,
we used the interpolation in order to apply the geomechanical proxy
method for Brugge dataset geometry. Two different resolutions are used
for the construction of a structured grid: with 5 and 10 refinement
factors of the original grid.

The results showed that the basic method of a cell approxima-
tion with a right prism and averaged sizes provides a solution for
the subsidence/uplift similar to the interpolation with a refinement
factor of 10. Meanwhile, the implementation with interpolation signifi-
cantly increases the number of prisms which affects the performance
of geomechanical evaluation. Thus, we used a simple averaging ap-
proach described in Section 2.2, since data assimilation requires a fast
displacement evaluation.

4. Geomechanical proxy results

This section presents an integrated analysis of results from hydrody-
namic simulations combined with the application of a geomechanical
proxy model, focusing on monitoring points at various times evaluated
at the surface for the test cases described earlier. It is important to note
that as shown in Fig. 5, for this study, the Z-axis points downwards, so
negative values of the vertical displacements at the surface correspond
to uplift, and positive values correspond to subsidence.

4.1. Geothermal application in conceptual model

In the geothermal scenario, the pressure reaches the steady-state
since the model has constant-pressure boundary conditions, except a
7 
Table 1
Model setup.

Property Conceptual case Brugge case

Grid size (XY), k m 4 × 4 17 × 9
Thickness, m 100 58.2-224.7
Grid dimensions 51 × 51 × 1 139 × 48 × 1
Reservoir top depth, k m 1000 1.545-1.945
Well spacing (geothermal), k m 1 1.25
Production rate (geothermal), m3∕day 7500 7500
Injection rate (GCS), Mt ∕year 2.5 10
Injection temperature, ◦C 11.5 36.85
Porosity 0.2 0.18 (mean)
Permeability, mD 100 540 (mean)
Heat capacity, k J∕m3∕K 2200 2200
Heat conductivity, k J∕m∕day ∕K 181.44 181.44
Poisson ratio 0.25 0.25
Young modulus, MPa 3300 3300
Linear thermal expansion coefficient, 1∕°C 1.3e−5 1.3e−5

slight increase in the pressure which is observed around the injection
well. This phenomenon is attributed to the reduction in fluid viscosity
associated with a drop in the temperature due to the injection of cold
fluid, as illustrated in Fig. 6. Due to the approach of well modeling
described in the Appendix B and the relatively large size of the reservoir
blocks, it takes time for the pressure and temperature in the grid block
to approach the injection values in Fig. 6b, since they represent the
averaged values in the grid block. The geomechanical proxy model
outputs, depicted in Fig. 7a, show variations in vertical poroelastic
displacements indicating both uplift and subsidence across the model
domain. The maximum uplift observed around the injection well peaks
at approximately 6 mm after 30 years of injection, which gradually
increases due to the pressure change increase. The propagation of the
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Fig. 6. Geothermal model results for the conceptual case. 1D plots at the monitoring points at different times.
Fig. 7. Geothermal model results for the conceptual case. 1D plots of the displacements at the monitoring points at different times.
thermal front, leads to thermal contraction of the rock which results
in the subsidence shown in Fig. 7b. The Fig. 7c depicts the combined
porothermoelastic effects. Although the poroelastic effect dominates at
the beginning of the production, after 30 years, mostly subsidence is
observed as a result of the thermal plume growth in the reservoir.

4.2. Geothermal application in Brugge dataset

The hydrodynamic simulation results for geothermal energy produc-
tion using the Brugge dataset are shown in Fig. 8. The pressure increase
near the injection well is higher than its decrease near the production
well due to heterogeneity. Thus, the poroelastic vertical displacement at
the surface demonstrate preferably an uplift shown in Fig. 9a increasing
at injection area with time due to the water viscosity decrease. The
thermoelastic displacement gradually increases as shown in Fig. 9b
with the thermal plum propagation shown in Fig. 8b and reaches a
similar peak as poroelastic displacements but with opposite sign a bit
earlier than 20 years. This determines the shape of thermoporoelastic
displacement. At 30 years, there is the subsidence around both wells,
and the uplift in the area between the injection well and a boundary
shown in Fig. 8c.

In the Brugge grid geothermal case, the temperature at the reservoir
grid block containing the injection well drops faster Fig. 8b than in the
conceptual grid case since the well index of the injection well in the
Brugge case is few times larger compared to the conceptual case.

In fact, the vertical displacements at the surface for the Brugge
dataset are lower than the conceptual case due to the Brugge dataset
deeper placement, so the elastic impact of the pressure and the temper-
ature changes at the surface is lower.
8 
4.3. GCS application in conceptual model

Hydrodynamic model for the GCS scenario results are illustrated in
Fig. 10, where the pressure increase in the reservoir leads to the uplift.
The conceptual case grid is 2D, so there is no gravity or gas migration
after injection stops at 10 years. The pressure change decreases over
time as the CO2 plume propagates, as CO2 has lower viscosity than
water. These results in a decrease of uplift from a peak of 20 mm. (at
1 year) to 15 mm. (at 10 years) are shown in Fig. 11. In the meantime,
thermoelastic subsidence is observed due to the rock thermal contrac-
tion as the injection gas has a lower temperature with a maximum value
of 4 mm. (at 10 years). Thus, thermoporoelastic displacement has a
cap-cutted parabola shape. After stopping the injection at 10 years,
the pressure change vanishes, which leads to the dissipation of the
poroelastic effect. However, the thermoelastic effect stays leading to
the subsidence of 1.8 mm. in maximum above the injection well.

4.4. GCS application in Brugge dataset

These are the hydrodynamic model simulation results for the GCS
model using the Brugge dataset. Fig. 12 shows the pressure and tem-
perature distributions and the CO2 saturation at different times. The
corresponding elastic displacements at the surface are illustrated in
Fig. 13. The overall behavior is similar to the conceptual case results.
However, the results slightly differ due to the heterogeneity and gravity
effects. Similarly to the geothermal model results, the vertical displace-
ment amplitude at the surface for the Brugge dataset is lower than the
conceptual case due to the deeper location of the Brugge dataset grid.

Apart from the conceptual case, the Brugge grid cells have different
depths, and gas migration can be observed due to the gravity effect
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Fig. 8. Geothermal model results for the Brugge dataset. 1D plots at the monitoring points.

Fig. 9. Geothermal model results for the Brugge dataset. 1D plots of the displacements at the monitoring points.

Fig. 10. GCS model results for the conceptual case. 1D plots at the monitoring points at different times.

Fig. 11. GCS model results for the conceptual case. 1D plots of the displacements at the monitoring points at different times.
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Fig. 12. GCS model results for the Brugge dataset. 1D plots at the monitoring points at different times.
Fig. 13. GCS model results for the Brugge dataset. 1D plots of the displacements at the monitoring points at different times.
Fig. 14. GCS model results for the Brugge dataset. CO2 saturation at different times.
after stopping the injection at 10 years, which is shown in Fig. 14. A
part of the fault is impermeable due to juxtaposition, which adjusts the
gas movement direction. Gas migration leads to the shape change of the
CO2 plume, as illustrated in Fig. 14. The displacements at the surface
indicate an uplift at the injection stage, as the poroelastic response
is higher than the thermoelastic response working in the opposite
direction.

Since we did not aim for detailed CO2 modeling, we used grids with
one layer only. However, CO2 injection modeling often requires a high-
fidelity multilayered grid to properly represent the gas migration, given
the fingering effect and gas dissolution in the water.42,43

One must notice that the combined thermoelastic and poroelastic
effects are highly impacted by the parameters applied in this study,
and the final results can change if different parameters are used.

5. Data assimilation

This section outlines results for the application of ES-MDA in a ge-
omechanical proxy model for the conceptual model and Brugge dataset
cases. These evaluations reveal the method’s efficacy in both synthetic
environments and actual field applications when applied to geothermal
energy extraction and CO geological sequestration. We generated a
2
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prior ensemble for each case as described in Section 2.3, designating
one realization as the reference ‘true’ model. Synthetic observations of
vertical displacements were sampled from this reference at the final
time step along a transect intersecting the well trajectories (Fig. 4).
These data, despite inherent noise, are used to adjust the model’s
permeability distribution, enhancing productivity of the models and
reducing uncertainty in temperature and CO2 plume distributions for
geothermal and GCS cases, respectively.

5.1. Assimilating the 2D conceptual dataset

The prior ensemble consists of 100 permeability fields, with an
additional realization serving as the reference model. The reference
case has a log-permeability of log(6) mD, with variability between log(3)
mD and log(9) mD. Fig. 15 shows the reference model and three prior
realizations, illustrating the permeability variability.

5.1.1. Geothermal energy extraction
We apply ES-MDA using vertical displacement measurements cap-

tured at the last time step of the production period along a line crossing
the well paths on the surface projection. These displacements serve as
observations of subsurface changes caused by geothermal operations.
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Fig. 15. Reference model and three realizations of the prior permeability distribution for the 2D synthetic dataset.
Fig. 16. Prior and posterior ensemble realizations for the conceptual geothermal case, illustrating the adjustments in the model realizations post-ES-MDA. The prior realizations
(gray lines) show a wide spread, reflecting initial uncertainties. In contrast, the posterior realizations (blue lines) are tightly clustered around the observed data (red dots). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 16 illustrates ES-MDA’s impact on model realizations. The posterior
realizations (blue lines) show significantly improved agreement with
observed data (red dots) compared to the prior realizations (gray lines).
This indicates a reduction in uncertainty and better integration of ob-
servational data. The displacement curves’ shape reflects the reservoir’s
physical response to geothermal operations, showing uplift near the
injector and subsidence near the producer.

The difference plots in Fig. 17 show the magnitude and loca-
tion of permeability adjustments. Areas of pronounced changes indi-
cate where initial model permeability caused significant deviations in
reservoir pressure and temperature, impacting surface displacements.
While multiple permeability realizations could produce similar sub-
sidence signals, making the recovered field not necessarily the true
permeability map, these results are valuable for reducing uncertainty
in the posterior states of the reservoir. Constraining the tempera-
ture distribution for geothermal applications is often more critical for
decision-making than the exact permeability distribution. This show-
cases the value of integrating surface displacement data into subsurface
modeling for geothermal applications, even when the permeability
field cannot be uniquely determined. Additional data types could fur-
ther constrain the permeability field if needed for specific geothermal
project requirements.
11 
The histograms and CDF curves in Fig. 18 further quantify the
permeability changes caused by the data assimilation. Initially, the
variability in permeability is large, as seen in the spread of the prior
histograms. After assimilation, the posterior histograms shift, with
Realizations 1 and 3 slightly shifting to lower permeability values and
Realization 2 shifting to higher permeability values, respectively. The
cumulative distribution functions (CDFs) corroborate these shifts. The
shapes of the histograms also present small changes, showing that the
permeability spread of the models in the posterior ensemble is a simple
redistribution of values within the model.

The transition from a broad and dispersed prior understanding
to a more concentrated and confident posterior model indicates the
capability of ES-MDA in constraining model realizations with obser-
vations. It demonstrates a successful data-assimilation process, where
the final model not only agrees with the observed data but also does
so by acknowledging and accounting for the noise inherent in real-
world measurements.To quantitatively evaluate the impact of data
assimilation on the probability distribution of temperature within the
reservoir, we constructed probability maps considering a threshold of
50 ◦C. These maps, depicted in Fig. 19, reveal a shift in the probability
distribution post-data assimilation.
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Fig. 17. Prior and posterior permeability estimates, and the difference between these two for the conceptual case. The color scale in the difference plots highlights areas of
increased and decreased permeability, corresponding to the permeability adjustments made by ES-MDA. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
Table 2
Quantification of the uncertainty reduction in terms of entropy for the
temperature distribution before and after data assimilation.

Entropy (𝑛𝑎𝑡𝑠) Uncertainty
reduction
(𝑛𝑎𝑡𝑠)

Relative
uncertainty
reduction

Prior 78.2 – –
Posterior 64.7 13.5 17.3%

As described in Section 2.4, we compute the entropy of temperature
distribution probabilities to quantify model uncertainty. Table 2 shows
the entropy reduction from 78.2 𝑛𝑎𝑡𝑠 to 64.7 𝑛𝑎𝑡𝑠, representing a 17.3%
reduction in relative uncertainty after data assimilation.

The reduction in entropy demonstrates the data-assimilation pro-
cess’s ability to leverage observed vertical displacement measurements,
enhancing model realizations and reducing uncertainty in subsur-
face modeling for geothermal applications. However, it is crucial to
acknowledge the inherent non-uniqueness of permeability fields in
geothermal data assimilation. Various permeability distributions can
yield similar results, indicating a range of plausible models rather
than a single ‘true’ model. Consequently, directly comparing poste-
rior permeability maps with the reference case is not conclusive.
Instead, we focus on the constrained posterior states, particularly the
temperature distribution, which is often more critical for geothermal
applications than the exact permeability field. Performance indicators
include changes in entropy, which quantify the reduction of uncertainty
12 
in the key variables of interest, and the variability within the ensemble
of model realizations—encompassing both parameter distributions and
state responses, such as vertical displacements. A reduction in entropy
reflects a more unified understanding of reservoir properties, while the
reduction in the variability of vertical displacements demonstrates how
effectively the data assimilation process constrains the model’s predic-
tions. However, a narrow range of variability in the posterior ensemble
should be interpreted cautiously, as it could indicate undesirable en-
semble collapse rather than successful data assimilation. Evaluating
both entropy reduction and the behavior of variability within the en-
semble is crucial for accurately assessing the data-assimilation process’s
effectiveness in constraining the temperature distribution, which is key
for decision-making in geothermal energy projects.

5.1.2. CO2 geological sequestration scenario
Adapting our model to the CO2 geological storage scenario neces-

sitated adjustments due to the distinct fluid mobility involved in CO2
injection. Unlike the water in geothermal systems, in this case study,
CO2 is injected in a supercritical state, exhibiting much lower viscosity
and leading to a faster pressure propagation within the reservoir. In this
conceptual case, the uniform pressure buildup observed at the end of
the simulation across all models results in a nearly uniform uplift. This
scenario illustrates a fundamental challenge in demonstrating the value
of data-assimilation methods, which rely on the presence of differences
between prior realizations and observations. When these differences
are minimal, as seen with the uniform uplift in this case, it becomes
challenging to showcase the effectiveness of data assimilation. This



I. Saifullin et al. Geomechanics for Energy and the Environment 40 (2024) 100618 
Fig. 18. Histograms and CDFs for the permeability values before (blue) and after (yellow) ES-MDA. The brown area is the overlap region of the distributions.
Fig. 19. Probability maps of temperature exceeding 50 ◦C for the prior (left) and posterior (right) models. The post-data-assimilation map shows a distinct change in the probability
distribution.
uniform response does not reflect a limitation of the data-assimilation
method itself but highlights the limitations of using this particular case
to demonstrate the method’s capacity to enhance model accuracy and
reduce uncertainties under more variable conditions.

To better illustrate the method’s capability, we adjusted the ensem-
ble’s permeability distribution, setting the mean log-permeability to 3
mD, with bounds from 1 mD to 8 mD (Fig. 20). This adjustment resulted
in more varied pressure propagation and uplift patterns, allowing for a
clearer demonstration of the data-assimilation process in CO2 seques-
tration. Future studies could consider assimilating vertical displacement
measurements at multiple time steps, potentially providing insights
into the dynamic interplay between pressure changes and displacement
processes during CO injection.
2

13 
The posterior realizations exhibit uplift curves characteristic of CO2
injection, with pronounced uplift centered around the injection site
(Fig. 21). This pattern reflects the pressure diffusion from the injection
well and aligns well with the observed reservoir response. A detailed
analysis of permeability changes near the injection site and their im-
plications for model performance is provided in Appendix C, along
with histograms and cumulative distribution functions for the model
realizations.

To quantitatively evaluate the impact of data assimilation on the
probability distribution of CO2 molar fraction within the reservoir, we
constructed probability maps considering a threshold of CO2 molar
fraction equal to 0.1. Fig. 22 shows the change in the probability
distribution post-data assimilation, indicating how the observations
inform on CO molar fraction.
2
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Fig. 20. Reference model realization and three realizations of the prior permeability distribution for the conceptual dataset for the GCS case.
Fig. 21. ES-MDA results for the CO2 sequestration scenario, illustrating the vertical displacement realizations. The observed data are shown as red dots, with prior realizations in
gray and posterior realizations in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 22. Probability maps of CO2 molar fraction exceeding 0.1 for the prior (left) and posterior (right) models. The post-data-assimilation map shows a distinct change in the
probability distribution.
Following the approach described in Section 2.4, we quantified the
model’s uncertainty using the entropy of CO2 molar fraction distribu-
tion probabilities. Table 3 shows the entropy reduction from 725.2
14 
𝑛𝑎𝑡𝑠 to 340.1 𝑛𝑎𝑡𝑠, representing a 53.1% decrease in relative uncer-
tainty after data assimilation. This substantial reduction is particularly
significant because it demonstrates the ability to constrain the CO2



I. Saifullin et al.

b

m
a
t
e
a
p
m
d
t

p
t
s
m
v

t
c
o
f
r

c
m
u
s

a
t
C
c
o

e

2
c
i
p
t
d
m

a

d
C
p

p
E

u
s
i
s
s
t
e
s

h
m

o
c

Geomechanics for Energy and the Environment 40 (2024) 100618 
Table 3
Quantification of the uncertainty reduction in terms of entropy for the
CO2 molar fraction distribution before and after data assimilation.

Entropy (𝑛𝑎𝑡𝑠) Uncertainty
reduction
(𝑛𝑎𝑡𝑠)

Relative
uncertainty
reduction

Prior 725.2 – –
Posterior 340.1 385.1 53.1%

plume prediction, even in the face of non-unique permeability distri-
utions. This improvement in predictive capability is important for risk

assessment and decision-making in CO2 sequestration projects, where
accurate plume tracking is more critical than determining the exact
permeability field.

In the GCS conceptual experiment, we can observe larger displace-
ents across the ensemble compared to those in the geothermal case,

s there is no production from the reservoir. However, the evalua-
ions across both scenarios evaluated in this study, geothermal energy
xtraction and CO2 geological sequestration, highlight the efficacy of
pplying the combination of flow simulation with a physics-based
roxy model and ES-MDA for a better estimation of reservoir per-
eability and dynamic behavior. In particular, using surface vertical
isplacements has been shown to have potential for the evaluation of
he permeability distribution in both cases.

6. Data assimilation for the Brugge dataset

The Brugge dataset presents a more complex challenge than the
conceptual dataset due to its geological features.25 In this section, we
apply the established data assimilation framework, consisting of ES-
MDA, open-DARTS and the physics-based proxy model, to understand
the reservoir’s permeability and dynamic responses within this more re-
alistic context when assimilating observations of vertical displacement.

We apply the same basic approach used in the previous cases to
repare the ensemble of permeability fields. However, we adjusted
he features of our Gaussian distribution of permeability to match the
pecific data collected from past studies of the Brugge dataset. This
eans setting the average permeability at 540 mD and allowing for

ariation within the observed range in the field, as can be seen in
Fig. 23. The prior distribution created for the Brugge dataset is designed
o be a realistic starting point for our simulations. Similarly to the
onceptual case, we create an ensemble of 101 permeability fields. Out
f this ensemble, 100 realizations are designated as the prior ensemble
or data assimilation. The remaining realization serves as the reference
ealization.

After setting up the prior ensemble of permeability fields, we pro-
eed with the application of the ES-MDA framework for both geother-
al energy extraction and CO2 geological sequestration scenarios. We
tilize the vertical displacement measurements along a transect inter-
ecting the well trajectories (Fig. 5) as the observational data to be

integrated into the data-assimilation process.
The results of the ES-MDA application for both scenarios are pre-

sented in Fig. 24. For the geothermal energy extraction case, we observe
 complex response with a combination of uplift and subsidence across
he surface, reflecting the intricate geology of the Brugge dataset. In the
O2 sequestration scenario, we observe a pronounced uplift primarily
oncentrated around the injection site, consistent with the behavior
bserved in the 2D conceptual case.

To quantitatively evaluate the impact of data assimilation, we con-
structed probability maps for both scenarios. For the geothermal case,
we considered temperatures exceeding 50 ◦C, while for the CO2 se-
questration case, we used a threshold of 0.1 CO2 molar fraction. The
ntropy of these probability distributions was computed to quantify the

model’s uncertainty before and after data assimilation. The results are
summarized in Table 4.
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Table 4
Entropy reduction for the Brugge dataset scenarios, indicating enhanced model relia-
bility and predictive accuracy.

Scenario Entropy (𝑛𝑎𝑡𝑠) Uncertainty
reduction
(𝑛𝑎𝑡𝑠)

Relative
uncertainty
reduction

Geothermal Prior 29.3 – –
Posterior 27.1 2.2 7.5%

CO2 sequestration Prior 354.0 – –
Posterior 288.5 65.1 18.5%

For the geothermal case, the entropy reduction from 29.3 nats to
7.1 nats indicates a slight improvement in the model’s reliability,
orresponding to a relative uncertainty reduction of 7.5%. This modest
mprovement highlights the challenge of reducing uncertainties in com-
lex fields like Brugge, especially for geothermal applications where
he interplay between pressure and thermal effects results in smaller
isplacements. In contrast, the CO2 sequestration scenario showed a
ore substantial improvement. The entropy reduction from 354.0 nats

to 288.5 nats signifies an 18.5% reduction in relative uncertainty
post-data assimilation. This larger reduction can be attributed to the
more pronounced uplift patterns and larger vertical displacements as-
sociated with CO2 injection, providing more informative data for the
ssimilation process.

The application of the ES-MDA framework to the more complex
Brugge dataset highlights the challenges associated with modeling real-
world reservoirs. While the fundamental approach remains similar
to the 2D conceptual case, the increased complexity of the Brugge
ataset impacts the performance of the data-assimilation method. The
O2 sequestration scenario benefited more from the data assimilation
rocess compared to the geothermal case, likely due to the larger and

more distinct displacement patterns associated with CO2 injection.
These results demonstrate the potential of integrating surface dis-

lacement data through the use of a physics-based proxy model and the
S-MDA technique to enhance our understanding of subsurface prop-

erties and dynamic behavior. The method shows promise in reducing
ncertainties and improving model predictions, particularly for CO2
equestration applications. However, the more modest improvements
n the geothermal case suggest that additional data types or more
ophisticated assimilation techniques may be necessary to fully con-
train complex geothermal systems. Nonetheless, these findings support
he value of this approach in improving decision-making processes for
nergy transition applications, even in challenging, realistic reservoir
cenarios.

A detailed analysis of the changes in permeability fields, including
istograms and cumulative distribution functions for both the geother-
al and CO2 sequestration scenarios, is presented in Appendix C.2. This

comprehensive examination provides further insights into the effects of
data assimilation on the Brugge dataset models.

Furthermore, to validate the data assimilation results, we examined
prior as posterior displacements at locations outside the original assim-
ilation area and compared them to the reference model. These results,
presented in Appendix C.3, confirm the improved model accuracy even
in non-assimilated regions, as posterior predictions better align with
independent reference data points. The detailed validation plots for
each case are shown in Fig. C.35.

7. Discussion

In this study, we integrate vertical displacement observations with
pen-DARTS reservoir simulations and a physics-based geomechani-
al proxy model to enhance subsurface model predictions. While dif-

ferent permeability fields may generate similar vertical displacement
responses, leading to non-unique permeability estimates, our ES-MDA
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Fig. 23. Reference realization and three realizations of the prior permeability distribution for the Brugge dataset.
Fig. 24. Post-ES-MDA comparison of realizations and observations for the Brugge dataset scenarios. The observed data are shown as red dots, with prior realizations in gray and
posterior realizations in blue. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
method effectively estimates likely permeability fields and their prob-
ability distributions. More importantly, this approach successfully con-
strains the posterior states of the reservoir, reducing uncertainty in
critical variables such as temperature distribution and CO2 plume
extent, even when the exact permeability field cannot be uniquely
determined.

The integration of our geomechanical proxy model with ES-MDA
enhances subsurface modeling for geothermal energy extraction and
CO2 sequestration by leveraging often underutilized surface displace-
ment measurements. This approach improves interpretation of com-
plex subsurface behaviors in response to operational activities. How-
ever, we acknowledge that the assumption of homogeneous geome-
chanical properties may not fully reflect real-world formation hetero-
geneity, potentially affecting the accuracy of displacement and stress
distributions.

Incorporating 2D surface displacement measurements and using
displacement data from multiple time steps could significantly enhance
the accuracy of subsurface models by providing more comprehensive
temporal and spatial constraints. While our current study focused on 1D
displacement data at the final time step to demonstrate the effectiveness
of our methodology, future research could explore these extensions as
16 
part of a broader sensitivity analysis. Such analyses – including the
impact of data sparsity, topographical density, and the timing of data
collection – are valuable but beyond the scope of the present work.
Addressing these aspects in future studies would help optimize data
collection strategies and further validate the robustness of our approach
in various geological settings.

Our study established a Data Assimilation framework, which has
several opportunities for future research. These include comparing the
effectiveness of various data types, quantifying uncertainty in geome-
chanical parameters, conducting more extensive validation of the proxy
model, and exploring other data assimilation techniques beyond ES-
MDA. Future studies should also focus on incorporating heterogeneous
geomechanical properties, extending the framework to different geo-
logical settings, and integrating diverse data types such as seismic data
to further validate its robustness and expand its applicability.

For geothermal projects, the interplay of pressure and thermal ef-
fects results in smaller displacements compared to GCS projects, posing
a challenge when using vertical displacements as observations. Future
research should address the integration of heterogeneous geomechan-
ical properties and optimize data assimilation locations and timing to
enhance subsurface modeling accuracy. This is crucial for advancing
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Fig. C.25. Comparison of prior, posterior, and the difference in permeability fields for the CO2 sequestration case. The difference plots emphasize the localization and magnitude
of permeability adjustments around the injection site made by the ES-MDA.
such models in energy transition initiatives, ensuring more accurate
representation and management of both geological and operational
complexities.

It is important to note that the use of vertical displacement data
for assimilation in geothermal and CO2 sequestration applications is
not common practice. Traditional approaches often rely on well data
or seismic surveys, overlooking the potential of surface deformation
measurements. Our study demonstrates the value of incorporating these
often-underutilized observations, offering a novel approach to constrain
subsurface models and reduce uncertainties in key parameters such as
permeability distributions and plume extents. This innovative use of
vertical displacement data opens new avenues for improving subsurface
characterization in energy transition projects.

8. Conclusion

This study presents the development and application of a physics-
based geomechanical proxy model for approximate thermoporoelastic-
ity solutions, designed to integrate vertical displacement observations
within a data assimilation framework. Our approach employs ES-MDA
to quantify uncertainties in thermal front and CO2 plume distribution
for geothermal and Geological Carbon Sequestration (GCS) projects,
respectively. The model’s flexibility allows for runtime application or
post-processing in hydrodynamic simulations, with displacement eval-
uations at desired time steps and compatibility with various simulators.
Its adaptability to non-rectangular grids enhances its suitability for real-
istic geological settings. The integration with open-DARTS’ OBL caching
feature significantly improved computational efficiency, demonstrating
17 
the potential for more complex and extensive simulations in geothermal
and CO2 sequestration applications.

Our ES-MDA implementation demonstrated efficacy in uncertainty
quantification across four case studies. In both conceptual models
(geothermal and GCS), the method yielded satisfactory posterior en-
sembles with reduced uncertainty. The geothermal case showed a
17.3% decrease in temperature plume distribution entropy, while the
GCS scenario achieved a 53.1% reduction in CO2 plume uncertainty,
benefiting from larger vertical displacements and ensemble variance.
The application to the Brugge dataset further validated the method’s
effectiveness in complex geological settings. For geothermal extraction,
entropy reduction was 7.5%, while the GCS case showed an 18.5%
reduction in CO2 molar fraction uncertainty. These results highlight the
method’s robustness in handling realistic reservoir complexities.

The comparative analysis between geothermal and GCS applications
underscores the versatility of our approach. While the degree of im-
provement varied based on fluid properties and injection dynamics,
all cases benefited from ES-MDA application. Notably, our study pi-
oneers the use of vertical displacement data for assimilation in these
applications, a practice not commonly employed in the field. This
innovative approach demonstrates the potential of integrating geome-
chanical proxy models with ES-MDA to enhance subsurface modeling
accuracy and reliability, leveraging often overlooked surface defor-
mation data. By doing so, we offer a valuable tool for advancing
energy transition projects through improved reservoir characterization
and uncertainty quantification, potentially changing how the industry
approaches data assimilation in geothermal and CO2 sequestration
projects.
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Fig. C.26. Histograms and cumulative distribution functions displaying the permeability values before (blue) and after (yellow) the use of ES-MDA for the GCS case. The brown
area is the overlap region of the distributions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Appendix A. Governing equations for the hydrodynamic model

Our hydrodynamic model is based on the open-DARTS
formulation27,43 which includes the mass and energy conservation
equations for the system with 𝑛𝑐 components and 𝑛𝑝 phases:

𝜕
𝜕 𝑡

(

𝜙
𝑛𝑝
∑

𝑗=1
𝑥𝑐 𝑗𝜌𝑗𝑠𝑗

)

+ 𝑑 𝑖𝑣
𝑛𝑝
∑

𝑗=1
𝑥𝑐 𝑗𝜌𝑗𝐮𝐣 +

𝑛𝑝
∑

𝑗=1
𝑥𝑐 𝑗𝑞𝑗 = 0, 𝑐 = 1,… , 𝑛𝑐 , (A.1)

where 𝜙 is the porosity, 𝑥𝑐 𝑗 is the molar fraction of component 𝑐
in phase 𝑗, 𝑠𝑗 is the saturation of phase 𝑗, and 𝜌𝑗 is phase density
[k mol∕m3].

𝜕
𝜕 𝑡

(

𝜙
𝑛𝑝
∑

𝑗=1
𝑠𝑗𝜌𝑗𝑈𝑗 + (1 − 𝜙)𝑈𝑟

)

+𝑑 𝑖𝑣
𝑛𝑝
∑

𝑗=1
ℎ𝑗𝜌𝑗𝐮𝐣+𝑑 𝑖𝑣(𝜅∇𝑇 ) +

𝑛𝑝
∑

𝑗=1
ℎ𝑗𝜌𝑗𝑞𝑗 = 0

(A.2)

where 𝑈 is the specific fluid internal energy [k J∕k mol], 𝑈𝑟 is the rock
internal energy in [k J∕m3], 𝑇 is the temperature [K], ℎ𝑗 is the phase
enthalpy [k J∕k mol], and 𝜅𝑗 is total thermal conductivity for the solid
rock and the phase 𝑗 [k J∕m∕day ∕K ]. The phase 𝑗 velocity 𝒖𝒋 evaluation
is based on the Darcy’s law:

𝒗𝒋 = −𝐊𝑘𝑟𝑗
𝜇𝑗

(∇𝑝𝑗 − 𝛾𝑗∇𝑧), (A.3)

where 𝐊 is the permeability tensor [mD], 𝑘𝑟𝑗 is the relative permeability
of phase 𝑗, 𝜇 is the viscosity of phase 𝑗 [mPa ⋅ s], 𝑝 is the pressure of
𝑗 𝑗
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Fig. C.27. Comparison of prior, posterior, and the difference in permeability fields for the Brugge dataset geothermal energy extraction case. The difference plots illustrate the
spatially heterogeneous adjustments made to the permeability field by the ES-MDA.
phase 𝑗 [bars], 𝛾𝑗 = 𝜌𝑗𝑔 is the specific weight of phase 𝑗 [N∕m3] and 𝑧
is depth [m], 𝑔 is the gravitational acceleration [m s−2].

The porosity is updated using

𝜙 = 𝜙0 + 𝑐𝑟(𝑝 − 𝑝0) (A.4)

where 𝜙0 is the porosity at the reference pressure 𝑝0 [bar s] and 𝑐𝑟 is the
rock compressibility [1∕bar s].

The thermo-compositional model used in the CO2 injection case,
involves 𝑛𝑐 components, liquid and vapor phases. In a molar for-
mulation, the nonlinear unknowns are the pressure, the temperature
and compositions: 𝑝, 𝑇 , 𝑥𝑐1 , 𝑥𝑐2 ,… , 𝑥𝑐𝑛𝑐 . The geothermal model involves
a water component, liquid and vapor phases, and the pressure and
19 
the phase enthalpy as unknowns: 𝑝, ℎ, with the state-dependent water
properties evaluated using the IAPWS97 formulation.44

Appendix B. Solution method for the hydrodynamic model

In order to numerically solve the system of PDEs (A.1) and (A.2)
we apply the Finite Volume Method for the discretization in space and
backward Euler discretization in time, leading to the Fully Implicit
Method. The discretized PDEs result to a system of non-linear equation,
solved using the conventional Newton–Raphson method. Our lineariza-
tion approach involves the Jacobian assembly with analytic evaluation
of fluid and rock properties and their derivatives with respect to the
unknowns. The linear system with a Jacobian matrix is solved using an
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Fig. C.28. Histograms and CDFs displaying the permeability values before (blue) and after (yellow) the ES-MDA for the Brugge dataset geothermal energy extraction case.The
brown area is the overlap region of the distributions. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. C.29. Probability maps of temperature exceeding 50 ◦C for the Brugge dataset prior (left) and posterior (right) realizations for geothermal energy extraction scenario.
iterative method GMRES with CPR preconditioner at each iteration of
the Newton–Raphson method. A part of the solution for multicompo-
nent model (CO2 injection in our case) is the multiphase flash which
resolves mole fractions for each component and phase fractions for the
given composition. The detailed description of discretization and lin-
earization can be found in Refs. 26, 27, 45. The convergence parameters
for the geothermal model used are: tolerance for the Newton method =
1e−3, tolerance for the linear solver = 1e−3, maximum allowed time
step size = 30 days. The convergence parameters for the CO2 injection
model used are: tolerance for the Newton method = 1e−3, tolerance for
the linear solver = 1e−5, maximum allowed time step size = 5 days.
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Appendix C. Complementary analyses of data assimilation results

C.1. Detailed analyses of the 2D conceptual model

This appendix provides complementary analyses of the main dis-
cussions presented in the paper. The purpose of these analyses is to
present a view of how data assimilation influences the reservoir model’s
dynamics and to substantiate the core findings with deeper statistical
analyses.

For the 2D conceptual model of CO2 injection, there are impacts
of data assimilation on areas experiencing substantial pore pressure
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Fig. C.30. Comparison of prior, posterior, and the difference in permeability fields for the Brugge dataset CO2 geological sequestration case. The difference plots showcase the
localized adjustments made to the permeability field around the injection site.
changes. The following difference plots and statistical distributions pro-
vide an examination of how data assimilation modifies the permeability
fields around the CO2 injection site, leading to observable surface
displacements and alterations in the reservoir’s dynamic behavior. The
difference plots show the shifts in permeability close to the CO2 injec-
tion site (Fig. C.25), indicating that data assimilation strongly impacts
areas experiencing substantial pore pressure changes, which can be
due to the more pronounced pressure variations in this area, leading
also larger displacements at the surface in the vertical projection of
the injector well. Reviewing the histograms and CDFs across the three
realizations, the posterior distributions show a striking similarity to
21 
the prior distributions.Fig. C.26 illustrates the impact on the overall
permeability distribution of three realizations.

C.2. Detailed analyses of Brugge dataset results

Following the detailed exploration of the 2D conceptual model’s
response to data assimilation, we now show some complementary
results for the Brugge dataset analyses.

C.2.1. Geothermal energy extraction
For Geothermal Energy Extraction in the Brugge dataset, the dif-

ference plots (Fig. C.27) reveal complex and spatially heterogeneous
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Fig. C.31. Histograms and cumulative distribution functions displaying the permeability values before (blue) and after (yellow) the ES-MDA for the Brugge dataset CO2 geological
sequestration case. The brown area is the overlap region of the distributions. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. C.32. Probability maps of CO2 molar fraction exceeding 0.1 for the prior (left) and posterior (right) models. The post-data-assimilation map shows a distinct change in the
probability distribution.
adjustments to the permeability field. The changes are not limited to
specific regions but are distributed across the model domain, reflecting
the intricate effect of geology on the extraction process. This highlights
the importance of using a detailed, realistic geological model to cap-
ture the nuances of subsurface behavior, especially when dealing with
complex reservoirs.

The histograms and CDFs (Fig. C.28) further demonstrate the impact
of ES-MDA on the permeability distribution. In contrast to the concep-
tual case, the changes are more subtle, with the posterior distributions
exhibiting a slightly narrower spread compared to the prior. This sug-
gests that while the ES-MDA refines the permeability model to match
better the observed vertical displacements, the inherent complexity of
22 
the Brugge dataset limits the degree of adjustment possible with this
implementation of ES-MDA.

The probability maps for temperatures exceeding 50 ◦C in the
Brugge dataset (Fig. C.29) illustrate the impact of data assimilation on
the temperature distribution. Due to the significantly larger scale of the
field compared to the conceptual dataset, the cold front propagation
is less pronounced, resulting in minimal observable differences in the
probability maps pre- and post-assimilation.

C.2.2. CO2 geological sequestration
For CO2 Geological Sequestration in the Brugge dataset, the dif-

ference plots (Fig. C.30) highlight the most significant adjustments to
permeability occurring in the vicinity of the injection site, similar to
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Fig. C.33. 2D Conceptual Model setup showing the grid layout (top view), well positions, and monitoring points for the geothermal extraction case (left) and GCS (right).

Fig. C.34. Brugge dataset model setup illustrating CPG grid, well locations, and monitoring points along J-index=31.

Fig. C.35. Validation results: Vertical displacement along lines outside data assimilation areas. Posterior predictions (blue) show improved agreement with reference data (orange)
compared to prior predictions (gray). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. C.36. Forecasting showcase of ES-MDA on the well production temperature.
the 2D case. However, the spatial distribution of these changes is more
complex, reflecting the heterogeneity and structural complexity of the
Brugge dataset. This emphasizes the need for detailed, high-resolution
models to capture the nuances of CO2 injection and its impact on the
subsurface in a realistic case.

The histograms and CDFs (Fig. C.31) exhibit a similar trend to the
geothermal case, with a slight narrowing of the posterior permeability
distribution compared to the prior. This suggests that while the ES-
MDA was able to refine the permeability realizations to better match
the simulated vertical displacements with the observed ones, the inher-
ent complexity of the Brugge dataset limits the degree of adjustment
possible.

The probability maps for CO2 molar fraction exceeding 0.1
(Fig. C.32) show a more pronounced change in the probability distri-
bution post-data assimilation compared to the geothermal case. This
indicates a more significant impact of the data assimilation process on
the CO2 plume prediction.

The detailed analyses of both the geothermal and CO2 sequestration
cases in the Brugge dataset reveal several important insights. Both
cases show complex spatial patterns in the permeability adjustments,
reflecting the geological intricacy of the Brugge dataset and under-
scoring the importance of using realistic, detailed geological models in
reservoir simulations and data assimilation processes. The histograms
and CDFs for both cases show relatively modest changes in the overall
permeability distributions, suggesting that while ES-MDA is able to
refine the model to better match observations, the complex nature of
the Brugge dataset constrains the extent of these adjustments. The CO2
sequestration case shows more localized changes around the injection
site, while the geothermal case exhibits more distributed adjustments,
likely stemming from the distinct physical processes and operational
setups of these two applications. These results highlight the challenges
of applying data assimilation techniques to complex, realistic reservoir
models, with improvements being more subtle than in simpler, con-
ceptual models. The modest adjustments in permeability distributions
align with the entropy reduction results presented in the main text,
suggesting that while vertical displacement data can improve model
predictions, additional data types or more sophisticated assimilation
techniques may be necessary to achieve more substantial uncertainty
reductions in complex reservoirs. These detailed analyses support the
main conclusions drawn in the paper, providing a more nuanced un-
derstanding of how ES-MDA performs when applied to a complex,
realistic reservoir model like the Brugge dataset, and underscore both
the potential and the limitations of using surface displacement data for
subsurface characterization in energy transition applications.
24 
C.3. Validation analyses

To validate our data assimilation approach, we compared model
predictions before and after assimilation at locations outside the orig-
inal assimilation area. In both CO2 sequestration and geothermal con-
ceptual cases, data assimilation was performed using displacement mea-
surements along line 𝑗 = 25, with validation along line 𝑗 = 10
as indicated with an orange line in Fig. C.33. For the Brugge cases,
assimilation occurred along line 𝑗 = 31 and validation along line 𝑗 = 20
which is shown by the green line in Fig. C.34. Fig. C.35 shows that
posterior model predictions align more closely with reference data
at these independent locations, validating our approach beyond the
assimilated data points.

To demonstrate the forecasting ability we simulated the Geothermal
models for a longer period of 50 years using the permeability distribu-
tions from the prior and the posterior, generated by data assimilation
using the vertical displacements at 10 years. The temperature at the
production well for prior and posterior ensembles is shown in Fig. C.36
for the conceptual and the Brugge cases indicating the reduction in the
uncertainty. The temperature drop by 10 ◦C has been set as a threshold.
The period, used in the data assimilation is indicated by the light blue
rectangle.

Data availability

The developed code is open source and available at the gitlab
repository https://gitlab.com/open-darts/subsidence-esmda.
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