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1 Abstract

In this Masters thesis, the dynamics of pipes conveying pulsating flow are investigated. The
initial-boundary value problem associated with the linear beam equations of motions gov-
erning the pipe system is derived using the principles of Lagrangian mechanics. In this the-
sis, the fluid flow is assumed to have a small velocity with harmonic time dependence V (¢) =
e(Vp+ V1sin(Q1)), which allows us to investigate the effects of different pulsation frequencies on
the pipe system. For certain Q frequencies, the pipe system is observed to be exposed to more
complex dynamical behaviours. By using the multiple time scale perturbation method, com-
prehensive insights into the stability and the dynamic behaviour of pipe systems are achieved.

The study focuses on investigating the primary resonance frequencies and understanding
how pulsation frequencies near those resonance frequencies impact the stability of the system.
Furthermore, we elaborate on special resonance cases where multiple oscillatory modes inter-
act leading to even more complicated dynamics.

By building upon existing literature this research enhances our understanding of stability
and dynamic behaviors under various flow pulsation frequencies. This study makes an im-
portant contribution to the present literature by exploring scenarios where multiple resonant
modes interact, due to coinciding primary resonance frequencies, which has not been exten-
sively discussed in the literature. Our findings suggests scepticism on the relevance of the exist-
ing solution methods and results in the literature for certain parameter values.






2 Introduction

In numerous industries and infrastructural systems, pipe structures that convey fluids are es-
sential to various operational processes. Whether in the applications of urban water distribu-
tion, the transportation and extraction of oil and gas in refineries and offshore platforms, or
the fuel supply mechanisms of engine systems, pipes stand as the backbone of numerous in-
dustrial applications. The fluctuations in the fluid velocity can lead to vibrations in the pipe
structures. This can be due to the operation of equipment like reciprocating pumps or inherent
fluid excitation fluctuations. These vibrations present potential challenges in terms of system
integrity, safety, and longevity. Understanding the mechanisms behind such systems and their
real-world implications is crucial for efficient system design and operation.

The study of the dynamics of pipes conveying fluids has a rich history dating back to 1885
when Brillouin first began investigating the subject. However, the first written study on the
topic did not appear until the late 1930s, when Bourrieres published his work [5]. In his work in
1939, Bourrieres treated the pipe as a string-like structure and made conclusions on the stabil-
ity of the cantilevered system. The research topic was re-initiated in 1950 by Ashley and Havi-
land, who further developed this model, during their research on the Trans Arabic pipeline, for
cantilevered pipes, treating the pipe as a beam-like structure and considering its bending stiff-
ness [3]. In the following years, Feodos’ev [8], Housner [12], and Niordson [16] made significant
contributions to the field, by studying the dynamics of pipes supported at both ends, as they
were among the first to independently derive correct linear equations of motion using different
methods, and reached the same conclusions about the stability of the system [19]. In 1976, Pai-
doussis and Laithier were the first ones that considered the shear deformations and modelled
the system as a Timoshenko beam, which is a higher order and more accurate model [21].

The dynamics of pipes conveying fluid can be explored using equations from two princi-
pal branches of analytical mechanics: Newtonian and Lagrangian mechanics. Both methods
lead to the same governing differential equations. However, the distinct advantage of the La-
grangian approach lies in its boundary condition treatment. While the Newtonian approach
requires careful assumptions on the determination of boundary conditions, the Lagrangian
method naturally provides these conditions derived from scalar quantities like kinetic and po-
tential energy. This advantage of the Lagrangian method simplifies the problem formulation,
making it the preferred method for our study.

Benjamin (1961) presented one of the first complete Lagrangian derivations of the linear
equations of motion in the literature, considering the pipe as an Euler-Bernoulli beam with
constant fluid velocity and neglecting viscoelastic damping and gravity [4]. In 1971, Chen was
the first to derive the equations for pulsating fluid flow [7], and later in 1974, Paidoussis and
Issid corrected this model for pulsating fluid flow, and improved it by including the Kelvin-
Voigt viscoelastic effects of the pipe material [20]. In 1994, Semler and Paidoussis derived the
nonlinear equations of motion by considering partial derivatives of longitudinal deflections and
including higher-order terms for the curvature term in the expression for strain energy [26].
The effects of viscoelasticity have been studied in detail for accelerating beams by Chen, Tang,
Zhang, and others [6}31}33].

In 2005, Paidoussis and his colleagues, and Kuiper and Metrekine revisited the direction of



mean flow velocity at the inlet and derived the non-classical free end boundary condition for
aspirating pipes from Newtonian principles [13,/18]. Aldraihem obtained the same boundary
conditions as Paidoussis et al. in 2007 using the variational approach and called it the "flow
out release effect" [2]. In his study, Aldraihem also adjusted the free-end boundary conditions
for Kelvin-Voigt viscoelastic pipes, which were previously not considered. Furthermore, the
effects of viscoelasticity on natural boundary conditions have also been studied for accelerated
beam problems, that are similar to problems of pipes conveying fluid, by Chen, Tang, Zhang,
and others [6,31},33]. Furthermore, van Horssen, Gaiko, Sandilo and Akkaya studied dashpot-
spring-mass non-classical boundary conditions for string-like problems [1,9}25].

The Galerkin truncation method, established by Gregory and Paidoussis in 1966 as a solu-
tion approach for the existing equations of pipes conveying fluids [10], provides a truncated
solution of the equations that consist of often, up to four modes of oscillations. This method
has been widely used as the primary tool to solve equations related to pipes conveying fluids.
In their later study in 1991, Paidoussis and his colleagues highlighted some quantitative differ-
ences between existing solutions obtained by the truncation method and experimental results
for certain parameter values, as reported in [22].

In their studies, Suweken, Ponomareva, and van Horssen have shown that for conveyor belt
problems, which are governed by string-like equations similar to those of pipes conveying flu-
ids, the truncation method may not provide accurate approximations of the solutions on long-
time scales for certain parameter values [23}24,[28-30]. This is due to the presence of internal
resonances, in which all modes interact. Considering only the first N modes and truncating the
higher-order modes avoids the appearance of interactions of higher-order modes and conse-
quently, neglects their contribution to the actual system. In these studies, authors have made
improvements for the solutions of conveyor belt problems for various boundary conditions. In
their study, Gaiko and van Horssen (2015) also highlighted that, for string-like equations, with
the absence of bending stiffness, the Galerking truncation is only applicable for ¢ ~ ©(1) [9].

In string-like equations, van Horssen and Ponomareva proposed the solution method by
Laplace transform as an alternative solution method to eigenfunction expansion [32]. In 2015,
Malookani and van Horssen compared the solution obtained by the method of multiple scales
and Laplace transform with Galerkin’s truncation method to axially moving strings with varying
axial velocity [14]. In the context of beam-like equations, Suweken and van Horssen employed
the method of multiple time scales for conveyor belt problems, highlighting potential interac-
tions with higher-order modes for specific parameter values [29]. In a subsequent study [30],
they used this approach to examine the stability of beam structures governed by nonlinear
equations of motion.

Despite the advancements in the literature on pipes conveying fluids, certain aspects re-
main to be addressed more thoroughly. Where the main solution method in the literature is
the Galerkin truncation method, our study aims to analyze the initial boundary value problem
with multiple time scales methods, particularly in the context of flow-induced vibrations. The
primary questions guiding this research include: When do internal resonances arise? How do
the various oscillatory modes interact? And, what are the limitations of the Galerkin truncation
method?



To address the outlined research questions, the equations of motion will be derived using
mathematical modelling and the asymptotic approximation of the solution of this problem will
be constructed. The thesis is structured as follows: Section[3.1]the mathematical derivations of
the cantilevered pipe using the Lagrangian approach, focusing on the determination of energy
and virtual work contributions is presented. Section adapts these derivations to establish
the equations of motion for a simply supported pipe and in section the respective initial-
boundary value problems are presented. Moving to Section[4.1} the multiple time scales pertur-
bation method is applied to the initial-boundary value problem for the simply supported pipe
system. Section[4.2|discusses the occurrence of various resonant cases, while Section[4.3|exam-
ines the non-resonant scenario. Sections [4.4)and [4.5| provide detailed analysis of the primary
resonant cases and the resonance coincidence cases, respectively. In Section we sumimarize
and reflect on the findings of our study. Finally, Section|[6|presents possible directions for future
research.



3 Derivation of Equations of Motion

In this study, we will use the Lagrangian approach to obtain the linear equation of motion for
a cantilevered pipe conveying fluid. We assume the transverse deflections are small and that
the pipe material is sufficiently resistant to bending, which leads to the Euler-Bernoulli beam
model. To simplify our analysis, we assume that the pipe has uniform material properties and
cross-section in the longitudinal direction. To account for the viscoelastic damping effects of
the pipe material, we will initially consider a more general derivation. In addition, we will con-
sider the flow velocity inside the pipe to be small and time-dependent to study non-classical
flow cases, such as pulsating flow represented by V (¢) = €(Vp + V1 sin(Q£)), where 0 < € < 1.

3.1 Cantilevered Pipe

In this subsection, we will derive the equation of motion for a cantilevered pipe by building
upon the works of Benjamin [4], Paidoussis and Issid [20], Semler and Paidoussis [26], and Chen
and his colleagues [6]. We have adjusted the derivation of linear equations and natural bound-
ary conditions, resulting in a more comprehensive model.

Figure 1: Schematic diagram of the cantilever pipe system.

Inextensibility Condition
For the cantilevered pipe, due to the absence of external axial tension, we assume that the pipe
preserves its initial length.

yA

dv

Figure 2: Infinitesimal element of pipe.



If we assume that the pipe is inextensible, we can write (d $)2 = (dx)? + (dv)? and therefore,
the horizontal displacement of the deflected pipe can be written as

0= “ds—d =fx\/d 2+(dv)?-d =fx(\/1+ 2—1)d. 1
u(x)fosxo(x)(v) x0 vy X (D

Due to the assumption of small deformation (Jv,| < 1), we can write the Taylor expansion of

the square root term as
2

\/1+x2:1+%+@(x4).

Hence, we obtain the horizontal displacement of the pipe as

X 1 9
u(x, t):f —vidx. 2)
0o 2

Energy Method
The equations of motion will be derived using Hamilton’s principle, often referred to as the
energy method [26]. Hamilton’s principle for the open system can be written as,

153 13
0| ZLdt+ oW dt=0, (3)

5] 5]

where § denotes the variation of a function, £ is the Lagrangian of the system and defined as
£ =9 —-V,where 9 and ¥ are the kinetic energy and potential energy respectively, and 6 #  is
the virtual work done by non-conservative forces that are not included in the Lagrangian [26].

Hamilton’s principle states that among all possible paths between the end points, the mo-
tion of a system will occur along the path that gives an extreme value to the integral

I
) = f " Fluydt, @

5]

for arbitrary times f; and #,. Assuming that ¥ minimizes the Hamiltonian integral, let us con-
sider the true evolution of the system as @ = u + e, where € € Rand u € R”, edw is the variation
or perturbation of the function and p is the perturbation direction. In the literature, the per-
turbation direction is often denoted as p = du, and in this study, we will also use the notation
u = u + €6u to stay consistent with the notation in the literature. The function dw is arbitrary,
differentiable, and vanishes at the end time points ¢, and t,, thatis, du(x, ;) = du(x, ) =0 [9].

Since the functional I = I(u) has a minimum at u, the functional I(u + edu) also has a min-
imum at € = 0. Therefore, we have

0l(uw;6u) = i(]('u,+£5u)) =0. 5)
de e=0

This definition is also known as the Gateaux derivative [27].



3.1.1 Kinetic Energy

The kinetic energy of the Lagrangian consists of two components, such that 9~ = 9, +J7, where
I refers to the kinetic energy of the pipe and J7 refers to the kinetic energy of the fluid.

Kinetic Energy of Pipe 9,
The velocity vector of a pipe element is defined as

Vp = uti + Vl'j- (6)

If we assume that the longitudinal velocity component (along the x-axis) of a pipe element is
much smaller compared to the transversal velocity component, by neglecting the contribution
of the longitudinal velocity component, the kinetic energy of the pipe can be written as

1 Lo 1 Lo, o 1 Lo
Tp==-m|[| Vpyl"dx=-m | (u;+v;)dx==-m| vidx, (7)
2 0 2 0 2 0
where m is the mass per unit length of the pipe.

In order to find the kinetic energy component of the Lagrangian in (3), we apply the varia-
tional operator to the integral I = f t? (Ip +Tf)dt. Hence, for the I, component, we can write

the Gateaux derivative of I = |, [? Tpdt as

1 tr prL
I(v+edv)=—m f (v, +€ebv,)’dxdt
2 n 0
1 t, pL
=—m f (vf+2£vt6vt+@’(£2))dxdt,
2 13} 0

= i[(v+£6v)
de

1 b L
= (—m f (thév[+0(£))dxdt)
2 3% 0

e=0 e=0

123 L (8)
=m f vidv,dxdt
n 0

L i L
:mf [U,;O“v]z dx—m f vidvdxdt
0 ~—o—— n JO

=0
tr prL
=—m f viOvdxdt.
n 0

Kinetic Energy of Fluid 7

The velocity of the fluid element is the combination of the relative velocity of the fluid to pipe,
VT, and the velocity of the pipe (6). V = V (¢) is the amplitude of the average fluid velocity inside
the pipe and 7 is the tangential vector of relative fluid velocity defined as 7 = 2cos6 + 7 sinf.
By assuming that the deflections are small, we will approximate sinf = v, + @’(vi) and cosf =
1 - v4/2+ 0 (v}). Hence, we obtain the absolute fluid velocity as

Vi=Vp+Vr
=(VcosO—uyr+ (Vsinh + vy)g 9
=(V(1=v3/2) = u)i+ (Voy+v)j.

10



From fluid velocity (9), the kinetic energy of the enclosed fluid is expressed as

:—Mf |Vf| dx=- Mf l—v /2 ut)2+(va+ vt)z)dx, (10)

with M being the mass per unit length of the fluid. If the higher order terms are neglected, we
can write as

1 L
:EMj(; (V2 + v2+2V v, —2Vu,)dx. (11)

By using the definition for the longitudinal deflection term given in (2), the last term in equation
can be rewritten as

L L 5 X
2[ Vutdx:f V—(f vidx)dxdt
0 0 0t \Jo

o([* Ll o
:{ xV—(f vidx) —f xV—(vJZC)dx}dt (12)
ot\Jo 0 ot

0
L 0
:f (L-x)V—(v3dxdt.
0 ot

By plugging into and integrating with respect to ¢ from ¢, to t,, we obtain
2 o1, 1, 1 2
f Irdt=M f (EV +§vt+vav,;—E(L—x)V(Ux),f)dxdt. (13)
31 0

151

Now, we can write the Gateaux derivative of I = f t? T rdt, which results in
t rL 1 ) 1 )
I(v+edv) =M f (EV + E(vt +e0v) +V(vx+E0vy) (Vs +EOVY)
n JO
1
—E(L —X)V((vy+ 85vx)2)t) dxdt,

= i[(v+£6v)
de

1) L
= [Mf f (Wdv+ V(widvi+v:0vy) — (L—X)V(000y): +O(€))dxdt
I3} 0

=0
th rL
f WbV + V(v 0vs+v:00,) —(L—x)V (v, 0vy))dxdt.
1 Jo
(14)
If we apply integration by parts, we obtain
143 1) L
0 Irdt=-M f (Ve +2V U+ Vi(L=X)vy)0vdxdt
131 I3} 0 (15)

1)
+M [ (V15— MV Lvy(0,)5v(0, 1)) dt
I

11



3.1.2 Potential Energy

The potential energy of the system consists of the strain energy of the pipe 7; and the gravita-
tional potential energy 7, and we write 7' = 7 + 7.

Strain Energy 7

We assume our pipe structure to remain in the linear (or elastic) deformation region under load-
ing. Thus, the stress-strain relation is expressed as o = E¢, known as Hooke’s law, where o and
€ are stress and strain respectively. We consider the strain energy 7; in the form

153
0 Vsdt—f ff(aﬁe)dexdt (16)
n

see [6,31}134]. From the definition of strain, € = y/r = yx = yvyy, r being the radius of curvature
and x = vy, being the curvature, can be given by

1) L o pL
f f fEe((Se)dAdxdt:f f ny(vxx)(S(yvxx)dAdxdt
n JO JA n Jo JA

to rL (17)
:f f (f ysz)vaxévxxdxdt,
hn 0 A
and where I = [, y?d A is defined as the second moment of inertia, becomes
Y/dt f f Elv,0vycdxdt. (18)
I3}
By applying integration by parts twice, we can obtain
5] iy i
5| Vdt= f f ElVycxx0 vdxdt+f ElvxxOvylb —f El[vxx 0015 (19)
151 I3} nh 151

Gravitational Potential Energy 7,

 Horizontal Pipe

The gravitational potential energy 7, when the pipe is horizontally placed (or perpendicular to
the vector of gravitational acceleration) is given by

L
Y/g:j(; (m+ M)gvdx, (20)

where g is the gravitational acceleration. Hence, we can write [ = — t? fOL(m + M)gvdxdt, and
from the Gateaux derivative, we obtain

0 Y/dt—dil(v+£5v)

5]

th pL
:f f (m+ M)gdvdxdt. 21
131 0

e=0

12



e Vertical Pipe
For the case that the undeflected pipe is vertical, the gravitational potential energy is given by

L L X
Ve :f (m+M)gudx = %(m+M)gf (f vidx)dx. (22)
0 o \Jo

Now if we apply integration by parts as in (12), becomes
1 L )
Vg = E(m+M)gf0 (L-x)vydx. (23)

From this expression, we can define the integral I = f f Vgdt and from the Gateaux derivative,
we obtain

5] d
o Y/gdt:%l(vhﬂ:év)

151

i L
f f (m+M)g(L-x)vidvidxdt (24)
n 0

e=0
and from integration by parts, we get
%) 15 to rL
0 Vedt = (m+M)g[(L—x)vx6v]§—f f (m+M)g(L—-x)vyOvdxdt
51 151 n JO

(25)

t 153 L
= (m+ M)gLv,(0,1)0v(0, t)dt—f f (m+ M)g(L—-x)vyOvdxdt.
I3} 0

151

3.1.3 Virtual Work by Non-conservative Forces

Viscoelastic Damping
In this study, viscoelastic damping of the pipe is assumed to follow the Kelvin-Voigt model. The
stress-strain relation of a Kelvin-Voigt viscoelastic material is proposed as

o = Ee+1n¢y, (26)

where 7 is the viscoelastic damping coefficient. Let oxy = ne; be the Kelvin-Voigt viscoelastic
component of stress. Again by using the definition of strain, we obtain

OKv =MNYVtxx- (27)

Hence, we can write the expression corresponding to the virtual work term as

t 153 L
OWxvydt= —f f f (oxvoe)dAdxdt
5] h 0 A

th pL
:—f f fnyvtxxé(yvxx)dAdxdt (28)
I3} 0 A

1) L
:_f f nlvtxx(svxxdxdt.
5] 0

13



If we apply integration by parts twice, we can obtain

Iy th rL to 2]
OWgvydt= —f f NIVixxxxOvdxdt —f NI[Vixx0 vx]édt +f nI[vtxxxév]éd t. (29
h n JO 151 n

Fluid Discharge From Outlet

The virtual work done by the discharge of fluid from the outlet, 6 W, is expressed as the change
of momentum times virtual displacement, hence 6W; = -MV(R+ UT)-6R [4,15]. The dot-

(L,0)

Figure 3: Schematic diagram of the cantilever pipe system.

dashed curve corresponds to the natural axis of the deflected pipe of length L, T represents the
unit normal vector of the pipe outlet and the R is the displacement vector of the outlet from
the undeflected pipe (see Figure [3). We define R := —u(L, )i + v(L, t)j and from the previous
definition of 7, 7, := (1 — 11)26 (L, 1)/2)t + vy(L, t)3. From these definitions, the virtual work 6 W
can be written as

73 17 1
6det:—f [MV(V—ut—Vivi)éu(L, H-MVw;+Vuvy)ov(L,t)|dt
n 151

153
—f (MV?Su(L, ©) - MV (v, + Uvy)5v(L, 1)) dt.

151

(30)

I

If we use the longitudinal deflection expression from (2) for the first term in the integral in (30),
we get
17)

153 L 1
6det:—f (MV26(f Evidx) —MV(v;+Vuvy)ov(lL, t))dt. (31
0

5] 151

If we apply the Gateaux derivative to the integral fOL % v2dx, we get

5(fL1v2dx):i(le(v +edv )zdx) :va ovy dx. (32)
0 2 X d£ 0 2 X X 20 0 X X
And from integration by parts, we obtain
L L
](; v 0vdx = [U,ﬁl}]é—fo VyOvdx. (33)

14



Thus becomes

t 193

5] L
6det:f fMVzvxxévdxdt—f (MV?[u 61§+ MV (v, + Vuy)Su(L, t))dt.  (34)
n 0 151

151

3.1.4 Equation of Motion and Boundary Conditions

If we substitute, L=9, + 9y —¥;— Vg and 6W = 6 Wy + 6 W into (3), then we obtain

1) L
_f j(; (nIVtxxxx+EIVxxxx+MVt(L_X)Vxx+MV2Uxx
5]
+2MV vy + (m+M)vy +(m+M)g)Svdxdt

123
+ f (MIMV 0,60k = MV, Lv, (0, )6v(0, t) — EI[vx S vyl (35)
t

1

+ EI[Vxxx(sU]oL - UI[Vtxx5Ux](€ + NI [Vixxxb V]g
+MV2[Ux5U]£ —MV (v (L,t)+ V(L 1)ov(L, l‘)) dt=0.

The equation of motion for a horizontally cantilevered pipe is obtained from the first integral in
and is given by

NIV exxxx + ETVgxxx + (MVi(L=X) + MV?) Uy +2MV Uy + (m+ M)vy + (m+M)g=0.  (36)

The second integral in leads to the natural (or force) boundary conditions and can be writ-
ten as

MV + Vo) +MViLux+ EIVyxx +NMVsxxx =0,

x=0= (37a)
EIVxx + nIvtxx = 0,
EI + =0,

x=L = Uxxx TN Vixxx (37b)
EIUxx + T’IUtxx = 0.

The terms in represent viscoelasticity, bending strain, acceleration effect of the fluid, cen-
trifugal effect, Coriolis effect, local transverse acceleration and gravitational force respectively.
It must be highlighted that the first boundary condition in is the same as the inflow condi-
tion proposed by Paidoussis [18], Kuiper and Metrikine [13] if we assume V =const. and n = 0.
Also, the difference between the left and right boundary condition is termed the outflow release
effect by Aldraihem [2].

3.1.5 Dimensional Analysis

* Horizontal Cantilevered Pipe
Before we study the partial differential equation with boundary conditions that are obtained

15



and (37a) & (37b), we must first convert the equation in dimensionless form and we will
use the dimensionless groups to determine a scaling [11].

M M N=L* [1—L V] =
T2’ r VTR ST -

M
[M]:[m+M]:f, (x]=L, [vI=L, [tl=

[E] = (n] =

L
T (38)
T,

And now, in order to nondimensionalize the problem, we introduce the change of variables
t=t:t", x=x:x", v=v.v", (39)

where the asterisk superscript denotes the dimensionless variable and the c subscript denotes

the characteristic value of the given variable, which is also constant. By using the chain rule, we

substitute the dimensionless variables (39) into the equation (36). Each term of the equation is
2

in units of 77 M . Thus, we multiply each term by ——<~— Gnrano; 1D order to make each term dimension-
less. We obtaln

nlt, . EIt? MV,(L-x:x")t: ,
m IXXXX myxxxx + (m+M)x§ Uxx 10
N MV?2¢2 ey 2MVie L, +gt§:0 (40
(m+ M)x2 (m+M)xct, *F 1 oy

We choose x. = v, = L, which is the constant geometrical parameter. To determine the char-
acteristic value for time, denoted by ¢, we follow existing literature and notation conventions,
such as [17,20], by selecting the coefficient of the second term in and setting it equal to
one. Once we have determined ¢, in this manner, we can obtain the dimensionless parameters
as follows:

72’ 2
m+M L E(m+M)L 41
I3

- v My .
'Bm+M El Y=g L8

For convenience, we will not use the asterisk notation, and with the dimensionless parameters
defined in (1), we obtain the dimensionless problem with (37a) & as

Wrerne + Ve + (V2 BV =20 0w+ 20/ BV vt + 017 =0, (42)

with the natural boundary conditions,

\%4 vi+ V) + Vivy + Vyxx + QU =0,

x:0:>{ (\/ﬁ t x) \/ﬁ tVx + Uxxx fxxx (43a)
Uxx + AVrxx =0,
Vixx + QU =0,

X _1 = { XXX IxXxx (43b)
Uxx+avtxx:0.

16



» Vertical Cantilevered Pipe
If we follow the same steps with the potential energy of a vertical pipe, we obtain

avtxxxx+ Vxxxx+(V2+(\/th_/y)(l_x))vxx+2 ﬁvvxt‘l‘ Uttzo, (44)

with the natural boundary conditions,

VB + (VE+/BVi+7)Ux + Vi + QUsxxx =0,

Y =0= \/B t ( \/B t Y) x xXxx tXXX (45a)
Uxx T QUsxx =0,
Vyxx + QU =0,

x=1> XXX IXXX (45b)
Uxx + @Usxx = 0.

3.2 Simply Supported Pipe

Figure 4: Schematic diagram of the simply supported pipe system.

In this subsection, we will derive the equation of motion for a simply supported pipe con-
veying fluid by introducing adjustments to the cantilevered pipe. For this case, the inextensi-
bility condition is no longer valid due to the fact that both ends of the pipe are pinned, and a
vertical deflection results in a change in the length of the pipe. Furthermore, we can no longer
consider virtual work due to fluid discharge, hence 6 W, = 0.

We consider the elongation € of the pipe due to transversal deflection as the same expression
for the inextensibility condition given in (2), namely

ds 1
e:%—1=\/1+U%_1:§v§+6(vi)' (46)

In contrast to the cantilevered pipe, the fluid velocity V will get a contribution from the elonga-
tion of the pipe [17]. With the elongation of the pipe and conservation of mass (also conserva-
tion of volume due to the assumption of incompressible fluid flow),

Sodx=811+¢€)dx, 47)

where Sy is the undeflected cross-section and S; is the cross-section area of the pipe after elon-
gation. And from the incompressible fluid inside the pipe, we have

VoS0 =115, (48)
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Vo and V) are the velocities before and after the elongation. Therefore, we obtain
_ So _ _ 2
V1—S—Vo—(1+€)Vo—(1+Ux/2)V0 (49)
1

[17]. For a simply supported beam, if we neglect the axial velocity of the beam, we can write
the adjusted kinetic energy of the fluid element as

Tr= 5Mf V(1+0212)(1 - v212))° + (v, + Vv 2dx, (50)
If the higher order terms are neglected, we can write as
1 L
ﬂ'fzéMfo Vi v2 42V + VAidx. (61

From the kinetic energy of the fluid in the contribution of the fluid kinetic energy to the
Lagrangian becomes

153 153 L
0 Irdt=—-M f (Wer + 2V Usr + Vove + Vv, )8 vdxdt
151 h 0

t (52)
+ f [MVv,6v+MV?v,6vl5dt.
t

1
It should be noted that even in the absence of virtual work done by the fluid discharge from the
free end, the MV?v,, term remains in the equation due to the contribution of the elongation
to the fluid velocity [17], as also obtained in (52).
Another adjustment that is necessary when comparing simply supported pipes to cantilevered
pipes is accounting for the contribution of potential energy resulting from external axial ten-
sion. Potential energy due to external axial tension P can be defined as follows:

L L 1
%::f Pedx:f P-vidx. (53)
0 o 2

For its contribution to the Lagrangian, we get

153

15 L 153
5 Y/tdt:—f vaxxévdxdt+f [Pv,Svlidt. (54)
131 0 n

151

3.2.1 Equation of Motion and Boundary Conditions

From the changes above, we obtain the equation of motion and the natural boundary condi-
tions for the simply supported beam in the form:

N Vsxxxx + BEIVxxxx + (Mv2 —P)Uxx +2MV vy + (m+ M)vy + MVivs+(m+M)g=0,  (55)

with the natural boundary conditions,

=0 MV i+ V) + Pvy+ EIVxyxx +NVixxx =0, (56)
Elv,y+nlvi =0,

c=Lo MV + V) + PUy+ ElVyyx ¥ NVsxxx =0, (56b)
Elvyy+nlvicx =0.
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3.2.2 Dimensional Analysis

We choose the characteristic value for variables x, = v, = L, and ;. = / @L. Following the
change of variables, we introduce the dimensionless parameters

L L \/ m+ML’ eL3/(m+M)P 7)
u:ﬂ’ b= M V- /%V, 7/:m+MLg’
PI? m+ M p p

where the dimensionless parameter € indicates that the viscoelastic damping coefficient 7 is
small. By plugging these dimensionless parameters to the equation and the boundary con-
ditions (56a) and (56b), we obtain

EQVxxxx + MVxxxx + (VE = 1) Vyx + 21/ BV Vs + Vg + \/BVtyx +y=0, (58)

with the dimensionless natural boundary conditions

\%4 Vi+VUy)+ Uy + UVUsyx + EQV =0,

x=0= (\/B t x) x T HUxxx XXX (59a)
UVxx+aVixx =0,

relo V(\/_V,+va)+vx+pvxxx+£avtxxx:0, (59b)
Myxx+avtxx:().

3.3 Problem Definition

For physical relevance, we will focus on two specific pipe configurations: a vertical cantilevered
pipe and a simply supported horizontal pipe. In both cases, we assume that the fluid velocity
inside the pipe has a harmonic variation around the small mean velocity, and we consider it:

V(t) = e(Vy + V1sin(Q1)), (60)

where |V;| < |[Vy]. This equation characterizes a unidirectional flow, with no reverse flow oc-
curring. We assume that there are no transversal external forces applying to the pipe system.
By considering the essential geometrical boundary conditions, we can present the equations of
motion along with their corresponding initial and boundary conditions as shown below.

It can be observed that we have maintained the natural boundary conditions for the free-
end boundary (x = 1) in (62), which corresponds to the classical free-end boundary condition
for beam equations when we neglect the viscoelastic damping term. On the other hand, for
the left boundary conditions, we have applied the clamped boundary conditions, i.e. v(0, 1) =
vx(0, ) = 0. These are the essential (or geometrical) boundary conditions that correspond to
the clamped beam.
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The dimensionless partial differential equation that governs the transversal motion of a
vertical cantilevered pipe is represented by:

AVixxxx + Vxxxx + (gZ(VO +V sin(Q1)? + (q/ﬁVchos(Q 1) — y)(l — x)) Uxx

(61)
+ 25\/5(‘/0 + V1sin(Q8) vy + V4 =0,
for 0 < x <1 and ¢ > 0, with the boundary conditions:
v(0,1) = v4(0,8) =0,
) (62)
Vxx (1, 8) + @Vsxxx(1, 1) = Uyx(1, 1) + @i (1, 1) =0,
for ¢t > 0, and with the initial conditions:
v(x,0) = ¢(x),
¢ (63)

Vl’(xy 0) = '([/(X),

forO0<x<1.

For a simply supported beam, we also consider the essential boundary conditions for pinned
at both ends (65), and we obtain the initial boundary problem.

The dimensionless partial differential equation that governs the transversal motion of a
simply supported horizontal pipe is represented by:

EQ Ul‘xxxx + nyxxx + (EZ(VO + Vl Sin(a)t))z - ].) Vxx

(64)
+ 28\/B(V0 + Visin(wt)) vy + v + 8\/BV1a)cos(wt) Vyt+Y=0,
for0<x <1, >0, and € < 1, with the initial and boundary conditions:
v(0,1) = v4x(0,7) =0,
XX 65)
U(]-) t) = Vxx(l; t) = 0)
for ¢ > 0, and with the initial conditions:
v(x,0) = ¢(x),
¢ (66)

ve(x,0) = y(x),

for0< x<1.
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4 Perturbation Analysis

In this study, we will focus on solving a horizontal simply supported pipe governed by the equa-
tion and with the initial-boundary conditions and (66). In order to solve the Eq. (64),
the naive perturbation expansion will be applied. Therefore, we assume that the solution is in
the form

v(x, 1) = vo(x, 1) + vy (x, 1) + O (). (67)
0O (1) Equation
By substituting into (64), we obtain the @' (1) problem

O): udtvy—0+vg+05vy+y =0, (68)
with the initial and boundary conditions:

BCs: v(0,8)=0%v0(0,£)=0, v(l,1)=0%ve(1,1) =0,
ICs:  vy(x,0) = p(x), 0¢vo(x,0) = w(x),

(69)
for 0 < x < 1. Where the Eq. is nonhomogeneous, we assume the solution to be in the form
v(x,t) =u(x,t)+U(x), (70)

with the boundary and initial conditions:

BC’s:  u(0,t)+U(0) :diu(o, H+U0)=0, ul,n)+UQ) :6§u(l,t)+U(1) =0, 71
ICs:  u(x,0)+U(x) =(x), 0:u(x,0) =y(x).
Thus, if U(x) is the solution of the problem,

I,LUHN _ UII + ,)/ — 0,

72
uo=u1)=U"0=0"1)=0, (72)
then u(x, f) must satisfy

pdtu—o0u+o0%u=0,
BCs: u(0,1)=0%u(0,0)=0, u(l,£) =0>u(l,t)=0, (73)
ICs: u(x,0)=¢(x)-U(x), O0:u(x,0)=1y(x).

Now, in order to solve Eq. (72), we introduce a variable ¢(x) := U”(x), the homogeneous equa-
tion can be written as

ué" —=&=0. (74)
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And if we assume the solution in the form é(x) = e** we can obtain

(kz—llu)ekXZO@ k=+y/1/p=Ex) = creVYH* 4 cpe VI,

(75)
From (75), we can write the nonhomogeneous solution as
U"(x) = cieVYH 4+ cre” Tpx ¥ (76)
I
And by integrating this expression twice, we obtain
U(x):cl,ueV”“x+czue_ 1/“x+21xz+c\o,x+c4 (77)
7
and from the boundary conditions in Eq. (72), we get the coefficients as
el VE
=~ 1/Y s - Yl/ . __l’ C4=7. (78)
pe! Ve +1) pe'VE+1) 24
From these coefficients, Eq. becomes
1 1-2
Ux) = —Ysech(—)cosh( x) +l(x2—x+2u). (79)
2VH 2R 2p

Now we assume that the solution of Eq. is in the form u(x, 1) = X(x)T(t), hence we can
write

uX"'T-X"T+XT=0
XH/I 1 X/l 1 T
N 1_

———+=-==0
X uX uT (80)
1 T 1 X// XI///
S>——=——- =k.
uT pX X
If we first assume the spatial component be in the form X (x) = e"*, we get
— 4.2
O R Y [V @)
H 2p
This leads to the following possibilities for k:
1
@3 k 2
4
1
: k=—,
@ v (82)
1 1 1
@: —>k>0, @: —>k=0, @: —>0>k.
4/*" 4[12 2
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The only interval for k that leads to non-trivial solution is @ :  k <0 and choosing k :=

—(nm)* - (mt)z/u leads to the solution
X, (x) = A, sin(nmx). (83)
If we also define
Wy = nn\/m, (84)
we obtain the temporal component of the solution as
T,(t) = Aysin(wy,t) + B, cos(wy, t). (85)

If we substitute and into (70), we obtain the general form of the &' (1) solution as

vo(x, 1) =U(x)+ Z [A,sin(w,t) + B, cos(wy, )] sin(nmx). (86)

n=1

O (&) Equation

From the naive expansion, we obtain the & (¢) Eq. as:

O(e): aaiatv0+2 ,B(V0+Vlsin(wto))0x6tv0+\/BVlwcos(wto)axvo 87)

+udtvy —0%v, + 0% = 0.

Since, is odd and 2-periodic for our spatial domain, Eq. must also be expanded odd
and 2-periodic in space by multiplying even terms (i.e. 0,0;vy and 0 vg) by [28]

X 4sin((2j+ 1)mx 1, 0<x<l,
Hx) =) ( - )_ (88)
o @j+Dnm -1, -1<x<0.
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This gives us
pd vy —0%vy + 050 =

(e, 0]
—an* Z ntw, sin(nrx)[A, cos(w,t) + B, sin(w, )]
n=1

—4 ﬁVoZZ

n1]0

[sm((2] +1+nm)ax)+sin(2j+1-n)wx)]

x [A, cos(wy,t) + By sin(w, 1)]

2 /Yy -
n=1j=0
x {Aysin((wy, + Q) 1) +sin((w, — Q) 1)] + By[cos((w,, + Q) 1) —cos((w,, — Q) )]}

PRy Y

n=1j=0

2] [sm((Z] +1+nmax)+sin(2j+1-n)wx)] (89)

2] [sm 2j+1+nnx)+sin(2j+1-n)nx)]

X {An[sm((wn +)1)+ sm((a)n - Q)]+ Bylcos((wy, +Q)t) + cos((w, — Q) D]}

—/ BV1Qcos(Q21) Z

n sin((2j + D)7x)0,U.
Jj= 0

However, the expression obtained from the naive expansion leads to secular terms. Therefore,
a multiple time scales approach will be used to obtain an approximation of the solution which
is O (¢) accurate for t ~ 0(1), and £ — 0.

4.1 Method of Multiple Scales

In order to avoid the secular terms in v;, we introduce a two-time-scales perturbation methods.
Therefore, we introduce the variables

lp=t and t; =¢€t. (90)
As a consequence of these time variables, the first and second order time derivatives become

d diyd dn d d? ) 242
i Ea_tf FTE =04, +€0; and —; e 5 — 07, + 204,04, +£°07,. 91)

If we substitute Eq. into Eq. (87), we obtain the ©(1) and O (¢) equations as

o1): ,u64v0—62v0+6t0v0+7/ 0, (92)
O(e): aaxato vo+ 24/ B(Vo + V18in(Q1))0,04, vo + \/Blecos(Q 19)0 Vo (93)
+20,07, Vo + uosvy — 0501 + 6%0 v =0.
We know from Eq. that the Eq. has the solution in the form
Vo (X, to, t1) = U(x) + Y_ [An(t1) sin(wy o) + By (t1) cos(wp fo)] sin(nmux). (94)

n=1

24



By substituting Eq. into Eq. (93), the @ (¢) equation is obtained in the form
L, :,uaivl—aiv1+6%0v1 =f, (95)

with f representing the RHS terms occurring from (93). We assume that vy = .77 | ux (%, 1) Pr(x),
with ¢y (x) = sin(kmx) as obtained in Eq. (83). Thus, Eq. can be written as

Lvy =Y (purd” — urdy+ 07 urdr) = f- (96)
k=1

We multiply both sides of by the eigenfunction ¢ and integrate over the spatial domain,
such as fol (Lv))¢prdx = fol fdrdx, and that leads to:

2 2
Otouk+a)kuk

=—an* ko[ A cos(to) — By sin(wi tp)] — 2w [ Ay cos(wy to) — By sin(wy to) |

* 2k .
- T/ BV {(@+ 200 A sin((@n + Q) 10)+ By cos((@n + Qo)
- 97)

+(Q=2w,)[A,sin((@, — Q) o) + B, cos(w, — Q) to)]}

8 o0
- —4/BV1Qcos(Qtp) Z
T ‘

1 1
2711 f (0xU)sin((2j + 1)zx) sin(kmx)dx,
j=0<J] 0

where . := Y01 14n=k + X2j+1-n=k — 22j+1-n=—k fOT 1+ k is 0dd, and zero otherwise. For sim-

plicity, we define Cy. := Z‘]’.‘;O 2].1+1 fol U'(x)sin((2j + 1)mx) sin(knx)dx, where

1
f U'sin((2j + Drx)sin(knx)dx
0
(98)

U2 (2j+1-k)2(2j+1+k)2[1+Q2j+1-k)2um?][1+2j+1+k)2un?] ’ if kis even,

4 kp2n4(2j+1—k)2(2j+1+k)2—[1+(2j+1—k)2pn2][1+(2j+1+k)2;m2]
0, if k is odd.

It is observed that Ci is a constant and nonzero only for k is even. Exact calculation of the
coefficient Ck is not in the scope of this study, however, the convergence of Cj is proven in
Appendix[Al Hence Eq. can be written as

0%0 uk+w%€uk
=— an4k4wk[Ak cos(wy fp) — B sin(wy tp)] — Zwk[Ak cos(wty) — By sin(wy to)]
. 2kn .
-Y/w — | @+ 200 [Ausin(@n + ) 0) + By cos((@n + Q) o)) 99)
+(Q-2w,) Ay sin((wy, — Q) ty) + By cos((w, — Q) to)]}

8
— —/BV1QCkcos(Q1p).
/4
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4.2 Resonant Cases

In this section, we will determine and study the cases where different values of fluid pulsation
frequencies (Q2) lead to secular terms in the solution.

It can be observed that sin(wy fy) and cos(wy %) are in the kernel of 0%0 Ui + wi ur = 0, thus
the existence of these terms in the RHS of Eq. will lead to secular terms in the solution
uy. In order to avoid the secular terms, the coefficients Ay (#;) and By (#;) need to be chosen to
eliminate these terms.

From Eq. it can be seen that the excitation frequencies (2, that leads to resonance are
Wk, wg —wy and wg + wy. These frequencies are called primary resonance frequencies. Where
the natural frequencies are defined as in (84), given primary resonant frequencies may coincide
for critical parameter values p. These special resonant cases are presented in Table[1}

’ Q H [17)¢ ‘ Wg—WN | Wg+wWN
Wg Case-1 Case-2
Wg— W5 Case-3 Case-4
Wgtoy Case-5

Table 1: Special cases where different resonant frequencies coincide

By considering primary resonance frequencies and coincided resonance frequencies, the cases
studied in this section are presented in Figure

Non-Resonant&3]| Resonant

Primary Resonant Resonance Coincidence
Frequencies Q=wg-wN=wg

Q=wg+toy=wg

Q=wg-wN=wg—-Wgy
Q:wK—wN:wI?+wN
Q=wg+toy=wgtoy

QZ(UK
szK—wN
Q=wrg+owpy

Figure 5: Different resonant cases occuring due to excitation frequency Q
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4.3 The Case Q2 Being Non-Resonant

Before studying resonant frequencies (2, we will examine the scenario where Q does not lead to
resonances. When Q is not in an order € neighborhood of wg or wx + wn with K+ N is odd, Eq.
becomes

0?0 Uy + wi up = —an* ko [Ax cos(@i ty) — By sin(wi to)]

. . (100)
— 2wk | Ak cos(wi tp) — B sin(wgtp) | + n.r.t..

where "n.r.t." stands for non-resonant terms. In this case, the secular terms in u (¢, t;) can be
avoided if

. 4k4 . 4k4
Ap+ ar Ar=0 and By + ar By =0 (101)
holds. Thus Ax(#) and By (#;) must satisfy
_ _an4k4 n . _an4k4 n (102)
Ag(t) = Ar(0)e 2 and Bi(f1) = Bg(0)em 2 7.

Hence, it is observed that the solution, Eq. (94), converges to the steady state solution U(x) as
t — oo.

4.4 Primary Resonant Cases

For various values of Q, internal resonances can be observed in Eq. (99). This phenomenon
occurs when the frequency in the right-hand side of Eq. matches a natural frequency wg.
The frequencies at which fluid fluctuation Q can lead to internal resonances are order € neigh-
bourhood of wk or wkx + wn, where K and N are arbitrary integers satisfying the condition that
K + N is odd (due to the indexing of }_;). In this section, we will study these primary resonance
frequencies, without and with a small detuning e¢.

4.4.1 The Case Q = wg
The first primary resonant case arises when Q = wg. In this section, the fluid frequency Q = wg

and Q = wk + €@ will be studied.

4.4.1.1 The Pure Resonance Case ) = wg
One can easily see that 2 = wg causes resonance in the Eq. for the index value k = K with
K even (see Eq. (98)), and by separating the terms that give rise to secular terms in ug(ty, t;),
Eq. becomes
0%0 Ug + a)?(uK =— an4K4wK[AK cos(wg ty) — Bxsin(wg ty)]
— 2w | Ak cos(wi fo) — By sin(wk tp)] (103)

8
— —\/BV1wgCgcos(wg tp) + n.r.t. .
/4
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In this case, the secular terms can be prevented if
4K4

4 .
5 A+ — ﬁVch:(), and Bg+
T

Therefore, Ax(t;) and Bg(#1) must satisfy

Bk =0. (104)

antk? ank? t
1

Ak () = Ag(0)e 2 tl—% BViCx and Bg(f)) =Bg(0)e 2 (105)

As time approaches infinity, we note that Ax converges to —% \/B V1 Cx while By tends towards
zero. Consequently, instead of decaying to the steady solution U(x), Eq. (94)evolves towards a
solution that exhibits oscillations around U(x).

4.4.1.2 TheCase Q) =wk + €@

In practical applications, fluid velocity fluctuations often deviate from their natural frequency.
To account for this deviation, we will investigate the resonant scenario with a slight detuning
parameter €¢.

6%0 Ug + a)?(uK =— an4K4wK[AK cos(wg ty) — Brsin(wg ty)]
— 2w | Ak cos(wi fo) — By sin(wk tp)] (106)

8
- BV1QCk cos(wg fo + @ty ) + n.t.r.
From the relation cos(wk to + @) = cos(wk to) cos(@ 1) — sin(wx fo) sin(¢t; ), Eq. (TI06) becomes

0?0 Ug + wiuK =cos(wg tpy)

. 8
—arn*Ktox Ax — 20k Ax — — ﬁVlQCKcos((ptl)]
T

. 8
+sin(wg to) | an* K*wx B + 2wk Bk + —1/ BV1QCk sin(¢t;) ] (107)
/1
+n.t.r..
For the sake of simplicity, let us introduce the parameters:
414
an*K 4
a:.= 5 c:=—1/pV1Ck. (108)
/1

After employing this new notation and considering the orthogonality of sine and cosine func-
tions, the equations that Ax(#) and By (#;) must satisfy in order to avoid secular terms can be
derived as

Ag =—aAk — ccos(pty),

. 109
Bk =—aBg —csin(gpt). (0%
By using method of integrating factor, one can solve the Eq. (109) as
c ) ac _
Ag(ty) :—ﬁ(acos((ptl)+<psm(<pt1))+(AK(O)+ 5 2)e an
as+ a‘+¢@ (110)

c , c ) _
Bx(t) =— m(asm((pn) —pcos(pn)) + (BK(O) - a;’i (pz)e at
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For the detuned case, as time progress, the exponential terms dissipate, leaving both Ax and
By to exhibit oscillations in #;. This leads, Eq. to transition into a solution that oscillates
around steady hanging position U(x) with a slow phase shift.

4.4.2 TheCase Q=wgx—wp

As the second primary resonant case, in this section, we will study the fluid velocity fluctuation
frequency Q = wg —wy and Q = wg —wn + €.

4.4.2.1 The Pure Resonance Case () = wx —wy
In this case, where the fluid velocity fluctuation is equal to difference of two natural frequencies,
the terms that lead to secular terms in u(fy, t;) are

6%0 ug + w%uK =— aﬂ4K4wK[AK cos(wg ty) — Br sin(wg to)]

_ZwK[AKZCI?j\EwKtO) — By sin(wk o) (111a)
_ \/BVl m(wK +wn)[Ansin(wg fp) + By cos(wk )] + nur.t.,

6%0 Uy + w:fVuN =—an*N*wn[AN cos(wnty) — By sin(wyty)]

— 2w N[ AN cos(wnfy) — By sin(wy )] (111b)

2KN
— \/Evlm(an( +wn)[Ag sin(wy ty) + Bxcos(wpy fp)] + n.r.t..

The terms that lead to resonance can be rewritten as

2KN

6‘%0 Ug +w%(uK =cos(wkly) | —an* Kok Ax — 2wk Ag — \/Bvlm(wK +wN)BN]

: 2KN
+Sln(a)Kt0) an4K4wKBK+2wKBK— ﬁVIW(wK'i'wN)AN] (112&)
+n.r.t,
5 un + 0%tin = cos(@n o) | —art Nion An — 20w Ax — BV —2 N (e + on) B
wUN T ONUN =cos(wnl) [—an N oNAN —20NAN B e Wi +oN)Bx
: 2KN
+sin(wn o) | an? N*w By + 20 By — ,BVIW((UK‘HUN)AK] (112b)
+n.r.t.
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In order to avoid secular terms in v (g, t;) and uy (%o, t1), the coefficients Ax(#1), Bx(t1), An(f1)
and By (f;) must satisfy

4 14
. an*K KN wK+wN)
Ag =— A —fv By,
K 5 Ak—\/B I(NZ—KZ) or N
4 14
. an*K KN wg+w
BK:_ BK"'\/BVI( )( K N)AN,
2 N2—K2 wg (113)
d = om4N4A ,BV( KN )(a)K+wN)B
N = 5 N N2 k2 o K>
4 n74
. an N KN wgt+owN
By=- B +fv Ak.
N y Bvtyh 1(N2—K2)( oy ) K
We define the parameters:
am*K* am* N4
a:= , = )
2 2
. ﬁV( KN )(wK+wN —\/BV( KN )(LUK—}—Q)N) (114)
PV N — e\ "o ) 9TV N\ 0n
for simplicity, and rewrite Eq. (113)
Ag —a 0 0 -p\[Ax
B 0 - o ||B

AN 0 —-(q -b 0 An
By g 0 0 -b||\Bx

1 I 0 [

The systems in Eq. (116) have identical characteristic polynomials, and they are stable if

or equivalently,

Q

_ _ 4K4 N4
tr( a p):_(a+b):_u<0’
~b 2 117)
4_8 -4 nrd 2 A12 2
-a -p a*nm°K*N 5, KN (wg +wp)
det =ab+ =— + BV, > 0.
© (c/ —b) arrpd 1 PV K22 wron

It can be observed that for a > 0, or equivalently assuming that viscoelastic damping effects are
present in the system, stability of the given system is guaranteed. And the eigenvalues can be
written as

—_h2_
11'2:_a+bi\/(a b?j 4pq. (118)

2

Hence, for Q = wx — wy, the pipe system gradually approaches the equilibrium state over time.
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4.4.2.2 The Detuned Resonance Case Q= wx —wy + €@
Now we study the case where fluid excitation deviates from difference of two natural frequen-
cies by a detuning parameter €. If Q = wg —wn + €@, Eq. can be written as
0%0 ug + w% ug
=— an4K4wK[AK cos(wg ty) — Brsin(wg fp)]
— 2wk | Ak cos(wk to) — B sin(wk fp)]

2KN
— \/BVI m(w[( + wN){AN[sin(wKtO) COS((p tl) + cos(wg p) Sin((ptl)] (119a)

+ By [sin(wk to) cos(¢t1) + cos(wx to) sin((ptl)]}
+n.r.t.,
0%0 uy + w%VuN
=—an*N*wn[An cos(wpty) — By sin(wyto)]
—2wN|[Ancos(wnty) — By sin(@y )]

2KN
- \/EV1 m(wK + wN){AK[sin(tho) cos(pt) — cos(wnto) sin(gpt)] (119b)

+ Bi[cos(wn t) cos(g1) + sin(wy f) sin(gotl)]}

+n.r.t..

By rearranging the above equations (119), we obtain
2 2
0 1o UK + O3 UK

i . 2KN ,
=cos(wi ) —an*K a)KAK—Za)KAK—\/BVlw(wK+wN)[ANsm(<pt1)+BNcos((pt1)]

2KN

+ sin(wKto){aﬂ4K4wKBK+2wKBK - \/BVlsz(wK+wN) [Ancos(¢n) — Bysin(¢t )] }

NZ
+n.r.t.,

(120a)
0%0 uN+w§VuN

B i . 2KN _

=cos(wnt)—an N *oNyAN —20wNAN — ﬁVlm(a)K+wN)[—AKsm((ptl)+BKcos((pt1)]
, o . 2KN ,

+sin(wyty) an* N*wnBy +2wnBy — ﬂVlm(wK+wN)[AKcos(<ptl)+BKsm((pt1)]

+n.r.t..
(120b)

With the parameters defined for pure resonance case (114), we obtain the set of differential
equations that must be satisfied for ux(fo, t;) and un(t, t;) to avoid secular terms as

31



Ax =—aAx - psin(pt;) Ay — pcos(pt) By,
Bx =—aBk + pcos(pn)Ay — psin(pt;) By,
Ay =-bAn+qsin(pt)Ax — gcos(pt) Bk

By =—-DbBy+qcos(pt)Ax + gsin(gt) B.

(121)

We can observe that, contrary to Eq. (115), Eq. (121) is a coupled system that cannot be reduced
to two smaller systems. The intermediate steps are presented in the Appendix[B| We obtain from

the Eq. (121)

Ag+(a+b)Ag+ (ab+ pq) A + @(Bx + aByg) =0,

.. . . 122
BK+(a+b)BK+(ab+pq)BK—(p(AK+aAK):0, ( )

or

AQ +2(a+b) A+ (9 + (a+b)* +2(ab+ pg) Ax

. 123
+(2a¢p* +2(a+b)(ab+ pq)Ax + (p?a* + (ab+pq)*) Ax =0 (125

which have identical characteristic polynomials. And the corresponding characteristic equa-
tion is

A+ 2(a+b)AS + (9% + (a+ b)% + 2(ab + pq)) A?

(124)
+(2ag* +2(a+b)(ab+ p@)) A+ (p*a* + (ab+ pg)*) = 0.
From the quartic polynomial Eq. (124), the eigenvalues of Eq. can be obtained as
_ (a+b) ¢, 1 . 2 2
M=t +Ez—§\/2<p(a—b)l+(ﬂ—b) ~4pq - ¢,
b 1
/12:—(&; )+%i+5\/2<p(a—b)i+(a—b)2—4196/—§02,
(125)
b 1
/13:—%—%i—é\/—&p(a—b)l#(a—b)2—4pq—(p2,
_ (a+b) ¢. 1 . 2 2
M=———=7 +§\/—2<p(a—b)l+(a—b) —4pq-o-.

For known parameter values, one can determine the roots and the solutions of Eq. (122)
respectively. For known Ag and Bk, one can calculate the Ay and By as:

Ay =- %[sin((ptl)(AK+ aAx) - cos(pt) (Bx + aBx))],

; ‘ ' (126)
By =- 5 [cos(@n)(Ak + aAk) +sin(¢n)(Bk + aBk)].
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In order to define the stability of Eq. (I122) and consequently (121) for arbitrary parameter val-
ues, we study the real part of the eigenvalues obtained in (125). Where the square root of a
complex number is in the form:

VA2+ B2+ A B /VA2+B2-A

the eigenvalue with the greatest real component must satisfy the condition such that its real
part meets the following condition:

_(a+b) +1\l VI@=b2-g2—apq]’ +4p2a—b?+(@-b?-4pg—g? -0 (127)
2 2 2 '
This leads to the inequality
@*(a—Db)* < (¢* +4(ab+ pqg))(a+ b)>. (128)

Where a, b, pg > 0, it is clear that ¢?(a - b)* < ¢?(a+ b)* < (¢*+4(ab+ pq))(a + b)?, hence
the inequality is true for all parameter values. Therefore, we can conclude that the case
Q =wg—wy + € is stable for all detuning frequencies.

4.4.3 TheCase Q=wg+wy

As the third and final primary resonance frequency, we study the fluid pulsation frequency is
equal to sum of two natural frequencies.

4.4.3.1 The Pure Resonance Case Q = wg +wy
If the frequency of fluid velocity fluctuation is the sum of two natural frequencies, Eq. with
resonant forcing terms can be written as

4

0%0 Ug + a)%(uK =—an K4wK[AK cos(wg ty) — Bx sin(wg to)]

_sz[AKZCI?]S\ngtO) — Bx sin(wk o) | (129a)
_ \/BVI V12 (wg —wpn)[—Ansin(wkty) + By cos(wk tp)] + nur.t.,

6%0 Uy +w§VuN =— (x7I4N4wN[AN cos(wpn ty) — By sin(wpy fp)]

—2wN[ANcos(th0)—BNsin(a)Nto)] (129b)

2KN
— \/Bvlm(w[( —U)N)[—AKSin((x)Nto) + Brcos(wpyitp)] +nur.t..
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By collecting terms with sin(wg fp) and cos(wk ), we obtain

2 2 414 ; 2KN
0y uk + wxug =cos(wg ) |—an" K wKAK—ZwKAK_\/Bvlm(wK—wN)BN
: 2KN
+sin(@ito) | ar' Kok By + 20k B+ BYim7— @k ~ o) AN] (130a)
+n.r.t.,
2 2 4 nrd ; 2KN
Oy, un + wyun =cos(wnty) |[—an N wNAy — 20N AN — ﬁvlm(wK_wN)BK
2KN (130b)

+sin(wpy t)

(XT[4N4(1)NBN +2wNBN + \/Bvlm(w]( —CUN)AK]

+n.r.t..

In order to avoid secular terms in ug (fy, t1) and un(fy, t1), coefficients Ax (t1), Bx(t1), An(f71)
and By (t;) must satisfy

. amr*K* KN \(wx-oy
Ag=— AK_\/BVI(N )( )BN

2 2—K2 (1))¢
4 14
. an*K KN WK —WN
BK:_ BK_\/BVI( 2 2)( )AN
2 N--K wg (131)
A cm4N4A ,BV( KN )(wK—a)N)B
4 nrd
. an*N KN wK—wN)
By=- By — V; A
N 5 Bn—y\/B 1(N2—K2)( on K
Given the parameters:
an*K* am* N4
a:= > b:= 5
L ﬁV( KN )(wK—wN) L ﬁV( KN )(wK—wN) (132)
p= "N\ "o ) 97 "v2-r2)\ oy /)
Eq. (131I) can be expressed as:
Ak _(-a -p\[Ak AN\ _(-b -q\(An 133
By) \-q -bJ)\Bxn) \Bx) \-p -a/\Bx/ (133)
N q N K p a K

The systems in Eq. (I133) have identical characteristic polynomials. Their stability is determined
by the inequalities.

—a - *(K* + N*
a b 2 (134)
28 4 n7h 2 \T2 2
-a -p a“m°K*N , K°N (wg—wp)
=ab-pg=——— BV, )
det(—q —b) ab=pq 4 Vi (N2-K?? wgwy >0
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Thus, the stability of the coefficients Ax, Bx, Ay and By is determined by

a’mB K2 N? s BVE  (wx—wn)?
4 (NZ—KZ)Z WKWN ’

The eigenvalues of the system can be represented as:

a+b+ V(a-b)?+4pqg
+ 5 .

2

AMp=~—

4.4.3.2 TheCase Q=wg+wy+eQ

(135)

(136)

Now we will study the case where excitation deviates from sum of two frequencies by a detuning

parameter .

6%0 uK+w§<uK
= —an*K*wg[Ax cos(wi ty) — Bisin(wx t)]
— 2wk [ Ak cos(wk ty) — Bx sin(wk o) ]

2KN . .
_ \/BVIW(wK—a)N){—AN[sm(wKto) cos(pt1) + cos(wg fp) sin(¢pt ) ]

+ By [sin(wk to) cos(pt1) — cos(wx tp) sin(pn ) | }

+n.r.t.

0%0 uN+w§VuN

= —an*N*wy[Ancos(wnty) — By sin(wy t)]
— 2wy [ AN cos(wnty) — Bysin(wy )]

2KN . .
_ \/BVI e (g — a)N){—AK[sm(tho) cos(pt1) + cos(wnto) sin(pty)]

+ Bi[cos(wn ) cos(p ) —sin(wn tp) sin(¢t ) ] }

+n.r.t.
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By collecting terms with sin(wg fy) and cos(wk tp), we obtain
6%0 uK+w§<uK
404 . 2KN )
=cos(wi ) —an*K*wgAx —2wx Ak + \/Bvlm(wK—wN) [Ansin(gt) — By cos(pt)]

_ i . 2KN ,
+sin(wi ty){ an*K wKBK+2a)KBK+\/Bvlw(wK—wN)[ANcos((ptl)+BNsm(<pt1)]

+n.r.t.,
(138a)
OfOuN+a)§VuN
3 4d . \/* 2KN .
=cos(wnt)—an* N wnyAy — 20N AN + ﬁVlW(wK—wN)[AKsm((ptl)—BKcos((ptl)]
. 4rd . \/‘ 2KN .
+sin(wyit)san N wnyBy+2wnyBy + ﬁvlm(wK—wN)[AKcos((ptl)+BKsm((pt1)]

+n.r.t..
(138b)

With the parameters defined for the pure resonance case (132), we obtain the system of equa-
tions for coefficients Ag(t1), Bx(t1), An(f1) and By(f;) must satisfy in order to avoid secular
terms in ux (ty, t1) and uy (o, 1),

Ag =—aAg + psin(@t;) Ay — pcos(pt1) By,
Bx =—aBk— pcos(pn)Ay — psin(pt;) By,
Ay =-bAn+qsin(pt) Ax — gcos(pt) Bk

By =-bBy - qcos(pn)Ax — gsin(pn ) Bk.

(139)

After following similar steps as presented in the Appendix[B} the time independent systems for
Ak and Bg can be obtain from the Eq. (139) becomes

Ag+(a+b)Ag + (ab— pq) Ax + @(Bx + aByg) =0,

.. . . 140
Bg+(a+b)Bx+ (ab— pq)Bx —p(Ax + aAg) =0. (140)

The corresponding characteristic equation is
At +2(a+b)A + (9 + (a+ b)* +2(ab - pg)) A )

+(2a9® +2(a+b)(ab - p@) A+ (p*a® + (ab— pg)*) =0
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and we find the solution of Eq (141) to be

(a+b) ¢. 1 )
A =— 5 +Ez—5\/2<p(a—b)z+(a—b)2+4pq—(p2,
1
/12:—(a;_b)+%i+5\/2(p(a—b)i+(a—b)2+4pq—(p2,
(142)
_ (a+b) ¢. 1 )
/13——T—El—5\/—2(p(a—b)l+(a—b)2+4pq—(p2,
(a+b) ¢, 1 )
Ay =— > —§l+5\/—2(p(a—b)l+(a—b)2+4pq—(p2.

For known parameter values, one can determine the roots and the solutions of Eq. (122) respec-
tively. For known Ag and Bk, one can calculate the Ay and By as:

1 . .
Ay =— [sin((ptl](AK + aAK) — COS((pl’l)(BK + aBK)],
- . , (143)
By =— ; [cos(pt1)(Ak + aAx) +sin(pn)(Bx + aBk)].

In order to define the stability of Eq. (140), we study the real part of the eigenvalues (142) and
we obtain the condition for stability as

¢* > (a+b)2(Z—Z—1) (144)
or explicitly
) 4 42 BVi (wk - wn)? a’n®
- >(K"+N") ((KZNZ(NZ—KZ)ZwKwN) ~ 2 ) (145)

4.5 Resonance Coincidence Cases

In Sections and we investigated the occurrence of resonance associated with the fre-
quencies Q = wg, wg —wy and wg + wy, where w, = nr\/1+ n?7%y and p is the parameter
corresponding to bending stiffness.

However, for critical values of , two primary resonance frequencies may coincide (see Table
[1). We will investigate the given resonant frequency coincidence for the described cases in Table
Each case will be studied for both pure resonance and detuned resonance frequencies. Coin-
ciding resonance frequencies may also have a common frequency, e.g. Q =wx -0y = 0N - W5,
and these scenarios will be discussed further in detail. The resonance coincidence cases oc-
curring for Case-1 and Case-2, Q) = wg + wy = w, where all indices are different can be found
as

2

2
_ o 2 2 _ 2 2 2 a2 2
Q—wKin—wK:wK+wNiZwKwN—wI?:>(wK+a)N wf) =4y Wy- (146)
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Now by substituting w,, = nmw+/1 + n?n?u for each resonant frequency with corresponding index
values and divide the whole expression by *, we obtain the quadratic equation in y for arbitrary
values of K, N and K as:

7 (K* + K? - N%)(K?* - K* + N*)(K? + K* + N?)(K? - K* - N*)p/*
+27°(K® + Ko+ N® - K*K* - K'N* - K*K*' - K*N' - K'N* - K*N*)p (147)
+(K-K+N)(K+K+N)(K-K-N)(K+K-N)=o.

When the Case-1 occurs with a common frequency, i.e. Q = wg —wyn = wy, we obtain the

expression of y for arbitrary K and N as:
Q 2 42 —go e K (148)
= WK —WN=0WN > 0y — 40y = =
K—WN=0N K N H 72(K* — 4N%)

and there exists a positive real u value that leads to coincidence as long as 2N > K > v/2N holds
true.

The resonance coincidence cases occurring with 4 different natural frequencies are investi-
gated numerically, by searching the zero of

Case-3: Q=wx-wWN=Wg—Ojz=>WKk—ON—OWg+O[;=0, (149a)
Case-4: Q=wg-wN=wWg+wWz=>wWg-—ON—Wg—05=0, (149b)
Case-5: Q=wgxtwny=wgtwyz=>wgxton—wWg—wy=0 (149c¢)

or equivalently searching the zero’s of

Fi(u) =K\/1+ pK2m2? - N\/l + uN272 — 1’5\/1 +uK2m2 + N\/1+ uN2n2, (150a)
Fo(u) =K\/1 + uK2n2 - N\/l + uN2m2 — 1?\/1 +uK2m2 - N\/1+ uN2n2, (150b)
F3(u) =K\/1+ uK?n? + N\/l +uUN?7? - I?\/l +uK2m? — N\/1+ uN2n? (150c)

respectively. It is observed that, a common frequency can occur only for the Case-3 and Case-
4. It is clear that for Case-5, Q = wx + wy = wg + wy implies that wx = W, thus, K = K. The
resonance coincidence cases with a common frequency occurring for Case-3 and Case-4, Q =
wg —wN = Wi+ wy, can be found as

2
_ _ _ N 2 2 a2 2 2 2)\°_ 2 2
Q=wg wN—wNia)N:wK+a)Ni2wKwN—4wN3(4a)N Wy a)N) —4wKwN. (151)

By substituting w, = nw+/1+ n?n?yu with corresponding indices, we obtain the quadratic ex-
pression for u that satisfies the coincidence of Case-3 and Case-4 as

7t (K? - N* +2N?)(K?* + N* - 2N?)(K* - N* - 2N?)(K* + N* + 2N?)u?
+27°(K* + N* —2N?)(K* - 2K*N? - 2K*N* + N* - 2N*N* - 8N*)u (152)
+(K-=N-2N)(K-N+2N)(K+N-2N)(K+N+2N)=0.
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In this section, we will delve into the study of these special cases of primary resonance fre-
quency coincidences. A similar study can be found in [29,]30] where a number of these cases
were studied for definite modes for equations of conveyor belt problems, which are similar to
the equations that are being studied.

In Figure[6} the number of cases with respect to i values for different resonant cases are pre-
sented for K, N, K, N < 50. The vertical values of each horizontal interval indicate the number
of instances that primary resonance frequencies coincide for u being in this interval.

5000 - .

4000 |

3000 |- 2

# of u values
[\~
S
S
[e)
[
|

1000 |- 2

0 &

1076 107> 1074 1073 1072 1071
u

Figure 6: Number of u values within the horizontal interval WithEIfor WK —WN = Wg, Elfor
wg+oy=0g, [ Jforox-wy=0g-wg,[—]for vk - oy = wg + 0y and[—]for wx + oy =
Wgt w5

It can be concluded that the instances, where wgx — wy = wg + wg, occur more frequently
for almost all p intervals, which shows the abundance of occurrence of this special resonant
case. Additionally, it must be noted that the horizontal intervals illustrated by Figure [6| use a
logarithmic scale. This highlights that until a certain u value, the number of instances that
leads to resonance coincidences increases expeditiously as u decreases. However, for p smaller
or larger than certain thresholds, we do not observe any instances of resonance coincidences.

4.5.1 Case-1: Q=wg—wnN=w§g

We begin this section by exploring a resonant scenario in which a natural frequency coincides
with the difference between two other natural frequencies. Initially, the scenario where all in-
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dices are different will be studied. Table |2 displays some of the coincidence cases with the
respective p values.

Table 2: Instances of coinciding frequencies: wx —wy = w along with their respective u values

a [ w [ 0 T z
wWyg — W3 = W2 0.010935 We — W5 = W2 0.003376 wg — W5 = Wy 0.000718
W5 — W2 =Wy 0.005484 w7 — W2 = Weg 0.002310 wg — W5 = Weg 0.015623
w5 — w4 =w> | 0.005484 || w7 —wg=w> | 0.002310 || wg—w7;=w> | 0.001688
we—w3=wy | 0.001992 || wg—w3=wg | 0.000891 e e

Figure[7]illustrates the relation between the number of primary resonance coincidences and
decreasing p values. It can be observed that, as pu decreases, we observe an increasing density
of resonance frequencies concerning the higher order modes w,,.

107! g —— Wpy1 — Wy =W2 |
B —o— Wp4]l —Wp =W4 |
1072 ¢ —— Wpy1 — Wy =g |
g —— Wp+] —Wp =wWg ||
10—3 ; Wp+1 —Wp = W10 ;
i §
w10
107}
1076 | .
107}
E | Lo Lo | e

10! 10? 103

n

Figure 7: Values of u corresponding to the condition w,+; —w, = wy for varying indices n and k

In Figure|8) the first 100 interactions occurring between the lower order modes, their u val-
ues and the Q pulsation frequency where the interactions occur are presented. At the top, the
index values K, N and K are presented for each instances, i.e. values on horizontal axis. In the
second and third plots, the u and Q values are given, for their respective index values.
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Figure 8: Index values for the first 100 coincidence cases: ws— ws = wm and corresponding U
and[—~—]Q values respectively.

For the first 100 instances, the u values associated with the coincidences tend to decrease
slightly, with all being less than 0.1. However, for many instances, we do not observe significant
differences between their p values. Similarly, excitation frequencies Q2 remain relatively close.
This means that a selected fluid fluctuation frequency Q, for a given u value, can potentially fall
within the order € neighbourhood of other resonance frequencies and consequently can excite
respective other modes as well.

For the situation where all indices in Q = wx — wxn = wg are distinct, it’s observed that wg >
wy,wg and wy # wg. This translates to conditions on their indices, namely K > N, K with
N # K. Under these constraints, Eq. takes the form:
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0% uk + wiug = — an*K*wg[Ax cos(wk fo) — Bx sin(wg fo)]

—2wk[Ak cos(wk ty) — Bx sin(wg o) ] (153a)

2KN .
— \/Bvlm(an( +wpn)[Ansin(wgk ty) + By cos(wgk tp)] + n.r.t.,
6%0 Uy + w?VuN =—an*N*wn[An cos(wnty) — By sin(wy to)]
—2wpn[Ancos(wnto) — Bysin(wn )] (153b)

\/‘ 2KN .
-/ W(wK +wp)[Agsin(wy ty) + Bx cos(wp tp)] + n.r.t..
O ug +wiug =—an'K'og[Ag cos(wgto) - Bgsin(wg o))
—2wg[Agcos(wity) - Bgsin(wgo)] (153¢)
8
— —\/BViwgCicos(wgty) + n.rt..
/2
It can be seen that these equations are identical to the individual equations for Q = wg —

wy and Q = wg, in Section |4.4.2| and |4.4.1| respectively. In order to avoid the secular terms in
ur(ty, ), k=K, N, K, coefficients must satisfy

. an*K* KN
A== A=V

wWg+wN

2 2_K2

)BN,
Wik

474
} K KN +
BK:_OfTI,' BK"'\/BVI( )((UK wN)AN,
2 N2 -K?2 wg
4 nrd (154a)
Ay = an*N A ﬁV( KN )(wK+a)N)B
4 nrd
. an”N KN wWrgt+wN
By=-— B +\fv Ak.
N 5 Bnv+y/B 1(N2—K2)( on K
an*K* 4
R== 5 Ak BICE
e (154b)
an K
K=~ 2 K

Hence the solution of the equations will be identical to the individual systems (104) and
(I13). Similarly, the detuned case leads to systems (109) and (121) with corresponding index
values.

4.5.1.1 The Pure Resonance of Case-1 With a Common Frequency: Q = wg-wy =0y

A further special case occurs when the coinciding frequencies have a common natural fre-
quency. In our case, the only possibility is that N = K, thus Q = wg — wx = wy. Some of the
associated coinciding frequencies and the u values for the coincidence are presented in Table

Bl
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Table 3: Instances of coinciding frequencies: wx —wy = wy along with their respective y values

I Q | Q H
w3 — W2 = W2 0.041720 w13 —Wg = Wg 0.000724 w17 — W12 = W12 0.050397
W7 — W4 =Wy 0.001104 w15 —Wg = Wg 0.000092 w19 — W10 = W10 0.000044
W9 —Wg = Wg 0.004636 w15 — W10 = W10 0.001669 w19 — W12 = W12 0.000460
W11 —We = Wg 0.000246 w17 — W10 = W10 0.000258

With the Q considered, resonant terms in Eq. can be written as

6%0 Ug + w%uK =— cm4K4wK[AK cos(wg ty) — Brsin(wg tp)]
_ZwK[AchI(();ngto) — Bysin(wg ) | (155a)
_ \/BVlm(wK +wn)[ANsin(wk ty) + By cos(wk tp)] + nur.t.,
0%0 uy + w?VuN =— cm4N4wN[AN cos(wnty) — By sin(wpyfp)]
—2wpN[An cos(wn o) — Bysin(wn1p)]
2KN
BV (g + o) [Ax sin(@y fo) + Bx cos(@n 1o)] (155b)
N2 _K2

8
- —/pV1oNCy + 1.1t
V4

Rearranging (155) results in

2 2
OtOuK+wKuK

o . 2KN
—an K 'wxgAg —2wg A — ﬁVIW(wK'F(UN)BN

= cos(wgkty) (156a)

2KN

+sin(wg tp) aﬂ4K4wKBK+2wKBK—\/BVlw(wK+wN)AN +n.rt.,

2 2
OtouN+a)NuN

2KN

. 8
_ _ 4 n14 _ _ __
=cos(wnty) | —an* N oNyAN — 20N AN B N K2 (wk +wN)Bg - ﬁVlCUNCN] (156b)

2KN

+ sin(wpn tp) an4N4wNBN +2wNBN - ﬁVlW(wK +wy)Ag | +n.r.t.

In order to avoid secular terms in ug (fy, t1) and up(fy, t1), coefficients Ax (t1), Bx(t1), An(f1)
and By (f;) must satisfy
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. an*K* KN \(wg+owyn
Ag =— Ag — \% By,
K Ak yh I(NZ—KZ)( w ) N
414
. an K KN +
BK:_ il BK"'\/BVI( )((UK wN)AN,
2 N2 - K? Wi (157)
. an*N* KN \(wg+owyn 4
Any=-— AN — V Bx—— ViCn,
N > AN p 1(N2—K2)( e ) K ﬂ\/B 1Cn
4nr4
. an N KN Wg+owN
By =- B +fv Ax,
N > BN i I(NZ—KZ) on K
From the intermediate variables defined in (108) (with the index N) and (114), we rewrite Eq.
(157) as
AK _ —-a —p AK AN _ -b —q AN _ Cc (158)
BN a q -b BN ’ BK - p —a BK 0/
e . . _ _ _ _ pC o1
The equilibrium of the Eq. (158) is Ax = By =0, Ay = —#Cpq, Bk =~ 2pipg and the stability of

the system is identical to the system|116)} so is stable.

4.5.2 Case-2: Q=wg+twy=wg

Now, we study the case where the sum of two natural frequencies is equal to a natural frequency.
It is observed that Case-2 is only possible if K > K > N, by considering K > N to avoid repeating
the scenarios considered. Since all the indices are different, the solution of pure resonance and
detuned resonance are identical to systems Q = wg + wy and Q = wg and can be
solved respectively. Thus we will not further study this case.

Furthermore, occurrences of Case-2 with the corresponding u values are presented in the
Table[d]

Table 4: Instances of coinciding frequencies: wg +wy = w g along with their respective u values

e [ ow | 0 k| o !
w3+ w2 =wy | 0.010935 || ws+wy=wg | 0.000718 || wg+ws=wg | 0.001438
w4+ w3 =wg | 0.001992 || we+w3=w7 | 0.010140 || we+ w5 =wip | 0.000340
w5+ w2 =wg | 0.003376 || weg+ w3 =wg | 0.000891 w7+ w2 =wg | 0.001688
ws+wy =w7 | 0.004570 || wg+ w5 =wg | 0.015623

In order to provide a general view on the interacted modes, p values and Q frequencies are
presented in Figure [9|for the first 100 interactions in terms of index values.
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Figure 9: Index values for the first 100 coincidence cases: wg+ ws = ws and corresponding U
and[~—|Q values respectively.

It can be observed that, as interacted mode numbers increase, the corresponding u values
tend to decrease. On the other hand we do not observe drastic changes for excitation frequency
Q.

4.5.3 Case-3: Q~wgx-wny=wg—Wy

We will now examine the scenario where the difference of two natural frequencies coincides for
a specific parameter value u. There are two possibilities for this coincidence. First, all index val-
ues are distinct, i.e., Q = wg — Wy = Wi — . Alternatively, the subtractions involve a common
frequency. In this case, it takes the form Q = wg —wny = W — w, as the only possibility. These
two situations yield different physical outcomes, and we will explore these distinctions in the
subsequent sections. Table[5 provides some occurrences of Case-3 for different index values.
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0 b 0 b 0 H
wg — W5 = Weg — W7 0.005733 w10 — W7 =W — W1 0.001368 W11 —We = W9 — W2 0.002055
W9 —W4 = Wg — W7 0.010323 w19 — W9 = Wyg — W1 0.005471 w11 —Wg = We — W1 0.000939
W9 —Wg = W4 — W1 0.010323 w11 — W4 =wio—wy | 0.003627 w11 —wg=w7—w> | 0.001413
w190 — W5 = Wg — W1 0.001844 W11 —We =Wg — W1 0.000939

Table 5: Instances of coinciding frequencies: wx — oy = wg — w5 along with their respective p

values

In Figure |10} interactions for Case-3 with all possible index values for the first 100 coinci-

dences are presented.
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Figure 10: Index values for the first 100 coincidence cases: ws— ws = ws— wm and corresponding

p and[-—]Q values respectively.

For the scenario where all indices are distinct from each other, similarly we obtain two dis-
tinct 4 dimensional systems of (I13) with respective indices. As we learned in Section |4.4.2)

both systems are unconditionally stable.
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4.5.3.1 The Pure Resonance of Case-3 With a Common Frequency: Q = wx —wy = wg — wg

We now consider the case where both resonance frequencies have a common natural frequency.
It can be observed that, this is only possible if N = K, hence, Q = wx —wy = wg — wg. Table
[6] presents some instances where such coincidences occur for special u values. With defined

Table 6: Instances of coinciding frequencies: wx —wy = wg — wk along with their respective y

values
’ Q \ U Q 7} Q 7
W9 —We = Wg — W1 0.002303 W14 — W9 = W9 — W2 0.000404 Wig— W11 = W11 — W4 0.000382
W19 — W7 = W7 — W2 0.002729 W15 — W10 = W10 — W1 0.001122 w17 — W10 = W10 — W1 0.000160
w11 —Wg = Wg — W3 0.004826 W15 — W10 = W10 — W3 0.000389 W17 — W12 = W12 —W1 0.012271
w13 —Wg =Wg — W1 0.000431 Wi — W11 = W11 — W2 0.001287
excitation frequency Q = wx —wN = Wz — Wk, resonant terms in Eq. can be written as
6%0 Uug + wiuK =— an4K4wK[AK cos(wgty) — Brsin(wg fp)]
— 2wk | A cos(wk to) — B sin(wk fp)]
2KN
- \/BVI — 5 Wk +wN)[Ansin(wk th) + By cos(wk fp)] (159a)
N<-K
2KK ,
— \/Bvl e (wg +wg) [Algsm(a)Kto) + Blfgcos(a)Kto)] +n.r.t,
6%0 uy + w?VuN =— an4N4wN[ANcos(th0) — By sin(wy )]
—2wn[Ancos(wn o) — Bysin(wy )] (159b)
2KN .
— \/Evlm((m( +wpy)[Agsin(w ) + B cos(wy )] + n.r.t,,
6%0 Ug + w%uk =— an41?4wg[Agcos(wfto) - Bksin(wgto)]
—Zwig[A’kcos(wigto) —B;?sin[wjgto)] (159¢)

2KK .
+ \/Bvlm(an( +wg)|[Axsin(wgty) + Bk cos(wglp)] + nur.t..

The terms that leads to resonance can be rewritten as
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2 - K? WK 2_K? wg
44 e
an*K KN wK+wN) ( KK )(wK+wk)
Bg=- ‘B+J} A—¢17~ Az,
K 5 Bx+yh 1(N2 Kz)( o N—\/ BV =] | —— 7
414
. an*N KN Wg+owN
=— An—1\/BV; Bk,
’ 2 VY 1(N2_Kﬂ)( on ) (160)
B an4N4B +\/BV( KN )wK+wN)A
474 e
an*K KK WK +Wg
Ag=- AK+\/BV1(IA<—2_K2)( . )BK,
474 e
. an*K KK WK+ wg
b= b P i e
If we introduce the intermediate parameters:
antK* an*N* an*K*
a:= , b:= , C:i=
2 2 2
KN wWrg+wN ( KN )(wK+a)N)
= Vi , = V; ’
p=yh 1(N2—K2)( 0K =V e | T on (161)
KK \(wx+wg KK \(wx+wz
) o)
K?-K? Wi K?2-K? Wz
Eq. (160) becomes
A -a s -p\(Ax Bi —a -s p)\(Bx
Bg|=|-r -c¢ o |[Bg|. [Ag|=|r -c 0o [|Az] (162)
BN q 0 -b BN AN —-q 0 -b AN
The characteristic polynomial for both system in Eq. (162) are identical and that is
r3+(a+b+c)r2+(ab+ac+bc+pq+rs)r+(abc+cpq+brs):0. (163)

One can define the roots of the characteristic polynomial by usin the Cardano’s formula for
given parameter values. In order to obtain a manageable explicit expression for stability of sys-
tem (162), we apply the Routh-Hurwitz criterion to the characteristic polynomial (163). For a
general, cubic polynomial d373 + dyr? + dy 1! + dy = 0, Routh-Hurwitz stability criterion is satis-
fied if Ty, T1, T», T3 > 0 where

5 4 d d; 0
To=ds, T)=do, ngdet(z 3), Ty=|dy di do]. (164)
dy dy
0 0 do
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If we substitute the characteristic polynomial obtained in Eq. (163), we obtain

To=1=, Th=a+b+c, Tr=(a+b)(b+c)a+c)+(a+b)pg+(a+c)rs

1
T3 = (abc+ars+cpq)[(a+b)(b+c)(a+c)+(a+b)pq+(b+o)rs]. (165)

Parameters a, b, and c correspond to structural damping terms and are positive. Similarly, pg
and rs are positive as well. Therefore, it is evident that Ty, T;, T> and T3 are all greater than zero
for all parameter values and vibration modes. As a result, we can conclude that the coefficients
are stable for Case-1.

4.5.3.2 Detuned Case-3: Q=wx - wnN+EP=wg— Wk +EQP
Now we study the case with a detuning. If we substitute Q = wx —wy + €@ = Wi — Wk + £ into
the Eq. (99), we obtain

. an*K* KN \(wx+w .
Ag = - AK—\/Bvl(Nz_ )( Kw N)[sm((ptl)AN+cos((pt1)BN],

2 K? K
KI? Wk twg
_\/Bvl(jgz_Kz)( o )[s1n((pt1)A~—cos((pt1) 2l
. an*K* KN \(wgx+wyn .
Bx = — > BK+\/BV1(N2_K2)( o )[cos((ptl)AN—sm((ptl)BN],
KK Wg+owz
—\/BVl = Kw K1[cos(pt1)Ag +sin(pt)Bz],
an*N* KN a)K+KwN (166)
Ay =-— > AN+\/BV1 e o [sin(¢t) Ak — cos(¢n)Bk],

NZ—KZ wN
KK \(wk+wg
K2 -K? wg

) am® N* KN Wk +©
By =-— BN+\/BV1( kTN [cos(pt1) Ak +sin(@t1) Bk,
( [sin(@;) Ak + cos(@t1) Bk,

A ar*K* KK \(wk+wg .
BE:— Bk—\/Bvl(I?z_Kz wg K [COS((ptl)AK—Sln((ptl)BK].

From the intermediate parameters defined fore the pure resonant case in (161), the linear sys-
tem can be obtained as

Ax =—aAx - p[sin(¢t)) Ay + cos(pn)By| — s[sin(p 1) Ag — cos(p 1) Bg ],
Bx =—aBy + p[cos(pn) An —sin(@ 1) By ] — s[cos(p 1) Ag +sin(¢t1) By ],
(on) (on)
) )

Ay =—DbAy + q[sin(pn) Ag — cos(@n)Bg], (167)

By =-bBy + q[cos(pt) Ak +sin(pt) Bk],

Ag=—cAg+r[sin(pn)Ak +cos(pt)Bk],
Bg =—-cBg—r[cos(pn)Ak —sin(pt) Bx].
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It can be observed that the detuned case leads to a time dependent linear dynamical system.
Where the intermediate calculations are presented in the Appendix[B.2} we obtain the time in-
dependent system for Ax and Bg as below:

AK:—(a+b+c)AK—(ab+ac+bc+pq+rs)AK—(abc+brS+cpq)AK

—@[-(b-c)Bx—(ab—ac+pq—rs)Bg| - 0> (Ag + aAx), 168)
Bx=—-(a+b+c)Bx—(ab+ac+bc+ pq+rs)Bg—(abc+ brs+cpq)Bx,

—@[(b-c)Ax + (ab— ac+ pq —rs) Ax] — ¢*(Bx + aBx).

The above equation leads to a sextic characteristic polynomial for its eigenvalues. Therefore we
can neither analytically solve it nor obtain a manageable Routh-Hurwitz stability criterion for
arbitrary parameter values or frequency numbers. Hence, a case with definite index values of
natural frequencies will be studied as an example.

4.5.3.3 Case-3 Example: Q = wg— w1 + €@ = w9 — wg +€P
As an example, we study the case where K = 6, N = 1 and K = 9, which is the case that satisfies
wg —wN = wg—oy with smallest indices (K + N + K is the smallest). With this choice of indices
and from (84), we obtain that i = ; 417[2 ~0.0023028.

If we substitute p = ﬁ, K=6, N=1and K =9, and by introducing variables a := ant/2

and B:= \/BV; we obtain

1 = n?)\/g o = 7I24\/§ e = JT45\/5
1— y 6 — ] 9 — y
Va4 Va4 Va4
a=1296a, b=a, c=6561aq, (169)
27 54B 69 46
TTra0 1773 T 0 T s

If we substitute these into Eq. (I68), we obtain the characteristic equation in the form
AeA +dsA® + -+ diA +dy =0 (170)

where the coefficients of d;,i = 1,...,6 with respect to &, E and ¢ are obtained to be:
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81408
ds=1, ds=15716& dy4=78769990F + o

_ 3 663696672 _~, S
ds =133774514820a° + Wdﬂ +18308a ¢,

1656815616 ~,

EZ +2(P2;

881390319168 _, ~
d, =72569274121665a* + ———————— a@° % + B
6125 37515625
81408 .
+(80423362a° + 2) 244,
( 6125 P O T
. 204891216113952 -, 976595116032 _—, (171)
d, =144737539700256a° + a - &
6125 37515625
5 615711456 _~,\ , 4
+(133620383808° + — ———ap’ |¢p* +2592a¢",
¢ 204010489410048 _, ~, 143911309660416 _, ~,
dy =72301961339136a° + alp?+ a
6125 37515625
661227867648 _,~, 1373369481 -
+(72301963018752az4 @B+ ————— B |p? + 16796160 .
6125 37515625

The Routh-Hurwitz stability criterion is satisfied for a sixth order system by 7; >0, i =0,1,...,6
where T; are defined as

To:=ds, T::=ds,

ds d ds ds 0 35 ZG c(i) c(l)
T :=det > 76 , Tz:=det|ds dy ds|, T4:=det 5 T4 U5 06 ,
dg d4 d d> d dl dZ dS d4
L 0 dy di d
ds ds 0 0 0 0 (172)

ds dg 0 0 O
ds dy ds dg O
Ts:=det|dy do ds3 dy ds|, Tg:=det
0 dy di d» ds
0 0 0 dy d;

ds dy ds dg 0 0
dy dy d3 dy ds dg
0 doy di do ds dsf
0 0 0 dy di d
0

By substituting the coefficients obtained in into (I72), we obtain T; >0 fori =0,1,...,6.
Consequently, we can conclude that Ag(f;) and Bg(t;) are stable for all @, 8, V; parameters and
all small frequency deviations e¢ from Q = wg — w1 = wg — we. This will lead from Appendix|[C.1]
and|C.2]that the other coefficients are also stable. The same procedure can be followed for other
coincidence cases, such as in table[6]

454 Case-4:Q=wg—-wNy=0Wg+tWy

Now we study the case where a difference of natural frequencies is equal to a sum of natural
frequencies for a critical u value. One possibility for this case is that all indices are distinct,
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which is equivalent the systems Q = wg — Wy and Q = wg + 0y individually and
will not be discussed further. A number of instances where Case-4 occurs for different modes
are presented in Table|7|and in Figure |11} first 100 instances for all possible index values, their
respective p and Q values are illustrated.

Table 7: Instances of coinciding frequencies: wx —wy = wg + w5 along with their respective p
values

0 b Q b Q H
w4— w1 =w3+w2 | 0.039017 || wg—w; =w4+ws3 | 0.004940 || w7 —wr = w4+ w3 | 0.002136
wy4—w3=wy+wy | 0.039017 || wg—w; =ws5+wy | 0.009380 || w7 —wr =ws5+wy | 0.021868
W5 —wr =wg+wy | 0.016282 || wg— w3 =wyg+w; | 0.004940 || w7 — w2 =wg+w;p | 0.006211
W5 —wg=wy+wy | 0.016282 || wg—ws5=w2+w; | 0.009380
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Figure 11: Index values for the first 100 coincidence cases: wm— ws = wa+ wyand corresponding

p and [~ Q values respectively.
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4.5.4.1 The Pure Resonance of Case-4 With a Common Frequency: QQ = wx —wny = wg + 0n

A more special case occurs when the difference and sum of natural frequencies coincide with a
common natural frequency. Some instances leading to this coincidence case are shown in table
If we substitute Q = wx —wy = wg + wy into the Eq. we get

Table 8: Instances of coinciding frequencies: wx —wy = wg + wy along with their respective u

values
Q u Q u Q U
w5 — w2 =w3+ w2 | 0.007420 || w7 — w4 =w4+w; | 0.002595 || wg— w5 =ws5+w> | 0.007494
We— w3 =w3+wy | 0.003537 || w7 —wyg=w4+ws3 | 0.010286 || wg —wr =w7+wy | 0.001467
we— w3 =wy4+ws3 | 0.047544 || wg—w3=w4+w3 | 0.001250 || wg — w4 = w4 +w3 | 0.000834
w7 — w2 =ws+wy | 0.002758 || wg— w3 =we+ w3 | 0.007738
07 ug + wiug = —an' K ox[Ag cos(wk o) — Br sin(wk fo)]
— 2wk [Ag cos(wk ty) — Br sin(wg 1) | (173a)
2KN .
- \/BVIW(‘”K +wnN)[Ansin(wk ty) + By cos(wk ty)] + n.r.t.,
6%0 Uy + w?VuN =—an* N*wn[Aycos(wpty) — By sin(wy )]
— 2wy [ AN cos(wnty) — Bysin(wy )]
2KN : (173b)
- \/BVIW(‘“K + wpn)[Ag sin(w n ty) + B cos(wn to)]
2KN .
_ \/Bvlm(wk—wm [-Agsin(wn o) + Bgcos(wnitp)] +n.r.t,
0%0 ug+ w%uf =—an’K'wg[Agcos(wgty) — Bgsin(wgt)]
—ZwE[A’Izcos(wfto) —B%sin(wfto)] (1730)

2KN
P Ph——

= (wg—wN)|[Ansin(wgf) + By cos(wg )] +nrt..
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The terms that leads to resonance can be rewritten as

9 9 4.4 . 2KN
OtOuK+wKuK:cos(wKt0) —an K wKAK—ZwKAK—\/BVlm(wK+a)N)BN
. 2KN
+sin(x to) | an! Ko x By + 2wk By - \/BVIW(wK+wI?)AN] (1743)
+n.r.t.,
2 9 4nd . 2KN
atOuN+wNuN:cos(th0) —an*"N*"wNAN —20NAN — ﬁvlm(wK+wN)BK
2NK
VBV @k - omB
. 2KN
+sin(y o) | @' N'onBy + 20 By = BV~ (@i + o) Ax (174b)
2NK
e DO
+n.r.t.,
N . 2KN
afouﬁ+w%u1?:cos(wkto) —an'K'wgAg —2wgAg + \/BVlm(wg—wN)BK
_ 4o : 2KN (174¢)
+sin(wgly) |an*K wI?BE+2wk'BIf5+\/EV1—~(wI?—wN)AK
N2_K2
+n.r.t..
This leads to the system:
44
. an*K KN wK+wN)
Ag=- A —\[V Bn,
K y AkmyP 1(N2—K2)( wg )N
44
. an”K KN wK+wN)
Bx =- B +\[V An,
T [ (e,
4 n74 >
. an*N KN Wrg+ 0N ( KK )(wig—a)K)
Ay=-— An—1/BVi B —\fv _ Bz,
N 2 AVE 1(N2—1<2) on )V R )T e )R 175
B om4N4B +\ﬁv KN WK+ON) , \ﬁv( KK )(w,?_w )A (175)
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For simplicity, we introduce the parameters

an*K? ar*N* an*K*
a:= , = , C:=
2 2 2
KN wWg+wN ( KN )(a)K+wN)
= V; ) = % )
p p I(NZ—KZ) or q Vi N2 on (176)
KN \(wg-onN KN wlg—wN)
= l= ) = = ,
eV el Vil
which leads to the linear systems
AK —a 0 12 A[( BK —a 0 -p BK
Bgl=|l0 -c —-r||Bg| |4g|=|0 -c -r||Az] (177)
BN -q —=S -b By AN q -S -b An

The characteristic polynomial for both system in Eq. are identical and that is
B +a+b+0)A*+(ab+ac+bc+pqg—-rs)A+(abc—ars+cpq) =0. (178)

In order to obtain an explicit expression for stability of system (177), we apply the Routh-Hurwitz
criterion to the characteristic polynomial (178). For a general, cubic polynomila ds A3 + doA? +
d A + dy = 0, Routh-Hurwitz stability criterion is satisfied if Ty, T, T2, T3 > 0 where

5 d d» ds 0
To=ds, Ti=d», To=det| 2 2| T3=|dy di d]. (179)
dy d
0 0 dy

If we substitute the characteristic polynomial obtained in Eq. (178), we get

To=1, Ty1=a+b+c, To=(a+b)(b+c)a+c)+(a+b)pg—(b+c)rs

180
T3 = (abc—ars+cpq)[(a+b)(b+c)(a+c)+(a+b)pg—(b+)rs]. (180)
where a, b, ¢ > 0, we obtain the stability conditions as:
b
rs<(a+b)(a+c)+i1a9:c))pq, rs<bc+§pq. (181)

4.5.4.2 Detuned Case-4: Q=wg—0WN+EQP=Wg+W5+EQP
Now we study the Case-4 with a small detuning. By substituting Q = wx—wn+e@ = wg+wy+EeQ
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into Eq. (99), we obtain the system of equations:

. an*K? KN \(wx+on); .
Ag=-— 5 AK—\/Bvl(Nz_Kz)( WK )[Sm((Ptl)AN+COS((pt1)BN]’

: ar*K* KN \(wx+w .
B =-— 5 BK+\/BV1(N2_K2)( KwK N)[cos((ptl)AN—Sln((ptl)BN],

; anN* KN \fox+oy). .
An=-— AN+\/BV1 N2 on [sin(@#;) Ak — cos(¢t1)Bk],

KN W —WN
+\/BV1 N KwN [sin(¢t) Az —cos(pn)Bg],

182)
: an*N* KN \(wk+oy . (
By=-— 5 By + \/EVI e o [cos(gt1) Ak +sin(@ ) Bk],
KN \(wg-on .
_\/BVI R o [cos(pt) Ag +sin(@n)Bg],
. an*K* KN \(wg-on
Ag=- 5 AE+\/BV1(N2—I?2)( o )[31n((pt1)AN+cos((pt1)BN]
: ar*K* KN \(wg-oN .
By=- 5 BE—\/Bvl(NZ_EZ)( or )[cos((ptl)AN—sm((ptl)BN].
with the parameters defined in (176), we obtain the time dependent linear system as
Ag =-aAx - p[sin(pt)) Ay + cos(pt1) By,
By =—aBx + p[cos(¢t1) Ay —sin(¢pt;) By],
AN =-DbAn+q[sin(@n) Ak — cos(pt1)Bk| + s[sin(pn ) Ag — cos(¢t1) Bg], 183)
By =-bBy+ q[cos(pt) Ak +sin(pt1) Bk] — s[cos(¢t1) Az + sin(¢t1) Bz ],

1
Ag =—cAg+r[sin(epn)Ax —cos(pt1) Bk,
Bg =—cBg —r|[cos(¢n) Ak +sin(¢1) Bx].

After some manipulations similar as Appendix[B.2} we obtain the time independent equations
below.

Ax=—(a+b+c)Ax—(ab+ac+bc+pqg+r1s)Ax— (abc+brs+cpq)Ax
—@|-(b-)Bx - (ab—ac+ pq—rs)Bx| — ¢*(Ax + aAx),

.. . 184
Bx=—-(a+b+c)Bx—(ab+ac+bc+ pqg+rs)Bx—(abc+brs+cpq)Bg, (184)

—[(b- ) Ak + (ab— ac+ pq —rs) Ax| — *(Bx + aBy).

Due to the complications of solving this system, we do not further study the given case for
arbitrary resonant modes.

4.5.4.3 Case-4: Q=ws5—wr =w3+w>
Due to studying Case-4 with arbitrary modes is not feasible, we study the case occurring with
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index values K =5, N = 2 and K = 3. With this choice of indices and from (84), we obtain that
U= 137;3‘/2_ ~0.0074197. Substituting these into (I76) and by introducing variables @ := ax*/2

and ﬁ : \/_ BV1 we obtain the corresponding natural frequencies and parameter values as

/ 195+5 /845+45 \/1053 +125v/65
W = 27 w3 = 3n w5 = 5w

a=625a, =16a, c=81a, (185)
_ (V65-258 5(\/§+17)ﬁ _(V65-13)f  3(3V65+19)p
B 28 T 56 e 10 o 40 :

With the parameters determined, we obtain the characteristic polynomial
deA® + dsA’ + -+ diA+dg =0 (186)

where

1857 —305v/65 .
1225

ds=1, ds=1444a, ds=645126G°+

971379 — 444835+/65 _ .
d3 = 91033924a° + oo ap’ +1476d@¢?,
151701453 + 181065155165 PP+ 4747537 — 5663851/65 ~,
1225 3001250

1857 —305v/65 ~
\/_ﬁz)wz +¢°,

d» =5003850241a* —

1225

854715975 + 566242185/65 15069045 — 1217877/65 _ ~
d; =100312020000&° — m > & B+ 5005 ap!

1710129 + 4415/65
ap )(p2 +32a¢%,

+ (442882622 +

1225

11967750000 — 7277850000v 65 &452 N
49

( 4 6359400+ 842510v65 72 6554081 +810120v65

+(—40598528623

2732882625+ 132753375v65 _,

dy =656100000000G° + @ p’
4802

+|1676310625a* — B+ B* |p? + 2562 ¢*.

49 1500625

(187)

From the coefficients of the characteristic polynomial, we can compute the Routh-Hurwitz de-
terminants in order to determine the stability of A, and B,. The stability of A, and B, leads
to the stability of the whole system from Appendix|C.1]and[C.2] These determinants defined in
and one can observe that Ty, T1 and T3 are positive for a, b, c > 0 and for all other parameter
values. The remaining T3, Ty, T5 and Tg correspond to algebraic plane curves in @ and E and
¢ is the constant parameter. In Figure[12} the plane algebraic curves T; =0, i = 3,...,6 and the
intersection region where T; (&, B) > 0 are presented. Note that the analytical expressions could
not be given due to the fact that, them being too lengthy to be presented in the format of thesis.

57



200 T \
180 - a
160 - a
140 |- y
120 |- y
100 |- a

A%

E:

” il

20 02 04 06 08 1 12 14 16 18 2

0 1 1 1 | L I L I I L I L L L L I
0 02 04 06 08 1 12 14 16 1.8

4 4
~ _ QA ~ _ an
a== a==

Figure 12: EI T3 =0, EI T, =0 andEI T5 = Tg = 0 curves in (@, B) pane. The domain where
T3, Ty, Ts, Tg > 0 is shown with green region.

Figure [12| shows that the intersection of regions T; > 0, i = 0,1,...,6 are equivalent to the
region defined by 75 > 0 or Tg > 0. It is also observed that for ¢ = 0 we have a single region
defining the stability of the equilibrium. The domain of stability evolves into two distinct re-
gions with nonzero detuning parameter f's. As ¢ increases the stable region surrounding the
origin expands and while the second region shifts in the positive @ direction.

4.5.5 Case-5:Q=wgt+twy=wgt+twy

Finally, we study the case where sum of two natural frequencies coincides with another sum
of two natural frequencies. It can be observed that this case is only possible if all the indices
K,N,K, N are different. As it is previously studied, this leads to two 4-dimensional decoupled
systems that can be solved by the system for corresponding modes. The instances where
Case-5 is emerged are presented in Table[9|and Figure[13]

58



Table 9: Instances of coinciding frequencies: wx + wy = wg + w5 along with their respective p

values
| S e 0 | Q H
wg+w) =weg+ws | 0.005733 || w11 +wr2=wg+w7; | 0.001413 || w12 +w; =wip+ws | 0.001001
w1 +w;=w7;+wg | 0.001368 || w1 + w2 =wg+wg | 0.002055 || w12 +w; =wi1 +wys | 0.002653
wip+w; =wg+ws | 0.001844 || w12+ w1 =wg+ w7 | 0.000603 Wi2+w3=wg+wg | 0.001618
wWip+w) =wg+wyg | 0.005471 || w12+ w1 = w9+ wg | 0.000696
20 [ ....-..."
8 EEEEER [ 1 1]] .-....-...:-....:=. .-....:....-....-...:= ..
E 15 [ .-.....=... .......: ..... - " : ... ... ... ... ... .. -.... ... ... .7
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q) " R EBR L N | | | | | | | | ] | ] | | | | | | | | | | | | | | | |
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Figure 13: Index values for the first 100 coincidence cases: ws+ ws = W+ wm and corresponding

p and[-+—]Q values respectively.
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5 Conclusion

In this study, we explore the dynamics of pipes transporting fluid with a pulsating flow. We de-
rive the initial-boundary value problem for the linear beam equations that govern the dynamics
of pipes conveying fluid with a pulsating axial velocity, using the principles of Lagrangian me-
chanics. These equations are then studied using the multiple time scale perturbation method.
Our research is aimed to provide a comprehensive insight into modelling problems of pipes
conveying fluid and to expand the knowledge in the current literature on stability and dynam-
ical behaviour of these systems under various flow pulsation frequencies, building upon and
refining previous works in the field.

In our investigation, we assume the fluid velocity inside the pipe to be represented by V (7) =
e(Vo + V1 sin(Q 1)), where Vp, V1, Q, and € are constants with |V;| < |Vy] and 0 < € < 1. Our anal-
ysis examines the system’s stability under various flow pulsation frequencies Q and arbitrary
parameter values. Specifically, we evaluate whether a given pulsation frequency is close to any
resonance frequencies, and how this influences the system’s stability.

When Q is not near any resonance frequencies, the pipe system remains stable. This implies
that, from an initial condition, the system reaches its steady state, resting under the influence
of gravity. However, when the excitation frequency Q aligns with a natural frequency, a differ-
ence of two natural frequencies, or a sum of two natural frequencies, the behaviour of the pipe
system becomes more complicated. These specific frequencies are termed primary resonance
frequencies. Moreover, the system exhibits even more complicated dynamical behaviours when
two primary resonance frequencies coincide.

When Q = wg for K is any natural number, the equilibrium of the coefficients Ax and Bx
is no longer at the origin. Where By goes to zero, Ax goes to a nonzero constant. This in-
dicates that the solution vy(x, t) approaches to an oscillatory state with constant amplitude
and frequency. In the detuned scenario where Q = wk + €@, as f; goes to infinity, Ax and By
retain only oscillatory terms, for the slow time variable #;.This suggests that the pipe system
undergoes oscillations with a constant amplitude and slow phase shift, due to terms such as
sin(wg t1) sin(wg tp), around its steady hanging position. For this resonance case, no interaction
among different vibration modes occurs.

For the scenario where Q = wg —wy with K > N and K + N being odd, the vibration modes
K and N interact. As a result, instead of a 2nd order system, we encounter a 4th order system,
which is unconditional stable with the presence of viscoelasticity of the pipe structure. This
ensures that the pipe transitions to a steady state as t approaches infinity. Furthermore, when
the excitation frequency deviates from the resonance frequency, given by Q = wx —wyn + €@, the
system’s stability remains unaffected, and it remains stable.

When Q = wg + oy, the modes K and N interact, resulting in a 4th order system. The sys-

), e s .. 4.8 V2 2 .
tern’s stability is met when the condition “J~ > + sz N AL “"j;:‘)’;\\]’ Y holds. Therefore, if the
viscoelasticity parameter « is not sufficiently large, the system becomes unstable. Additionally,
for the detuned situation, the pipe system is found to be stable if the following expression is
. 2 4 A2 ﬁVlz(wK—wN)z _ a27-[8 . . .
satisfied ¢~ > (K* + N*) (( NN onan 2~ |- Hence, when « is small, the excitation fre-

quency Q must deviate from the resonance frequency for the system to exhibit stable behaviour.
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If the detuning parameter ¢ is not large enough, the pipe system becomes unstable.

For particular values of y, a coincidence of primary resonance cases arises. If the coinciding
frequencies, such as Q = wx £+ wy = Wi £ wg, don't share any common frequencies, thus all
indices are distinct, we obtain two separate systems for each primary resonance case, exhibiting
no interaction. Consequently, both systems occur simultaneously, and the solutions or stability
conditions for each are assessed independently.

We also identified unique scenarios where coinciding primary resonance frequencies share
a common natural frequency,i.e. Q =wx-wny =0y, Q=0Wx-0ON =WN-WF, and Q = wx-wyN =
WNtOg.

For the case of QO = wx—w N = wy, the system evolves into a 4th order system where modes K
and N interact. The equilibrium shifts from the origin and is determined to be unconditionally
stable across all modes and parameter values.

In the scenario of Q ~ wg —wy = wg — wk, the system is characterized by an interaction
of modes K, N, and K, giving rise to a 6-dimensional system. The size of the system leads to
complications in determining stability conditions for arbitrary resonant modes. As a specific
example, we examine the case Q = wg — w1 + €9 = w9 — W + €@ and find the system to be stable
across all parameter values of a, 8, and V;. Additionally, changes in the detuning parameter ¢
do not alter the system’s stability.

In the case of Q = wg —wy = wg + Wy, we observe a system where modes K, N, and K
interact, forming a 6-dimensional system. Given the challenges of defining stability conditions
for such systems with arbitrary resonance modes, we examined the specific case of Q = w5 —
w2 +Ee@ = w3+wy+e@. The stability of this system is determined within specific regions of @ and
v/BVi. When the viscoelasticity parameter « is relatively much smaller than /1, the system
becomes unstable. Additionally, we discuss how the stability criterion changes with variations
in the detuning parameter associated with the fluid pulsation frequency.

In examining cases such as Q = ws — w2 = w3 + w», it becomes evident that truncating the
eigenvalue expansion after the 4th mode results in the negligence of interactions associated
with the 5th mode. Similarly, for scenarios like Q = w9 — wg = wg — w1, restricting the analysis to
only the first six modes erroneously neglects contributions from the 9th mode. Consequently,
the solutions derived for these specific conditions fail to be & (¢) accurate for the time scale
t ~0(1). Itis expected that the special resonance cases Q = wx —wy = wy - wg and Q = wg -
wN = wN + wg can be solved for other resonance modes.

Moreover, our study has discovered numerous instances where multiple modes interact due
to overlapping primary resonance frequencies, particularly for relatively small bending stiffness
parameters u. For special resonant cases, a chosen fluid pulsation frequency Q with a given
u value may fall in the G(¢) neighbourhood of other coincidences of resonance frequencies.
Potentially, this can lead to the excitation of other resonant modes. Such interactions among
special resonant cases might be overlooked when using the truncation method for smaller u
parameters.
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6 Further Research

In this paper, we focused on the linear equations of motion for a simply supported pipe con-
veying pulsating fluid flow, taking into account various parameter values and Q pulsation fre-
quencies. From our findings, several potential paths for further exploration emerge:

Special Resonance Cases: It might be worthwhile to study conditions whether the excita-
tion frequency is equal to coincidence of three (or more) primary resonant case with common
frequencies, such as

Q=wr—-wN=0N—0Wpy=0p+Ww], (188a)
Q=wg-wnN=0wN+Wy=0py—0], (188b)
Q=wg—-WN=0N—0WMy =W} —W]. (188c)

This would mean the interaction of 5 modes instead of 3 and lead to even more complicated
dynamics. Another, and more likely case is when the excitation frequency is close to other res-
onance frequencies. In particular,

Q:wKin:nglin1+£91:---:wgmiwﬁm+86m. (189)

Such conditions could lead to more interactions within the system.

Different Boundary Conditions: Exploring other boundary conditions can be an area of
interest. For example, we can delve into cantilevered (see Eq. (62)) or mass-spring-dashpot
boundary conditions.

Incorporating Additional Physical Effects: This study centered on a horizontally placed
pipe. However, examining vertically oriented pipe systems may provide insights into simulating
real-world pipe structures used in applications (see Eq. (61)). Additionally, the current mathe-
matical model can be expanded by adding more physical parameters. One possibility is looking
into the external forces brought about by wake oscillations from cross-flow perpendicular to the
pipe. To capture the effects of vortex shedding, the simply periodic or van der Pol-type models
might be integrated.

Exploring Nonlinear Equations: A logical next step could involve studying nonlinear equa-
tions of motion. This would mean factoring in aspects like axial deflections and considering
higher-order terms when defining curvature.

Considering these topics for further study can help in deepening our understanding and
contribute to expanding the current research.
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Appendices

Appendix A

In this appendix, the convergence of

o7

271 f U'(x)sin((2j + )zx) sin(knwx)dx (190)

will be proved. Substituting Eq. into Eq. (I90) results in

f U'sin((2j + D7x)sin(kmx)dx

R +1-02QRj+1+ k% —(1+ 2 +1-k)?un®)(1+ @) + 1+ k)?un?)
20 Pt 2j+1-k)2Rj+1+k)%(1+ 2j+1-k)2un?)(1+ Q2j+1+k)2un?)  (191)

°z°: 4y kum? i 4dyk
(1+@2j+1-k)2un?)(1+@j+ 1+ k)2un?) joun2(2j+1—k)2(2j+1+k)2'

J

s8]
J;)Z]+
2

::Sl ::Sz

Let’s focus on S;. Where 2j + 1 corresponding to odd natural numbers, we first study the series
sum with the index set as all natural numbers with k being excluded. Thus, we define the series
sum as:

2
§1:(Z+ Y ) : dykun : : (192)

=0 it (L4 G = k)2un?)(1+ (G + k)?un?)

We consider the series element a; as:

o 4y kum? (193)
Y (14 G- k2um?) (1 + G+ k)2un?)’
Now, we split the series S; into two parts, for i < k and i > k:
_ k-1 00
S = Z a; + Z a;, (194)
i=0 i=k+1

where the series Zk_l a; is a finite sum and hence bounded.
Next, we study Whether if 322, 1 a; is bounded. To simplify the summation, we introduce
the variable n = i + k so that the series becomes:

e % dykum?
= 195
i:%lal n; (1+n?pn?)(1+ (n+2k)*un?) Ho
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and Eq. (195) can be bounded as

o o ©  4ykur? X 4yk Ayk & 1 4dyka' 2yka?
Y al< Y lal<)y —F <y Z4 22 =L T (196)
i=k+1 i=k+1 n=1(1+n?un?)” po1HATNT RS 5 Rt Um 90 45u

This concludes that S; is absolutely convergent. Since, the subseries of an absolutely conver-
gent series is also convergent, S; is also convergent.

Now, we focus on S,. Similarly, we define the infinite sum on the index set of natural num-
bers with i # k,

3 = kzl Py dyk (197)
Tl\e " e Jumt i 1- 2R+ 1+ k2
We consider the series element a; with i # k:
4vk
= . 198
Y oum2(i— k)2(i + k)2 (198)
Now, we split the series S; into two parts, for i < k and i > k:
Z bi+ 3. bi, (199)
i=k+1

the series Zf a; is a finite sum and hence bounded. For the part}.??, . | a;, in order to simplify
the summation, we introduce the variable n = i + k so that the series yields to

b; = . 200
D Y F ST, 290
and Eq. (200) can be bounded as
X X 4yk 4yk 14k nt 2Yk7t2
b,| < b . 201
i;ﬂ ! l%ll il < Z WT2”4 Z1 pn’nt Z um? 90 45 200

Thus, we have shown that S, is absolutely convergent, which implies that S, is also convergent.
Since both S; and S, are convergent, their difference Cy = S; — S> is also convergent. There-
fore, we can conclude that Cy. is a bounded constant.

Appendix B

B.1

In this appendix, the intermediate steps between of Eq. and will be provided. We
start from
Ag =—aAx - psin(pt) Ay
Bx =—aBg + pcos((ptl)AN psin(pt) By,
Ay =-bAn+qsin(pn)Ax — gcos(pt) Bk, (202)
) )

By =-bBy+ qcos(¢n) Ak + gsin(¢t;) Bk.
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where a, b, p and g are given by (114), by differentiating the first term of (202), we obtain

Ag =—aAx - psin(pt;) Ay — pcos(pt) By + ¢(pcos(pn ) Ay + psin(¢t;) By)
=—aAg— @Bk +aBx) + psin(pt)[-bAn + gsin(¢t) Ak — g cos(¢t1 ) B |
—pcos(pt)[-bAn + gsin(pn) Ax — g cos(¢ 1) Bk]
=—aAx —@(Bx +aBy) - bpsin(¢t))(pt) Ay + pgsin®(pt) Ax (203)
— pgsin(@t;)cos(@t;)Bx + bpcos(pt;)By + pgcos®(pt) Ak
+ pgsin(pn ) cos(pt ) Bk
=—(a+b)Ax— abAx + pqAx — ¢(Bx + aBk).

Similarly from the differentiation of the second term results in
By =—(a+b)Bx — abBg + pqBk + ¢(Ax + aAx). (204)

As it can be seen that, already two systems that are not time dependent are obtained after these
manipulations. However, if we want to elliminate the second variable Bk from this system, we
can continue this procedure and differentiating the Eq. (203), resulting in

Ag=—(a+b)Ag—(ab+ pq) Ax — @(Bx + aBx)

=—(a+b)Ax - (p*ab+ pq) Ax — ap® Ax + bB + plab+ pq) B. .
By substituting Eq. into and differentiating one final time leads to
A(4) —(a+b)Ax—(@*ab+ pq) Ax — ap® Ax + bBx + p(ab+ pq)Bk. (206)
Lastly, after substituting Eq. into Eq. (206), we obtain
A +2(a+b) Ax + (¢* + (a+b)* +2(ab+ pq)) Ax 207)

+(2ag® +2(a+b)(ab+ pq)) Ax + (p*a* + (ab+ pg)*) Ak = 0.

B.2

In this appendix, the intermediate steps between the system (167) and (168) are presented.
Where we have Eq. (167) given as

Ag =—aAx - p[sin(pn) Ay + cos(pt)By| — s[sin(¢t1) Az — cos(¢pn ) Bg],

) )
By =—aBx + p[cos(¢pt1) An —sin(pt1) Bn| — s[cos(pn) Ag +sin(¢n) Bz,
' (on) (ot1)

) )

AN =-bAN+q[sin(¢t1) Ak — cos(¢t)Bk], 208)
By =—bBn + q[cos(¢t) Ak + sin(¢pt;) Bk ],

Ag =—cAg+r[sin(pn)Ak +cos(pt)Bk],

Bg =—cBg—r[cos(pt) Ax —sin(pt;) Bk]-
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differentiating the first equation of (208) yields to

Ag =—aAx - p[sin(pt)) Ay + cos(pt) Bn] — s[sin(¢t1) Ag — cos(pn ) Bg]
—p{p|cos(pt1)An —sin(@n)Bn| + s[cos(¢t1) Ag +sin(pt1) Bg |}
=—aAx - pqAk + pb[sin(pn)Ax +cos(¢pn )By] + cs[sin(¢t) Az — cos(p ) Bg]
—rsAx —@{p[cos(pn)An —sin(¢t;)By| + s[cos(pt1) Az +sin(¢t1) Bz}

(209)

Similarly, Bx can be obtained as

By =-aBx— pqBk — pb[cos(pt) An —sin(@n ) By] + cs[cos(pn) Az + sin(¢pn ) Bg]

. . (210)
—rsAx —@{p[sin(¢t) Ay + cos(¢t1)By| — s[sin(pn) Ag — cos(¢t1) Bz}

Now differentiating Eq. (209) once again and using Eq. (210) results in

Ax=-alg-pqAx+pb[sin(pt;) Ay +cos(ph)By] + cs[sin(pt) Az — cos(pt;) Bg]
—rsAx —p*{p[sin(pt)) An + cos(pf1)By| + s[—sin(¢t;) Az + cos(¢t1) Bg |}
—@{p[cos(pt1)An —sin(pn)Bn] + s[cos(pn) Az +sin(pn ) Bg]
+pb|cos(pt1)An —sin(¢t)By| + cs[cos(pn) Ag +sin(¢n ) B}

=—alx—(pq+rs)Ax + (bpq + crs) Ax — b*p[sin(@t;) Ay + cos(¢t; ) By]
— c*s[sin(pf) Az — cos(pt)Bg] — ¢*(Bx + aBk) + ¢ {(pq — r5) B (212)
+2bp[cos(pn)An —sin(pt1)By] +2cs[cos(pt1) Az +sin(¢t1) Bz|} .

(211)

Since, the detuned case must overlap with the pure resonance case for ¢ = 0, from comparing
Eq. (212) with Eq. (163), itis observed that the missing terms are —(b+c) [AK +aAg+( pg+rs)A K] -
be(Ax + aAg). If we substitute Eq. (209) into the expression for missing terms, we obtain

—(b+0)[Ax + aAk + (pq +1s) Ak| — be(Ak + aAx)

=—(b+0){-(pg+rs)Ax + pb[sin(pt1) Ax + cos(¢pt;) By|
+cs[sin(pt) Ag —cos(ot)Bg| + (pq +rs) Ax (213)
—@{p|cos(pt1)An —sin(¢t1)Bn]| + s[cos(pt1) Az +sin(¢pt1) Bg|}
—be{-p[sin(pn)An +cos(¢t1)By| — s[sin(pn) Ag — cos(pt1) Bg|}

= — b*p[sin(¢t;) An +cos(pt1) By| — ¢s[sin(¢t;) Az — cos(¢pt1) Br]

=—(b+0)|[Ax + aAx + (pg+rs)Ax] — be(Ag + aAg)
—@{bp[cos(pt;)An —sin(@n)By] + cp[cos(pt) An —sin(¢t ) By |
+bs[cos(pt))Ag +sin(pt1)Bg| + cs[cos(pn) Ag +sin(pf) B} .

(214)
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Substituting Eq. (214) into Eq. (212) leads to

Ax=—(a+b+c)Ax—(ab+ac+bc+pg+rs)Ax— (abc+cpqg + brs)Ax
+@{(pq—rs)Bx +2bp|cos(¢pn)An —sin(p 1) By]}
—be{-p[sin(pn)An +cos(¢t1)Bn| - s[sin(pn)Ag — cos(pt1)Bz|}
+2cs[cos(pt)) Ag +sin(pt1)Bg| — bp[sin(pt) Az — cos(¢t1) Bg]
—cs[cos(pn)Ag +sin(¢n)Bg] — cp|sin(pn)Ag — cos(pt1) B |
—bs|cos(pt1) Ag +sin(pt;)Bg|} - ¢*(Ax + aAx)

=—(a+b+c)Ax—(ab+ac+bc+pq+rs)Ag—(abc+cpq+brs)Ag

(215)

+@{(b—c)Bk + (ab—ac+pq—rs)Bg} - (pz(AK +aAg).
Similarly, B x can be obtained as

Bx=-(a+b+c)Bx—(ab+ac+bc+pq+rs)Bg—(abc+cpq+brs)Bg 016)
—@{(b—0)Ax +(ab—ac+pq—rs)Ax} - cpz(BK + aBk).

Appendix C

C.1

In this section, we study the boundedness of the solution of (167). We assume that Ax and Bg
are stable and remaining variables Ay, By, Ag and By satisfies

AN =—bAn+ q[sin((ptl)AK— COS((Ptl)BK])
By =—-DbBy + q|cos(pt1) Ax +sin(¢pt) Bk ],

‘ 217
AE:—CAI?+r[Sin((Ptl)AK+COS((Pt1)BK]’ e

B =—cBg—r[cos(pt) Ax —sin(pt1) Bk].

We initially consider the first equation in Eq. (217). Using method of integration factor, with the
integrator factor being e?, results in

5]
An(t) =An(0)e” P +e‘b“f ge’ (sin(ps) Ax(s) — cos(ps) Bk (s))ds
0

= |An(1)] <|An(0)|e7 P 4 700

151
f gebssin(¢s) Ag(s)ds
0

151
+e b f ge” cos(¢ps) B (s)ds
0

5]
f ge’ds
0
Miq|

=|An(0)]e” b0 + — (1 - e—bﬁ)

M
<|An(0)] +%

(218)
-bt -bt
<|An(0)|e +e "M
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for 1 = 0, with %4 = max{supse[oyt] (Ak($)),Supgcio 4 (BK(S))}. Hence, we can conclude that the
solution Ay (t;) is bounded.

One can easily observe that, the same steps can be applied to By, Az and By as well. Simi-
larly as for An(f1), By, Ag and Bg are bounded for all #; = 0.
C.2

From the fact that Ax and By are solutions of a linear system with eigenvalues A;, i =1,---,n
such that Re(1;) <0, we consider the equation

AN:—bAN+q[sin((ptl)AK—COS((ptl)BK] (219)

in the form Ay (t;) = —bAn (1) + C(f;) with |C(#;)| < ke™# with b, k, u being positive constants,
and u < |A;]. We can apply the method of integrating factor and obtain

51
An(fy) = An(0)e 00 + e—bflf e?SC(s)ds. (220)
0

If b # 1 we can bound the solution by

5]
A ()] <| An ()€ ™20 + &7 f P C(s)ds
0
n
<|An(0)|e”Ph 4 7! f kel=Hsds (221)
0
k
<|An(0)]e™? + —‘e‘”tl - e—bﬁ)
|b— ul
and as t; — oo, |[An(f1)| — 0. If b = u we can bound the solution by
n
|AN(17)] <|An(0)[e Pl + ¢7b0 f kds
0 (222)

<(lAn(0)] + kty)e™ P

similarly, as t; — oo, |[An(#1)| — 0. Thus, we can conclude that Ay(#) is stable. The stability of
other variables in Eq. (217) can be easily shown similarly.
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