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Abstract 

In the Dutch coastal zone, where the marine environment is highly dynamic owing to 
tidal currents, wind-driven, wave-driven, and density-driven currents and waves, the 
cohesive sediment dynamics is always a great concern to transportation authority and 
coastal managers. So far, a lot research has been contributed on the cohesive sediment 
dynamics such as transportation, deposition and resuspension. In addition, the origin of 
the cohesive sediment is also of a great interest to researchers. In this study, I will 
explore some underlying mechanics governing cohesive sediment dynamics with the 
help of numerical models based on Delft3D which is a powerful software package 
developed by WL | Delft Hydraulics. 

This study starts with the large-scale modelling of the North Sea using ZUNO grid, 
which has been verified by WL | Delft Hydraulics. During this research the original 
model is simplified due to the limitation of relevant data. Through the comparison with 
the measured water level, both of the simplified and original ZUNO models present a 
good performance. The simplification doesn’t cause significant change on the simulated 
results compared with the original model.  Based on scale-based philosophy of Vriend, 
the simulated water level and current velocity on corresponding grids are provided to 
another model based on the RIJMAMO grid as boundary conditions. The RIJMAMO 
model is a local refinement for the Dutch coastal area. 

The hydrodynamics of the RIJMAMO model is completed with the boundary condition 
extracted from the ZUNO model. Upon the calibration and verification against 
SILTMAN data which contains measured data regarding to flow velocity and sediment 
concentration near the mouth of Maasmond which is adjacent to the approaching 
channel of the port of Rotterdam, it indicates that boundary conditions provided by the 
ZUNO model are appropriate for the RIJMAMO model. The wave and sediment models 
are introduced to the RIJMAMO model successively. After the calibration and 
verification of the wave and sediment models, the coupled model presents that the 
sediment dynamics relates much to the significant wave height.  

As a new function of Deflt3D, WAQ model coupled with FLOW and WAVE models is 
applied into this study. Amongst them, WAQ model is used for versatile water quality 
modelling including physical, (bio)chemical and biological processes; FLOW model is 
used for simulation of multi-dimensional hydrodynamic flow and transport phenomena 
including sediments; WAVE model is used for simulation of short-crested waves 
nearshore. Compared with the modelled results by FLOW model used previously in 
which sediment model is executed as a process, WAQ model presents some 
improvement on the modelled results. During the calm period, the sediment has more 
response to the tide-induced shear stress in WAQ model than that in FLOW model, 
which can be attributed to the more processes included in WAQ model. Nevertheless, 
due to the limited time, WAQ model has not been calibrated further, in which there is 
more potential to be exploited. 

Keywords: cohesive sediments, dynamics, wave, Delft3D, FLOW, Maasmond, 
RIJMAMO, SILTMAN data, WAQ, ZUNO. 
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Chapter 1  Introduction 

1.1 Background 

Coastal zone directly supports a growing part of the world population. Highest densities 
of urbanisation are found along coastal areas which are multiform, infinitely complex, 
quasi-fractal, always changing and unpredictable in many aspects. Understanding 
complex interactions among waves, current, and sediment in energetic coastal and 
estuarine settings has been of interests to coastal oceanography and engineering; e.g. 
coastal protection, land reclamation, dredging of deepwater navigational channels, and 
water quality management. Both coastal oceanographers and coastal engineers would 
like to understand the underlying physical process governing the cohesive sediment 
transport in coastal and estuarine energetic waters. Coastal oceanographers focus on 
erosion and deposition on the coastal mudflat and saltmarshes. Coastal engineers are 
more interested in siltations in the harbours and the deep water navigational channel. 

So far, a lot of work has been done for the sediment transport problem. As a kind of 
important study tool, the numerical model is playing more and more role in revealing 
patterns of cohesive sediment transportation, deposition and resuspension. Therefore, 
with the help of the numerical model, we are able to have a better insight in the coastal 
processes and corresponding sediment processes, which makes it possible to provide 
some constructive suggestions to decision-makers by modellers.  

For instance, the mud deposits and high turbidity in the Belgian-Dutch coastal zone, 
southern part of the North Sea from the Dover strait to Zeebrugge, were investigated 
with integrated 2D hydrodynamic and sediment model. It is found the formation of high 
turbidity zone can be attributed to the currents and the influx of SPM (suspended 
particulate matter) through the Dover Strait. Due to the decreasing capacity of residual 
transport and the shallowness of the area, the SPM is concentrated in the Belgian-Dutch 
coastal water and forms a turbidity maximum in front of Zeeburgge, Mud was found 
continuously deposited and resuspended. Significant variations occur during tidal cycles 
and during neap-spring cycles. Seasons and meteorological conditions have an influence 
on mud behaviours as well. Because of the many processes involved, it still remained 
difficult to compare the model output with the measured data on quantity (Fettweis, 
2003). Moreover, Ye (2006) developed a schematized model and examined the 
influence of waves upon the cohesive sediment in the Haringvliet Mouth. The model 
results show the wave dynamics is one of the most significant processes behind the 
sediment movements in the Haringvliet Mouth. 

For the port of Rotterdam being one of the largest ports over the world, the access 
channel and harbour basins need to be maintained by frequent dredging, especially 
during and after the rough weather periods, a large amount of cohesive sediments (mud) 
are deposited in short time interval. A 1DV POINT MODEL which is a fully 3D 
sediment transport model omitting horizontal advection terms was applied. Within this 
model, salinity-induced and sediment-induced stratification effects, and wave-induced 
mixing are represented. The result is that the collapse of concentration profile is not 
sufficient condition to form high concentrated near-bed suspension and it is 
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hypothesized that the collapse of suspension triggers the generation of sediment-driven 
density current causing the rapid siltation through the transport and accumulation of 
fluid mud into the channel and harbour basins (Winterwerp, 1998). Moreover, 
Bhattacharya (2005) investigated the sedimentation problem of the port of Rotterdam 
and built a data-driven model which predicted the transport rate of cohesive sediment.  

In order to improve the understanding of the physical dynamics and sediment 
environments along the Dutch coast, one Delft Cluster project sponsored by the Dutch 
government is aimed to develop a hybrid sedimentation modelling combining data-
driven modelling approach with physically-based (numerical) models to predict 
sediment transport rates and accretion rates in channels, estuaries or harbour basins. In 
fact, this study is a component of the project mentioned above, which will be detailed in 
the following sections. Of course, the research on cohesive sediment dynamics along 
the coast is not limited to The Netherlands but is applicable anywhere. 

1.2 Objectives of the study 

The main objective of this study is to understand the underlying processes which govern 
cohesive sediment dynamics such as deposition and resuspension with the help of 
numerical models. 

Considering the ZUNO model is too coarse, the study will utilize the finer RIJMAMO 
model to obtain more detailed information regarding to velocity and SPM concentration 
in the Maasmond area adjacent to the approaching channel of the port of Rotterdam. 

With the hydrodynamic boundary condition extracted from ZUNO model, the 
hydrodynamic results of the RIJMAMO model will be calibrated and verified against 
SILTMAN data. 

On the premise that the hydrodynamic results simulated by RIJMAMO model are 
reliable, the study will reveal how much of the observed variability on SPM 
concentration in SILTMAN data can be explained by the well-established numerical 
models. 

1.3 Research Methodology 

1.3.1 Literature review 

The literature review aims at understanding the cohesive sediments properties and 
behaviours, the relevant physical processes of the system being studied and underlying 
theories on topics, such as, the FLOW model, the WAVE model, the cohesive sediment 
transportation model as a process included in the FLOW model, and the water quality 
(WAQ) model used to calculate the cohesive sediment, all of which are implemented in 
Delft3D systems. 

1.3.2 Different-scale models setting and physical processes simulation 

According to the scale-based theory developed by de Vriend (1991), bigger scale model 
provides the boundary conditions for the smaller scale model. In order to account for the 
wave-induced effect on cohesive sediment dynamics, a wave model is introduced to be 
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online-coupled with the flow model. In the interest of describing cohesive sediment 
characteristics and with the benefit of faster calibration, a water quality model which 
includes more physical processes for the cohesive sediment compared with the FLOW 
model is used in this study. 

1.3.3 Schematic representation of research methodology 

 
Fig 1.1 The schematization of research methodology 
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1.4 Definitions used in this study 

In this study, some numerical models and measurement database with special names 
and functions are utilized, which are specified as follows:  

ZUNO coarse grid model 

This study starts from the ZUNO coarse grid which covers the area from the south 
Dover strait to the north of Scotland and most northern points of Denmark with about 
9,000 computational elements. The grid is originally provided by the Dutch Ministry of 
Public Works and then to WL | Delft Hydraulics. The model setup based on the ZUNO 
grid, which is named ZUNO model in this thesis, is useful in the beginning to provide 
hydrodynamic boundary conditions for the finer model. 

RIJMAMO model 

Compared with the ZUNO model, it is much finer grid with more than 20,000 
computational elements and only a local refinement for the Dutch coast. The length of 
the model section is about 60 km, the width about 30 km excluding the channel and 
harbour. 

SILTMAN data 

In order to develop a modelling system for studying the sediment transport processes in 
the vicinity of the Maasmond area, Rijkswaterstaat initiated the SILTMAN-project. 
Four semi-permanent measuring stations were installed by Rijkswaterstaat near the 
mouth of the Maasmond to monitor the flow velocity and the suspended sediment 
concentration which were recorded in the period November 1995 – May 1996 and 
November 1996 – May 1997.  

Coupled model / Online simulation of Delft3D 

The latest version used in this study, the flow, wave, sediment and morphology models 
are simulated in a coupled way, which is also termed as online simulation. 

Delft3D modelling system 

Delft3D modelling system is a unique, fully integrated modelling framework for a 
multi-disciplinary approach and 3D computations for coastal zone, river, lake and 
estuarine areas provided by WL | Delft Hydraulics. The Delft3D framework is 
composed of several modules, such as Delft3D-FLOW for hydrodynamics, salinity, 
temperature, online sediment transport and morphology, WAVE for short wave 
propagation, WAQ-SED for cohesive and non-cohesive sediment transport, etc. 

1.5 Outline of the thesis 

The basic structure is comprised of the following parts: 

Chapter 1 introduces the objectives of the study and the methodology used in this study. 
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Chapter 2 presents working principles and involved processes of the numerical model, 
including some basic concepts of cohesive sediments.  

Chapter 3 verifies the simplified ZUNO model developed in this study and original 
ZUNO model through the comparison between the simulated and observed values of 
water level. At the same time, hydrodynamic boundary conditions for RIJMAMO 
model are extracted from the results calculated by the simplified and original ZUNO 
models. 

Chapter 4 is dedicated to calibrate and verify RIJMAMO model firstly from 
hydrodynamics, followed by sediment concentration after coupling with the wave 
model.  

Chapter 5 utilizes a new function of Delft3D to develop a water quality model by 
coupling the flow model with the wave and WAQ models simultaneously for carrying 
out further comparison with the observed data. 

Chapter 6 presents some conclusions in view of this study done, and some 
recommendations for further study are put forward as well. 
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Chapter 2  Numerical Model and Model Structure 

Numerical model is our approach to build physically-based model in this study. In our 
study, the integrated model consists of hydrodynamics model, WAVE model and the 
sediment model which will be introduced respectively in this chapter.  

2.1 Basic concepts of cohesive sediments 

The cohesive sediment is generally characteristics of being sticky, muddy, stinky and 
sometimes gassy. Actually all the cohesive sediment consists of organic and mineral 
solids in a liquid phase. Both the solids and the time scale of flow of the liquid phase 
dominate the cohesive feature of the sediment.  

2.1.1 Cohesive sediment properties and behaviours 

Cohesive sediment, or mud, as encountered in the marine environment, consists of a 
mixture of clay, silt, (fine) sand, organic material, water, and sometimes gas. In order to 
understand the cohesive sediment property, some work should be started from its 
composition.  

The solid phase is characterised by its particle size distribution. For practical purposes 
many classifications were defined. In sedimentology, the particle diameter is often 
given in terms of the fineness factor φ  (Krumbein, 1941), defined by: 

 2log Dφ = −  with D in mm  (2.1) 

it is remarked that all fractions can contain mineral and organic solids whatever is clay, 
silt, sand or gravel. In common application, there is an important fraction definition: 
fines (< 45 μm) and mud fraction (< 63 μm).  

In its mineral ingredients, clay minerals are to a large extent responsible for cohesion 
mainly because of the size and flat shape of the particles, yielding a very high specific 
surface area and an electrical charge distribution, which interacts with the ambient water. 
Moreover, as the most significant property of cohesive sediment is that it can form flocs 
when the sediment is put in contact with a fluid especially in marine environments, the 
salinity tends to aggravate its flocculation. 

However, behaviours and properties of cohesive sediment on a larger scale are not only 
dependent on the composition itself, but also on a number of environmental parameters. 
Upon the increasing order of sediment concentration c, different modes of cohesive 
sediment appearance are defined as shown as Table 2.1 
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Table 2.1 Classification of cohesive sediment modes in the marine environment 
 concentr. flow characteristics governing scale numbers 

LCMS c << cgel turbulent Newtonian Re       β 
HCMS c < cgel turbulent Newtonian Re                Ri 

turbidity current c ≈ cgel turbulent non-Newt. Ree                Ri 
mobile fluid mud c ≈ cgel trans./lam non-Newt. Ree                Ri                        Pe 

stationary fluid mud c ≈ cgel tans./creep non-Newt.                                pw/pe          Pe 

consolidation bed c > cgel creep non-Newt.                                pw/pe          Pe       σ/τv
consolidated bed c>> cgel stationary non-Newt.                                                             σ/τv

where the following symbols have been used: 

c = suspended sediment concentration     pw = total pore water pressure 
cgel = gelling concentration                       pe = hydrostatic pore water pressure 
Re = Reynolds                                          Pe = Peclet number 
Ree = effective Reynolds number             σ = externally applied stress 
β = Rouse number                                    τv = yield strength 
Ri = Richardson number 

The modes of cohesive sediment appearance in the first column of Table 2.1 are 
illustrated as below: 

 LCMS: abbreviation for Low-Concentration Mud Suspensions, the concentrations 
are too low to affect the flow field. 

 HCMS: abbreviation for High-Concentration Mud Suspensions, the turbulent flow 
is (largely) affected by the suspended sediment. 

 Turbidity current: a current of rapidly moving, sediment-laden water moving down 
a slope through another fluid. The current moves because it has a higher density 
and turbidity than the fluid through which it flows. 

 Fluid mud: a suspension of cohesive sediment at a concentration at or beyond the 
gelling point of the order of several 10 to 100 g/l. 

 Consolidation and consolidated beds: during sedimentation, more and more mud 
flocs accumulate on the bed, and the flocs that arrived first are squeezed by the ones 
on top. Pore water is driven out of the flocs and out of the space between the flocs. 

It is remarked that no absolute c-values can be assigned to the first column, as the mud 
appearances are determined by sediment and pore water properties and the stress history 
of the sediment. 

The gelling concentration cgel is hereby defined as the concentration at which a network 
structure exits. The Rouse number β determines the vertical suspended sediment 
concentration profile, and is defined as: 

*/T sW uβ σ κ=                                                           (2.2) 

where Tσ is the turbulent Prandtl-Schmidt number, sW  is settling velocity, κ is the von 
Kármàn constant and *u  the shear velocity.  
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The Reynolds number Re defines whether the flow is laminar or turbulent. For non-
Newtonian, Bingham plastic flow, the effective Reynolds number Ree is defined as: 

1 1 1
Re Re Ree y

= +  where 4Re m m

m

U δ
ν

=  and 
28Re m m

y
B

Uρ
τ

=                    (2.3) 

where mU  is the mean velocity in the fluid mud layer with thickness mδ , Bτ  is the 
Bingham strength of fluid mud, mν  and mρ  are viscosity and density of fluid mud. 

The Richardson number Ri determines whether (sediment-induced) buoyancy effects 
(stratification) on the turbulent properties of the flow are important. 

The difference between the total pore water pressure pw and the hydrostatic pore water 
pressure pe is called excess pore water pressure. 

The Peclet number Pe is a measure to determine whether a deformation process should 
be regarded as drained or undrained, and is defined as: 

/ vPe V c=                                                              (2.4) 

where V is the velocity of the deformation process,  is a length scale of the 
deformation process, and cv is the consolidation coefficient of the soil. 

The ratio of the (externally) applied stresses σ and the yield strength τv determines 
whether the soil may flow under the influence of mentioned stresses. 

Furthermore, there are a number of processes which determine the vertical 
concentration profile such as plotted in Fig 2.1. 
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Fig 2.1 Typical vertical profiles of suspended sediment concentration  
and velocity for high-concentration conditions (after Ross and Mehta, 1989). 

 Flocculation: because of the cohesive nature of mud, flocs are formed, affecting the 
settling velocity and bed structure, 

 Settling and mixing: mud particles fall through the water column due to gravity, 
opposed by mixing processes generated by the turbulent water movement, 

 Deposition: settling mud particles may become part of the bed, 

 Resuspension: during accelerating flow, particles freshly deposited on the bed may 
be re-entrained into the water column by the turbulent flow, 

 Entrainment: turbulent flow over or underneath a less turbulent fluid entrains water 
and matter from this less turbulent layer, 

 Gelling: deposited mud particles, when left still for sufficient time, will form a 
structure, causing the build-up of strength that can resist re-entrainment, 

 Consolidation: another step in bed formation is self-weight consolidation, when 
pore water is squeezed out of the bed, and the strength of the bed increases further, 
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 Liquefaction: when subject to cyclical loading, bonds between particles can be 
broken gradually, reversing the consolidation process, weakening the bed, 

 Erosion: even when the bed has achieved a considerable strength, it can still be 
eroded by turbulent flow or waves. 

These processes may act simultaneously or successively. Often however, only some of 
these play a role, depending on the dominant conditions. In this study, deposition and 
erosion are main processes taken into account, for which some brief description is made 
in the following part. 

2.1.2 Cohesive sediment deposition 

Settling of mud flocs is one of the most important aspects in assessing the transport and 
fate of cohesive sediment suspensions in the marine environment. Yet, this settling 
velocity is difficult to determine. It should be recognized that a uniquely defined settling 
velocity for cohesive sediment does not exist. In order to circumvent these difficulties, 
some meaningful definitions are made: 

Ws: a characteristics settling velocity without further specification, constant in time and 
space, 

ws,r: settling velocity of a single mud flocs in still water; ws,r may vary in time and space 
as a result of flocculation processes, 

ws: effective settling velocity of a particle in a suspension of cohesive sediment. 

In addition, there are two definitions we should distinguish from each other: 

Deposition: the gross flux of cohesive sediment flocs on the seabed, 
Sedimentation: the net increase in bed level (accretion or shoaling), i.e. the 
sedimentation rate is the deposition rate minus the erosion rate. 

A formula for the deposition rate of cohesive sediment used world-wide is defined as: 

1 b
s b

d

dhc D W c
dt

τ
τ

⎛ ⎞
= − = − −⎜ ⎟

⎝ ⎠
 for b dτ τ<                                     (2.5) 

where D is the deposition rate, c  is the depth-averaged concentration, bc  is the near-bed 
concentration, bτ  the bed shear stress and dτ  the so-called critical shear stress for 
deposition.  

However, this formulation is valid under laboratory conditions only, but cannot explain 
many field observations. So an alternative description is put forward. It is assumed that 
erosion and deposition can occur simultaneously. The deposition rate D is given by the 
sediment flux at the bed, thus: 

,s b bD W c=                                                               (2.6) 
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where bc  and ,s bW  are the suspended sediment concentration and settling velocity of the 
sediment at the bed. Actually, it is equivalent to equation (2.6) if we set dτ  large enough, 
which can guarantee there is continuous deposition being occurring. 

2.1.3 Cohesive sediment erosion 

The transport and fate of cohesive sediment in the marine environment is governed to a 
large extent by water-bed exchange processes, i.e. deposition and erosion. In fact, the 
erodibility of freshly deposited cohesive sediment particles decreases with time, as the 
critical shear stress of erosion increases with time because of consolidation and physico-
chemical effects, which means some parameters in formulations are also dependant on 
the time scale. Similar to deposition process, there is a classical formula describing 
erosion as well, which is developed by Partheniades based on systematic experiments 
and parameterized by Ariathurai (1974): 

b e

e

E M τ τ
τ

⎛ ⎞−
= ⎜ ⎟

⎝ ⎠
 for b eτ τ>                                               (2.7) 

where M is an erosion rate parameter, bτ  the turbulent-mean bed shear stress, and eτ  a 
critical (threshold) shear stress for erosion. This formula was combined with the 
deposition formula aforementioned to compute the water-bed exchange rate in a 
numerical model for the transport of cohesive sediment. 

2.2 Hydrodynamics model 

In Delft3D, hydrodynamic model is executed by ‘FLOW’ module in which the optional 
sediment model is embedded as well. The Flow module of this system, Delft3D-FLOW 
provides the hydrodynamic results for other modules such as water quality, ecology, 
waves and morphology.  

Delft3D-FLOW is a multi-dimensional (2D or 3D) hydrodynamic (and transport) 
simulation program which calculates non-steady flow and transport phenomenon that 
result from tidal meteorological forcing on a rectilinear or a curvilinear, boundary fitted 
grid. In this study, we are interested in the cohesive sediment distribution along the 
depth of the water column especially in its concentration near to the bottom. Therefore 
3D hydrodynamic model is established based on a curvilinear boundary fitted grid. 

2.2.1 Governing equations 

Delft3D-FLOW solves the Navier Stokes equations for an incompressible fluid, under 
shallow water and Boussinesq assumptions. Because of neglecting vertical accelerations 
in the vertical momentum, we get the hydrostatic equation. There are two kinds of 
horizontal co-ordinates we can choose in Delft3D-FLOW. In this study, the Cartesian 
co-ordinate is utilized. In the vertical directions, there are also two different vertical grid 
systems, we choose the σ co-ordinate system (σ -grid) which is boundary fitted both to 
the bottom and to the moving free surface. 
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2.2.1.1 The σ co-ordinate system 

The number of vertical layer specified by users is constant over the entire horizontal 
computational area, which is independent of the local depth. The thickness of each layer 
can be non-uniform, which allows for more resolution for the zones of interest.  

The σ  co-ordinate system is defined as: 

z -
H
ζσ =                                                                (2.8) 

The value of σ varies between -1 and 1, which can be demonstrated as Fig 2.2.  

 
Fig 2.2 A layout of a vertical grid consisting of six equal thickness σ-layers 

2.2.1.2 Continuity Equation 

The depth-averaged continuity equation is given by: 

hU hV
S

t x y
ζ

− −⎡ ⎤ ⎡ ⎤∂ ∂⎢ ⎥ ⎢ ⎥∂ ⎣ ⎦ ⎣ ⎦+ + =
∂ ∂ ∂

                                               (2.9) 

in which S represents the contributions per unit area duo to the discharge or withdrawal 
of water, evaporation, and precipitation. 

2.2.1.3 Horizontal momentum equations 

The momentum equations in two horizontal directions are given by 

2
0

1 1
x x x v

U U U U uU v fV P F M
t x h h

ω υ
η σ ρ σ σ

∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞+ + + − = − + + + ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
       (2.10) 

and 

2
0

1 1
y y y v

V V V V vU V fU P F M
t x y h h

ω υ
σ ρ σ σ

∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞+ + + − = − + + + ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
       (2.11) 
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in which the horizontal pressure terms, Px and Py, are given by (Boussinesq 
approximation) 

0

0 0

1 ' '
'x

hP g g d
x x xσ

ζ ρ σ ρ σ
ρ ρ σ

⎛ ⎞∂ ∂ ∂ ∂
= + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

∫                                (2.12) 

0

0 0

1 ' '
'y

hP g g d
y y yσ

ζ ρ σ ρ σ
ρ ρ σ

⎛ ⎞∂ ∂ ∂ ∂
= + +⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

∫                                (2.13) 

Fξ , Fη : horizontal Reynold's stresses determined by using eddy viscosity concept 

Mξ , Mη : contributions due to external sources or sinks of momentum (external forces 
by hydraulic structures, discharge or withdrawal of water, wave stresses, etc.) 

2.2.1.4 Hydrostatic pressure assumption (for σ-grid) 

Based on the shallow water assumption, the vertical momentum equation is reduced to a 
hydrostatic pressure equation. Vertical accelerations due to buoyancy effects and due to 
sudden variation in the bottom topography are not taken into account. The resulting 
expression is:  

P g hρ
σ

∂
= −

∂
                                                           (2.14) 

2.2.1.5 Transport equation 

The flows in rivers, estuaries, and coastal seas are able to deliver some dissolved 
substances, salinity and heat. These processes can be simulated by the advection-
diffusion equation in three co-ordinate directions. Source and sink terms are used to 
simulate discharges and withdrawals. In addition, first-order decay processes can be 
included in this equation as well. 

The transport equation here is formulated in a conservative form in orthogonal 
curvilinear co-ordinate in the horizontal direction and σ  co-ordinates in the vertical: 

[ ] [ ] [ ] [ ]

1
H H v

hc hUc hVc c
t x y

c c ch D D D hS
x x y y h

ω
σ

σ σ

∂ ∂ ∂ ∂
+ + +

∂ ∂ ∂ ∂

⎡ ⎤⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎡ ⎤= + + +⎢ ⎥⎜ ⎟⎜ ⎟ ⎢ ⎥∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎣ ⎦⎝ ⎠⎣ ⎦

                       (2.15) 

where: 

S : source and sink terms per unit area 

HD , VD : horizontal and vertical eddy diffusivities 
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In Delft3D-FLOW, the horizontal viscosity and diffusivity are assumed to be a 
superposition of three parts: (1) molecular viscosity, (2) “3D turbulence”, and (3) “2D 
turbulence”. The molecular viscosity of the fluid (water) is a constant value O(10)-6. 
“2D turbulence” is associated with the horizontal mixing that is not resolved by 
advection on the horizontal computational grid. 2D turbulence values may either be 
specified by users, or can be computed using a subgrid model for horizontal large eddy 
simulation (HLES). In a 3D simulation, “3D turbulence” is computed by the turbulence 
closure model selected by users. 

For utilization in the transport equation, the vertical eddy diffusivity is defined by: 

The vertical eddy diffusivity coefficient VD  is defined by: 

3max ( , )backmol
V V D

mol

D D Dυ
σ

= +                                              (2.16) 

In the case of stratified flows, apart from molecular diffusion, there should be other 
forms of unresolved mixing, of which is caused by internal waves. Therefore, for all 
turbulence closure models, a background mixing coefficient back

VD  may be specified by 
users.  

2.2.2 Boundary conditions 

To solve the systems of equations, the following boundary conditions are required. 

2.2.2.1 Bed and free surface boundary conditions 

In the σ  co-ordinate system, the bed and the free surface correspond with σ -planes. 
Therefore, the vertical velocities at these boundaries are simply: 

1
0

=-σ
ω =  and 

0
0

=σ
ω =  

Friction is applied at bed as follows: 

1

1V
bx

u
h σ

υ τ
σ ρ

=−

∂
=

∂
 and 

1

1V
by

v
h σ

υ τ
σ ρ

=−

∂
=

∂
                                (2.17) 

where bxτ  and byτ  are bed stress components that include the effect of wave-current 
interaction. 

2.2.2.2 Lateral boundary conditions 

Along closed boundaries, the velocity component perpendicular to the closed boundary 
is set to zero (a free-slip condition). At open boundaries, one of the following types of 
boundary conditions must be specified: water level, velocity (in the direction normal to 
the boundary), discharge, or linearised Riemann invariant (weakly reflective boundary 
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condition; Verboom and Slob, 1984). Additionally, in the case of 3D models, the user 
must prescribe the use of either a uniform or logarithmic velocity profile at inflow 
boundaries. 

For the transport boundary conditions, we assume that the horizontal transport of 
dissolved substance is dominated by advection. This means that at an open inflow 
boundary, a boundary condition is needed. During outflow, the concentration must be 
free. Delft3D-FLOW allows the user to prescribe the concentration at every σ -layer 
using a time series. For sand sediment fractions, the local equilibrium sediment 
concentration profile may be used. 

2.2.3 Solving process 

Delft3D-FLOW is a numerical model based on finite differences. To discretize the 3D 
shallow water equations in space, the model area is covered by a rectangular, curvilinear, 
or spherical grid. It is assumed that the grid is orthogonal and well structured. The 
variables are arranged in a pattern called the Arakawa C-grid (a staggered grid). In this 
arrangement, the water level points (pressure points) are defined in the center of a 
(continuity) cell; the velocity components are perpendicular to the grid cell faces where 
they are situated (see Fig 2.3). 

2.2.3.1 Hydrodynamics 

For the simulations applied in this study, an alternating direction implicit (ADI) method 
is used to solve the continuity and horizontal momentum equations (Leendertse, 1987). 
The advantage of ADI method is that the implicitly integrated water levels and 
velocities are coupled along grid lines, leading to systems of equations with a small 
band width. Stelling (1984) extended the ADI method of Leendertse with a special 
approach for horizontal advection terms. This approach splits the third-order upwind 
finite-difference scheme for the first derivative into two second-order consistent 
discretizations, a central discretization, and an upwind discretization, which are 
successively used in both stages of the ADI scheme. The scheme is denoted as a 
“cyclinc method” (Stelling and Leendertse, 1991). This leads to a method that is 
computationally efficient, at least second-order accurate, and stable at Courant number 
of up to approximately 10. 
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Fig 2.3 The Delft3D staggered grid showing the upwind method of setting bedload 
sediment transport components at velocity points. Water level points are located in the 
center of the sediment control volumes. 

2.2.3.2 Transport 

The transport equation is formulated in a conservative form (finite-volume 
approximation) and is solved using the so-called “cyclic method” (Stelling and 
Leenderstse, 1991). In addition, a horizontal Forester filter (Forester, 1979) based on 
diffusion along σ -planes is applied to remove any negative concentration values that 
may occur. The Forester filter is mass conserving and does not cause significant 
amplitude losses in sharply peaked solutions. 

2.3 WAVE model 

The WAVE model is introduced to the integrated model for two objectives. One is to 
take the wave effect on current into account (online-coupling); the other one is the wave 
induced shear stress is calculated by the model. 

In this study, the third-generation SWAN (Simulating WAves Nearshore) model which 
is able to simulate the evolution of random, short-crested wind-generated waves in our 
study area is utilized. The SWAN model is based on the discrete spectral action balance 
equation and is fully spectral (in all directions and frequencies). Some processes such as 
refractive propagation due to current and depth, wave generation by wind, dissipation 
due to whitecapping, bottom friction and depth-induced wave breaking and non-linear 
wave-wave interactions (both quadruplets and triads) are accounted for in the SWAN 
model as well. 
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2.3.1 Basic equations 

In SWAN the waves are described with two-dimensional wave action density spectrum, 
even when non-linear phenomena dominate (e.g., in the surf zone). The rational for 
using the spectrum in such highly non-linear is that, even in such conditions it seems 
possible to predict with reasonable accuracy this distribution of the second order 
moment of the waves (although it may not be sufficient to fully describe the waves 
statistically). The spectrum that is considered in SWAN is the action density spectrum 
N (σ, θ) rather than the energy density spectrum E (σ, θ) since in the presence of 
currents, action density is conserved whereas energy density is not (e.g., Whitham, 
1974). The independent variables are the relative frequency σ (as observed in a frame of 
reference moving with the current velocity) and the wave direction θ (the direction 
normal to the wave crest of each spectral component). The action density is equal to the 
energy density divided by the relative frequency: N (σ, θ) = E (σ, θ) / σ. In SWAN this 
spectrum may vary in time and space. 

In SWAN the evolution of the wave spectrum is described by the spectral action balance 
equation which for Cartesian co-ordinates is (e.g., Hasselmann et al., 1973): 

x y
SN c N c N c N c N

t x y σ θσ θ σ
∂ ∂ ∂ ∂ ∂

+ + + + =
∂ ∂ ∂ ∂ ∂

                           (2.18) 

The first term in the left-hand side of this equation represents the local rate of change of 
action density in time, the second and third term represent propagation of action in 
geographical space (with propagation velocities cx and cy in x - and y -space, 
respectively). The fourth term represents shifting of the relative frequency due to 
variations in depths and currents (with propagation velocity cσ in σ -space). The fifth 
term represents depth-induced and current-induced refraction (with propagation velocity 
cθ in θ -space). The expressions for these propagation speeds are taken from linear wave 
theory (e.g., Whitham, 1974; Mei, 1983; Dingemans, 1997). The term S ( = S (σ, θ) ) at 
the right-hand side of the action balance equation is the source term in terms of energy 
density representing the effects of generation, dissipation and non-linear wave-wave 
interactions. In addition, wave propagation through obstacles and wave-induced set-up 
of the mean sea surface can be computed in SWAN as well. 

2.3.2 Wave effects on flow 

In relatively shallow areas (coastal seas) wave action becomes so important that we 
can’t neglect its effects on the flow because of several processes: 

 The vertical mixing processes are enhanced due to turbulence generated near the              
surface by whitecapping and wave breaking, and near the bottom due to energy 
dissipation in the bottom layer. 

 A net mass flux is generated which has some effect on the current profile, 
especially in cross-shore direction. 

 In the surf zone long-shore currents and a cross-shore set-up is generated due to 
variations in the wave-induced momentum flux (radiation stress). In case of an 
irregular surf zone, bathymetry strong circulations may be generated (rip currents). 
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 The bed shear stress is enhanced; this affects the stirring up of sediments and 
increases the bed friction. 

These processes are accounted for in a wave-averaged manner. Some processes 
basically act at a specific location or interface, such as the enhanced bed shear-stress or 
wave breaking at the surface, while others have a (certain) distribution over the vertical, 
such as the energy dissipation due to bottom friction in the wave boundary layer. 
Obviously, a vertical distribution can only be accounted for in a 3D computation. 

2.4 Cohesive sediment dynamics implemented in FLOW model 

2.4.1 Cohesive sediment settling velocity 

In salt water cohesive sediment tends to flocculate to form sediment “flocs”, with the 
degree of flocculation depending on the salinity of the water. These flocs are much 
larger than the individual sediment particles and settle at a faster rate. In order to model 
this salinity dependency, there are two settling velocities which must be specified by 
users. The first one WS0 is the settling velocity of the sediment particle in fresh water 
(salinity = 0). The second one WSM is the settling velocity of the particle in salt water 
where the salinity equals SALMAX. The settling velocity of the sediment flocs is 
calculated as follows: 

( )( )
,,max( )

,0
max max

1 cos( ) 1 cos( )
2 2

s fs
s

ww S Sw
S S
π π⎛ ⎞ ⎛ ⎞

= − + −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

, when S SALMAX≤    

                        ( ) ( )
,0 ,maxs sw w= , when S SALMAX>  (2.19) 

where: 

( )
,0sw : the (non-hindered) settling velocity of sediment fraction ( ) . 

( )
,maxsw : WSM, settling velocity of sediment fraction ( )  at salinity concentration 

SALMAX. 
( )
,s fw : WS0, fresh water settling velocity of sediment fraction ( ) . 

S : salinity 

maxS : SALMAX, maximal salinity at which WSM is specified. 

It is remarked that modelling turbulence induced flocculation or the break-up of 
sediment flocs is not yet implemented and the influence of flocculation is disregarded 
by setting WSM = WS0. 
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2.4.2 Cohesive sediment dispersion 

The vertical mixing coefficient for sediment is equal to the vertical fluid mixing 
coefficient calculated by the selected turbulence closure model, i.e.: 

s fε ε=                                                                (2.20) 

where: 

sε : vertical sediment mixing coefficient for sediment fraction ( ) . 

fε : vertical fluid mixing coefficient calculated by the selected turbulence closure model. 

2.4.3 Cohesive sediment erosion and deposition 

For cohesive sediment fractions the fluxes between the water phase and the bed are 
calculated with the well-known Partheniades-Krone formulations (Partheniades, 1965): 

( )( ) ( ) ( )
,,cw cr eE M S τ τ=                                                   (2.21) 

( )( ) ( ) ( ) ( )
,,s b cw cr dD w c S τ τ=                                                 (2.22) 

( ) ( ) ,
2

b
b

zc c z tΔ⎛ ⎞= =⎜ ⎟
⎝ ⎠

                                                   (2.23) 

where 

( )E : erosion flux [kg/m2/s] 
( )M : user specified erosion parameter [kg/m2/s] 

( )( )
,,cw cr eS τ τ : erosion step function: 

( )( )
, ( )

,

, 1cw
cw cr e

cr e

S ττ τ
τ
⎛ ⎞

= −⎜ ⎟⎜ ⎟
⎝ ⎠

, when ( )
,cw cr eτ τ> , 

           = 0        when ( )
,cw cr eτ τ≤ .                                 (2.24) 

( )D : deposition flux [kg/m2/s] 
( )
sw : fall velocity (hindered) [m/s] 

( )
bc : averaged sediment concentration in the near bottom computational layer 

( )( )
,,cw cr dS τ τ : deposition step function: 
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     ( )( )
, ( )

,

, 1 cw
cw cr d

cr d

S ττ τ
τ

⎛ ⎞
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⎝ ⎠

, when ( )
,cw cr dτ τ< , 

= 0         when ( )
,cw cr dτ τ≥ .                                (2.25) 

cwτ : mean bed stress due to current and waves as calculated by the wave-current 
interaction model 

( )
,cr eτ : user specified critical erosion shear stress [N/m2] 

( )
,cr dτ : user specified critical deposition shear stress [N/m2] 

( ) : sediment fraction ( )  

The calculated erosion or deposition flux is applied to the near bottom computational 
cell by setting the appropriate sink and source terms for that cell. Advection, particle 
settling, and diffusion through the bottom of the near bottom computational cell are all 
set to zero to prevent double counting these fluxes. 

2.4.4 Influence of waves on cohesive sediment transport 

The vertical mixing coefficient for sediment calculated by the selected turbulence 
closure model implies the extra turbulent mixing due to waves will not be taken into 
account in the suspended sediment transport calculation except by way of the 
enhancement of the bed shear stress caused by wave-current interaction.  

2.5 Morphodynamics model 

2.5.1 Feedback to hydrodynamics (update bathymetry during flow simulation) 

The depth to the bed in water level and velocity is also updated every half time step. 
This accounts for the total change in mass of all sediment fractions present in a 
computational cell. To ensure stability of the morphological updating procedure, it is 
important to ensure one-to-one coupling between bottom elevation changes and changes 
in the bed shear stress used for bedload transport and sediment source and sink terms. 
This is achieved by using a combination of upwind and downwind techniques as 
follows: 

 Depth in water level points is updated based on the changed mass of sediment in 
each control volume. 

 Depth in velocity points is taken from upwind water level points. 

 Bed shear stress in water level points (used for computing bedload sediment 
transport and suspended sediment source and sink terms) is taken from downwind 
velocity points. 

 Bedload transport applied at velocity points is taken from upwind water level points. 
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2.5.2 Effect of sediment on fluid density 

In the current version of Delft3D-FLOW, it uses an empirical relation (Eckart, 1958) to 
adjust the density of water in order to take into account varying temperature and salinity. 
For sediment transport this relation is extended to include the density effect of sediment 
fractions in the fluid mixture. This is achieved by adding (per unit volume) the mass of 
all sediment fractions, and subtracting the mass of the displaced water. As a 
mathematical statement this translates as: 

( ) ( ) ( )( ) ( )

1
, 1

lsed
w

mix w
s

S
S c S c

ρ
ρ ρ

ρ=

⎛ ⎞
= + −⎜ ⎟

⎝ ⎠
∑                                  (2.26) 

where: 

wρ : specific density of water with salinity concentration S [kg/m3] 

S : salinity concentration [ppt] 

sρ : specific density of sediment fraction ( ) [kg/m3] 

lsed: number of sediment fractions 

Horizontal density gradients (now also due to differences in sediment concentrations) 
can create density currents. Vertical density gradients can also have a significant effect 
on the amount of vertical turbulent mixing present. 

2.6 Water quality model (Delft3D-WAQ)  

Water quality model implemented in Delft3D solves the equations for transport and 
physical, (bio)chemical and biological processes. There are a number of processes we 
can choose. We need to define our required processes and the model will simulate them. 

2.6.1 Mass balances 

Delft3D-WAQ guarantees the mass balance of selected state variables, such as 
dissolved oxygen, nitrate or sediment. It does so for each computational cell. By 
combining computational cells in one, two or three dimensions each water system can 
be represented and substances can be transported through computational cells and hence 
through the water column. In addition, there are some other processes we need to take 
into account such as conversion between substances and exchange of substance between 
water column and seabed.  

To proceed one in time ( t t+ Δ ), Delft3D-WAQ solves equation (2.27) for each 
computational cell and for state variable. Equation (2.27) is a simplified representation 
of the advection-diffusion-reaction equation which will be discussed in following part. 

t t t
i i

Tr p S

M M MM M t t t
t t t

+Δ Δ Δ Δ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + Δ × + Δ × + Δ ×⎜ ⎟ ⎜ ⎟ ⎜ ⎟Δ Δ Δ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
                     (2.27) 
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The mass balance has the following components: 

 the mass at the beginning of a time step: t
iM  

 the mass at the end of a time step: t t
iM +Δ  

 changes by transport: 
Tr

M
t

Δ⎛ ⎞
⎜ ⎟Δ⎝ ⎠

 

 changes by physical, bio(chemical or biological processes: 
p

M
t

Δ⎛ ⎞
⎜ ⎟Δ⎝ ⎠

 

 changes by sources (e.g. waste loads, river discharges): 
S

M
t

Δ⎛ ⎞
⎜ ⎟Δ⎝ ⎠

 

Changes by transport include both advective and dispertive transport, that is the 
transport by flowing water and the transport as a result of concentration differences 
respectively.  

Changes by processes include physical processes such as reaeration and settling, 
(bio)chemical processes such as adsorption and denitrification and biological processes 
such as primary production and predation on phytoplankton. 

Changes by sources include the addition of mass by waste loads and the extraction of 
mass by intakes. Mass entering over the model boundaries can be considered a source as 
well. 

2.6.2 Mass transport by advection and dispersion 

If the advective and dispersive terms are added and the terms at a second surface are 
included, the one dimensional equation results: 

0 0 0 0 0 0

0 0

t t t
i i x x x x x x x x x

x x x

C CM M t v C v C D D A
x x

+Δ
+Δ +Δ +Δ

+Δ

⎛ ⎞∂ ∂
= + Δ × − − + ×⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

        (2.31) 

where: 

t
iM : mass in volume i at time t             (g) 

tΔ : time step                             (s) 

0x

C
x

∂
∂

: concentration gradient at x = x0      (g/m4) 

A : surface area                          (m2) 

0xv : velocity at x = x0                     (m/s) 
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0xC : concentration at x = x0                (g/m3) 

instead of this equation, Delft3D-WAQ uses the following equivalent equation: 

0 0 0 0 0 0 0 0

0 0

t t t
i i x x x x x x x x x x x x

x x x

C CM M t Q C Q C D A D A
x x

+Δ
+Δ +Δ +Δ +Δ

+Δ

⎛ ⎞∂ ∂
= + Δ × − − +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠

  (2.32) 

where: 

0xQ : flow at x = x0                        (m3/s) 

If the previous equation is divided by the volume V (= x y zΔ Δ Δ ) and the time span tΔ , 
then the following equation results in one dimension. 

0 0

0 0 0 0 0 0

x x xt t t
x x x x x x x x xi i

C CD D
v C v Cx xC C

t x x

+Δ+Δ
+Δ +Δ +Δ

∂ ∂−
−∂ ∂−

= +
Δ Δ Δ

                 (2.33) 

Taking the asymptotic limit 0tΔ →  and 0xΔ → , the advection-diffusion equation for 
one dimension results: 

( )C CD vC
t x x x

∂ ∂ ∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
                                              (2.34) 

Thus, the finite volume method for transport is a computational method to solve the 
advection-diffusion equation. The accuracy of the method will be related to the size of 

xΔ , A(= y zΔ Δ ) and tΔ . 

By adding terms for transport in the y and z-direction a 3-dimentional model is obtained. 
Taking the asymptotic limit again, will lead to a 3-dimensional advection-diffusion 
equation: 

2 2 2

2 2 2x x y y z z
C C C C C C CD v D v D v
t x x y y z z

∂ ∂ ∂ ∂ ∂ ∂ ∂
= − + − + −

∂ ∂ ∂ ∂ ∂ ∂ ∂
                    (2.35) 

( )
2 2 2

2 2 2 ,x x y y z z R
C C C C C C CD v D v D v S f C t
t x x y y z z

∂ ∂ ∂ ∂ ∂ ∂ ∂
= − + − + − + +

∂ ∂ ∂ ∂ ∂ ∂ ∂
        (2.36) 

with dispersion coefficients taken for every direction. If functions ‘S’ and ‘f’ are added 
as shown in the equation above, the so-called advection-diffusion-reaction equation 
emerges. The additional terms are so-called source terms. They stand for: 

1. Dispersion or ‘waste loads’ (S): these source terms are additional inflows of water 
or mass that were not present in Delft3D-FLOW as velocity terms in the impulse 
equations. They may be present in Delft3D-FLOW’s continuity equation, but this is 
not strictly required. As many source terms as required may be added by users. 
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They are usually used for small rivers, discharges of industries, sewage treatment 
plants, small waste load outfalls, etc. 

2. Reaction terms or ‘processes’ (fR). 

There are some physical process examples listed as following: 

 settling of suspended particular matter 

 water movement not affecting substances, like evaporation 

 volatilisation of the substance itself at the water surface 

2.6.3 Boundary conditions 

2.6.3.1 Closed boundaries 

Closed boundaries are those boundaries that have zero flow and dispersion for all time 
steps. No transport is associated with these exchange surfaces. 

2.6.3.1 Open boundaries 

Open boundaries are required for solution of the advection-diffusion equation. Without 
specification of the open boundaries the model does not know what to do at its borders. 
Concentrations of all substances and dispersion coefficients must be specified at all 
open boundaries for all time-steps. Flows are automatically taken from Delft3D-FLOW. 

2.6.4 Sediment module implemented in Delft3D-WAQ 

2.6.4.1 Modelling framework 

In this study, as an inorganic substance, the cohesive sediment that can be modelled in 
the Delft3D-WAQ in relation to particular matter is: 

Name Description Unit
IM1 suspended inorganic matter fraction 1 g/m3

IM2 suspended inorganic matter fraction 2 g/m3

IM1S1 inorganic matter fraction 1 in bed layer 1 g 
IM2S1 inorganic matter fraction 2 in bed layer 1 g 
IM1S2 inorganic matter fraction 1 in bed layer 2 g 
IM2S2 inorganic matter fraction 2 in bed layer 2 g 

The mass balances for particulate (suspended matter in the water column (cw) and 
particulate matter in the sediment (cb) is given in equation (2.37) and (2.38) respectively. 

wc loads transport settling resuspension
t

Δ
= + − +

Δ
                           (2.37) 
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bc loads settling resuspension burial digging
t

Δ
= + − − +

Δ
                     (2.38) 

2.6.4.2 Processes 

A schematic situation with a water column with depth h, a near bed layer with depth δnb 
and bed layer with thickness δb in a domain with surface area A is assumed. Fine 
sediment depositing in the near-bed layer can be remobilized by tidal currents, fine 
sediment entrained into the bed can be released during storm condition only. The 
amount of fines in the near-bed layer is not limited, but shall not be large in general. No 
fines accumulate in the near-bed layer through out a spring-neap cycle. The amount of 
fines can be entrained into the bed is limited by the permeability of the bed, and limited 
to pcr. 

Within the 1DV domain, fines are released at a rate of S [kg/s], because of sand mining 
and fines are transported into the domain from the outside world, which is characterized 
by a concentration c0 and a diffusion coefficient k [m2/s]. All concentrations are by mass 
[kg/m3]. Of course, c, cnb, nor p can become smaller than zero. 

Then the system can be sketched as: 

 

Fig 2.4 The sketch of sediment processes 

Then there are several balance equations obtained for the three layers: 

0( ) f w b
cAh hk c c S AE AE AD AD
t

∂
= − + + + − −

∂
                            (2.39) 

nb
nb f

c D E
t

δ ∂
= −

∂
                                                       (2.40) 

b b b w
p D E
t

ρ δ ∂
= −

∂
                                                      (2.41) 
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The vertical exchange processes are modelled as following. Erosion by tidal flow 
according to Patheniades formula with a threshold shear stress: 

,

,

1b f
f

c f

E M
τ
τ
⎛ ⎞

= −⎜ ⎟⎜ ⎟
⎝ ⎠

 for , ,b f c fτ τ>                                        (2.42) 

for the wave-induced erosion during storm we use Van Rijn’s pick-up function, which 
describes the gross pick-up of sand from the seabed: 

( )( )0.57 0.3 1.5
50 *3.3 10 1s sE p s gD D Tρ−= × ⋅ −  [kg/m2s] for ,b c wτ τ>               (2.43) 

where s ws ρ ρ= − , ( ) 1/32
* 50 1 /D D s g v⎡ ⎤= −⎣ ⎦ , and ( ), , ,b w c w c wT τ τ τ= − . The gross 

deposition of sand follows from 

,s s a eD W c=  with ( ) 0.53
50

2
50

0.01 110 1 1s

s gDvW
D v

⎡ ⎤⎛ ⎞−
⎢ ⎥= + −⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

 and  

1.5
50

, 0.3
*

0.015a e w
D Tc
a D

ρ=                                                  (2.44) 

in which a = reference height, equal to the roughness height ks, which follows from for 
instance the Chezy value. The net pick-up function Ew then reads: 

( )max 0,w s sE E D= −⎡ ⎤⎣ ⎦                                                  (2.45) 

Deposition on the bed (i.e. in the near-bed layer) is given by: 

( )1 sD W cα= −                                                         (2.46) 

And entrainment of fines into the bed is given by: 

b sD W cα=                                                             (2.47) 

in which α equals the value defined by user for crp p<  otherwise: α = 0. 

2.7 Conclusions 

In this chapter, some basic knowledge about cohesive sediment has been introduced. 
Several relevant modules such as flow, wave, and water quality implemented in 
Delft3D are presented respectively. Delft3D as a primary tool in this study will play an 
important role in the research about cohesive sediment. However, the numerical model 
based on Delft3D doesn’t cover all the processes involved in the cohesive sediment 
behaviour, about which some correct understanding is still in discussion. 
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In the following chapter, ZUNO coarse grid model which covers the most part of North 
Sea is used first to obtain hydrodynamic boundary conditions for the smaller scale 
model RIJMAMO model with finer grid. 
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Chapter 3  Developing the Simplified ZUNO Model 

3.1 Introduction to the Dutch coastal zone 

In the past decades, there were various projects developed along the Dutch coast which 
have changed the morphology of this area. These projects included Closure works, 
harbour construction and extension, and maintenance dredging. In addition to these 
historic developments, a large number of new developments are in the blueprint. 

Sediment properties in the Dutch coast have been of interest by researchers. From the 
analysis based on about 500 surface samples from the North Sea bed, it shows that illite 
is the dominant clay mineral with mean content of 51%, followed by smectite (27%), 
chlorite (12%) and kaolinite (10%). However, there is few available data on the grain 
size and settling velocity of the suspended sediment. In recent period, a number of 
physically-based modelling studies on the North Sea have been finalized and a settling 
velocity of 0.25 mm/s yielded best results (WL | Delft Hydraulics, 2005) based on 
calibration of the transport and fate of SPM against the DONAR database which 
contains chemical and physical data from the so-called MWTL programme (Monitoring 
Programme of the National Water Systems). Even so, for the coarser fraction of the 
SPM, a settling velocity of about 0.5 mm/s should be more reasonable from an analysis 
of data collected (Van Kessel, 2006). 

The origin of the mud and suspended particulate material of the Dutch coast remains 
controversial. McManus and Prandle (1997) showed that only the Dover Strait, the 
northern boundary (56° N), the Wash and Suffolk coast of UK are statistically 
significant sources of suspended sediments in the Southern North Sea. The smectite 
content in the fine-grained surface sediment in the Belgian coastal zone is high, which 
points to the Cretaceous formations in the Dover Strait as a source area. It is reported 
that the erosion and resuspension of Tertiary clay, Holocene mud and peat layers along 
the Flemish Banks served as a local source of suspended material in the Belgian/Dutch 
coastal area, although quantities are not provided (Fettweis, 2003). In addition, dumped 
sediments, riverine inputs have been also taken into account as sources of the sediment. 
Their contributions and impacts on the sediment are still in investigation. 

As hydrodynamic forcing, tides, density differences (due to river inflow), wind stress 
and waves play a determinant role on the transport of SPM on a wide range of time 
scales. The tide in the southern North Sea is characterized as being predominately semi-
diurnal. Residual flows in the entire North Sea are counterclockwise. In the Dutch 
coastal zone the depth-averaged residual flow velocities reach a few (5-10) cm/s. 
Moreover, riverine waters also have a great impact on the Dutch coastal zone. Because 
of salinity-induced density gradients and Coriolis effects, a relative narrow band of a 
width of 20 to 30 km, governed by the river flow and wind conditions, of fresh/brackish 
water is formed along the Dutch coast. This band of fresh/brackish water is known as 
the Coastal River. The annual mean wind in this area is from southwest with a mean 
speed of around 7-9 m/s. However, there are frequent winds from other directions at 
much higher speeds. In particular North-Northwest winds are pronounced for waves and 
set-up they can produce. The waves within the North Sea can be classified as short 
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waves (Ts < 10 s) and long waves or swell (Ts > 10 s) where Ts is wave period. 
Holthuijsen (1996) showed that on the basis of wave computation, short waves are 
depth-limited in the southern part of the North Sea for extreme conditions, with 
maximum wave heights of about 0.4 h, where h is the local water depth. 

The patterns and paths of the suspended sediment transport largely depend on the water 
movement. The suspended material and mud layer are carried by the residual current 
form south to north along the Belgian-Dutch coast. On the way of transportation 
northwards, the complex coastal hydrodynamics, consisting of gyres, divergences or 
convergence’s of currents, mixing of the freshwater, or geological traps, results in the 
accumulation of cohesive sediments along the coastal zone. 

3.2 Model setup 

In this research, the objective of setting up the large-scale hydrodynamic model is to 
provide hydrodynamic boundary conditions to the finer model. This large-scale model 
which entirely covers the southern part of North Sea, is provided by WL | Delft 
Hydraulics and had been calibrated well. 

3.2.1 Grid and bathymetry 

To reach a good compromise between the covering area and computation time, the 
ZUNO model grid is relatively coarse. It is a curvilinear, boundary fitted gird which 
contains 8,710 computational elements to cover about 1,000 km ×  800 km area with 
cell size around 8 km by 6 km (Fig 3.1). The bathymetry used for the model is provided 
by WL | Delft Hydraulics, also shown as Fig 3.1. 

 
Fig 3.1 ZUNO coarse grid and bathymetry 
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In vertical direction, Delft3D uses “Sigma grid”, which means the total water depth is 
divided into a number of layers each of which covers a percentage of the total water 
depth. These sigma layers result in the same vertical resolution in the entire model 
domain regardless of the local water depth. In this study, there are 10 computational 
layers defined along the water depth. The layer distribution and thickness of layer is 
shown as Table 3.1 

Table 3.1 The distribution of layers along vertical depth in ZUNO model 
Layer 1 2 3 4 5 6 7 8 9 10 

Relative thickness 
of  

total depth (%) 
4.0 5.9 8.7 12.7 18.7 18.7 12.7 8.7 5.9 4.0

The logarithmic layer distribution provides relatively high resolution near the surface 
and near the bed. Near the surface a high resolution is required to take the impact of 
wind into account; while near the bed, a high resolution is needed in view of sediment 
transport computation within the model (Roelvink, 2001a). 

3.2.2 Open boundary condition 

The model has two open boundaries. A southern open boundary is situated at the south 
of the Dover Strait and a northern open boundary is situated between Scotland and the 
most northern part of Denmark. Each open boundary is divided into a number of 
boundary conditions, which need to be prescribed. 

Through the open boundary, the behaviour of large scale system can be simulated inside 
the ZUNO model domain. The water levels, specified at the open boundaries, are 
obtained from a larger scale hydrodynamic model covering the entire continental Shelf, 
up to the 2000 m depth contour (Roelvink, 2005a; Roelvink, 2001a). The water levels in 
grid elements which combine of different tide components are defined in both 
boundaries. 

3.2.3 River discharge 

Fresh water discharge from rivers into the saline North Sea leads to significant density 
difference, and in turn affects the hydrodynamics in the nearshore area. 

During the simulation period of ZUNO model, actual measured discharges along the 
Dutch coast are used in this model. But those discharges along the French, British, and 
Danish coasts which are far away from our interested area don’t have pronounced 
effects on the hydrodynamics of our interested area. So we keep them as original values 
which represent long-term average discharges at those locations. 

3.3 Simplified model verification 

The original ZUNO model includes salinity, temperature process (heat flux model) and 
space varying wind and atmospheric pressure processes on a coarse grid (Fig 3.2). 
However, SILTMAN data starts from November 1995, the relevant data required by 
those processes is absent in 1995 and starts from January 1996. Therefore, the original 
model has to be simplified by removing the temperature, salinity and space varying 
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atmosphere pressure processes and using uniform wind data from one observed location 
instead of space varying wind data. In this simplified model, the wind data we use is 
from K13a platform (Fig 3.3). 

 
Fig 3.2 A coarse grid and ZUNO grid 

 
Fig 3.3 Distribution of observed locations 
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The verification period is about half of a month from 15 December 1995 to 31 
December 1995, during which the water level is compared with observed data from 
three locations which are Lichteiland Goeree, Euro Platform and K13a Platform 
respectively (Fig 3.3).  

Comparison at Europlat
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Fig 3.4 Comparison between simulated water level by ZUNO simplified model and 

observed water level at Euro platform 
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-2.00E+00
-1.50E+00
-1.00E+00
-5.00E-01
0.00E+00
5.00E-01
1.00E+00

1.50E+00
2.00E+00
2.50E+00

15/12/1995 00:00 17/12/1995 00:00 19/12/1995 00:00 21/12/1995 00:00 23/12/1995 00:00 25/12/1995 00:00 27/12/1995 00:00 29/12/1995 00:00 31/12/1995 00:00

Date

W
at

er
 le

ve
l [

m
]

ZUNO_Simplified
Observed

 
Fig 3.5 Comparison between simulated water level by ZUNO simplified model and 

observed water level at Lichteiland Goeree 

Comparison at K13aplat
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Fig 3.6 Comparison between simulated water level by ZUNO simplified model and 

observed water level at K13a platform 

Table 3.2 Statistical measures between 
simplified ZUNO model and observed data 

       Criterion 
   Location R^2 RMSE 

EuroPlat 0.95 0.21 
Lichteiland 0.97 0.19 
K13aPlat 0.96 0.13 
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As to the comparison of water level (Fig 3.4-3.6), the simulated results present a good 
agreement with the observed ones. But during the period of half a month, there are a 
few days in which the model doesn’t catch the highest and lowest water level during the 
flood and ebb tides. Both of the largest differences between the simulated and observed 
on the highest and lowest water level appear on the same day 24 December 1995. The 
largest differences on the highest and lowest water level are both about 0.5 m, which 
can be inspected at Euro platform (Fig 3.4). Moreover, some little phase differences 
exist as well. In view of the three Figures, the model performs better at Lichteiland and 
K13a platform than that at Euro platform, which is also confirmed in Table 3.2. Based 
on the statistical measures (Table 3.2), the performance of the simplified ZUNO model 
is satisfactory. 

Some similar comparisons are carried out between the simplified and original models 
and both of them are compared with the observed data from the three locations during 
the period from 15 January 1996 to 31 January 1996. 

Comparison at Europlat
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Fig 3.7 Comparison among simulated water level respectively by ZUNO simplified and 

original model and observed water level at Euro platform 
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Fig 3.8 Comparison among simulated water level respectively by ZUNO simplified and 

original model and observed water level at Lichteiland Goeree 
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Comparison at K13aplat
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Fig 3.9 Comparison among simulated water level respectively by ZUNO simplified and 

original model and observed water level at K13a platform 

Table 3.3 Statistical measures between simplified model & observed data  
and between original model & observed data 

R^2 RMSE        Criterion 
   

Location Simplified & Observed Original & Observed Simplified & Observed Original & Observed 
EuroPlat 0.96 0.95 0.21 0.25 

Lichteiland 0.98 0.97 0.21 0.27 
K13aPlat 0.96 0.95 0.22 0.22 

It seems there is not significant difference between the simplified and original models 
for most time of this period (Fig 3.7-3.9). But it is noticeable around 27 January 1996 
the simplified model has a better performance on catching the highest and lowest water 
level than the original one at Lichteiland and Euro platform (Fig 3.7, 3.8).  For the 
whole period, the simplified model shows a little better result than the original one 
according to the statistical measures in Table 3.3. Nevertheless, there are still a few 
highest and lowest water levels during flood and ebb tides both of the models can’t 
capture. The most significant is the largest difference on the lowest water level which 
appears around 25 January 1996 at K13a platform (Fig 3.9). The difference reaches 0.5 
m. 

Based on the comparisons and the statistical measures, we can see that the results 
reproduced by the simplified model are quite good, which performs well in catching the 
variation pattern of the observed water level even though there are some highest and 
lowest water levels during flood and ebb tides the model is not able to capture very 
accurately on the magnitude. In addition, there are some tiny differences between the 
simplified and original ZUNO models, which can be attributed to the different wind 
fields applied in these two models and the unavailability of space varying atmospheric 
pressure process in the simplified model. According to the statistical measures, the 
simplified model even performs a little better than the original one during the selected 
period. This is probably the advantage simplified model performs in the local area, and 
this superiority is not very significant compared with the original model. 

3.4 Original model verification 

Due to the lack of relevant data, the original ZUNO model has to be simplified for 
providing boundary conditions to a finer model in November and December 1995. But 
after this period, boundary conditions of the finer model are still provided by the 



 

36  

original model which has been verified by WL | Delft Hydraulics. In this study, the 
original model verification is carried out during the period from 15 March 1996 to 31 
March 1996. 
 

Comparison at Europlat
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Fig 3.10 Comparison between simulated water level by ZUNO original model and 

observed water level at Euro platform 

Comparison at Lichteiland
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Fig 3.11 Comparison between simulated water level by ZUNO original model and 

observed water level at Lichteiland Goeree 

Comparison at K13aplat
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Fig 3.12 Comparison between simulated water level by ZUNO original model and 

observed water level at K13a platform 

Table 3.4 Statistical measures between  
original ZUNO model and observed data 

       Criterion 
   Location R^2 RMSE 

EuroPlat 0.97 0.20 
Lichteiland 0.98 0.23 
K13aPlat 0.97 0.17 

During the verification period, the simulated results follow the observe values very well 
as shown as the figures (Fig 3.10-3.12). A significant difference appears on 27 March 
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1996 at all of the three observed locations. On this day, the simulated water levels are 
both higher than the observed highest and lowest ones, and difference is around 0.5 m. 
According to the statistical measures in Table 3.4, this is obviously successful 
verification. The original ZUNO model performs well as we expect, which lays down a 
solid basis for the work at next step. 

3.5 Conclusion 

The simplified ZUNO model successfully reproduces the variation pattern of water 
level at three observed points, of which Lichteiland is in the area RIJMAMO model 
covers, Euro platform and K13a platform are suited southwest and northwest to the area 
respectively. Through the comparison between the simplified and original model, it is 
found that their simulated results are almost same for the whole period although some 
differences exist on few time points. In addition, the original model reproduces the 
observed value as well. Thus, it is possible to provide appropriate boundary conditions 
to the finer model with the results calculated by the simplified and original ZUNO 
models. 

The next chapter will present hydrodynamics results calculated by RIJMAMO model, 
which are compared with measured data in terms of water level and velocity. 
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Chapter 4   RIJMAMO Model Calibration and Verification 

In order to obtain the more detailed information in our study area, a finer model based 
on RIJMAMO grid is introduced in this chapter. Firstly, hydrodynamics of the 
RIJMAMO model is calibrated and verified against SILTMAN data with the boundary 
condition extracted from the simplified and original ZUNO models which are verified 
in the last chapter. Subsequently, WAVE and cohesive sediment models are introduced 
successively and the modelled SPM concentration is calibrated and verified against 
SILTMAN data as well.  

4.1 Introduction to the Maasmond area 

As shown as Fig 4.1, the port of Rotterdam is located in the bank of the River Rhine. As 
one of the largest ports of the world, it has its approach channel through Maasmond 
where the navigable depth is 24 m. The River Rhine discharges to the North Sea, and 
the area near to its confluence is known as Maasmond, which is our study area.  

 

Fig 4.1 Location of approach channel to the Port of Rotterdam and the harbour basin at 
Maasmond 

The sedimentation characteristics in the Maasmond area are largely dependant upon the 
sedimentation and meteorological conditions of the North Sea. Almost the entire 
amount of sediment that is deposited in the Maasmond area comes from the North Sea. 
According to investigation, around 80% of the sediment volume that accumulates in the 
Maasmond area has its origin in the British Channel and the French coast (Vuurens, 
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2001). In this region enormous amounts of material become available every year due to 
coastal erosion. Along with the northerly long-shore currents, this material is 
transported along the French, Belgian and Dutch coastlines into the North Sea basin. On 
its way northward the material encounters several ‘sedimentation traps’. Maasmond, as 
a major entrapment area, large amounts of sediment are deposited in the basins and 
navigational channels of the Port of Rotterdam. To safeguard navigation, large amounts 
of sediment have to be dredged. The annual variation is large as a result of contributions 
from capital work and variations in hydro-meteo conditions. It is estimated that about 
37% of all sediments deposited on the Loswal (about 5 km northwest of Hook of 
Holland) locations consists of marine mud, and 10% of riverine mud. This would imply 
that lately about 2.4 Mton of marine mud is dredged and dumped yearly. Only part of 
the deposited material remains at its dumping location, estimated by De Kok (2004) at 
0.5 Mton/yr. About 0.3 Mton/yr is recirculated back to the Maasmond, and remaining 
1.6 Mton/yr is transported northward along the Dutch coast with the Coastal River. Note 
that said 0.5 Mton/yr does not stay in/on the seabed forever, as discussed below. 

The seabed can serve as a sediment buffer by storing sediment during calm weather 
periods and releases this sediment during storm. Winterwerp (1998) estimated that 
during storm conditions with Hs = 4.5 m, sediment layers with a thickness of 5 – 10 cm 
are stirred from the seabed. It can be assumed that all fine-grained sediments within that 
layer are then mobilised and mixed over (a part of) the water column. 

Moreover, sediments in the Maasmond are mainly marine with some fluvial sediments. 
The marine sediments originate from erosion of downstream coastal areas whereas the 
fluvial sediments originate from the Alps and the low-altitude mountain ranges in the 
Northern France and Belgium. Vuurens (2001) reported that bed material in the 
Maasmond is silty-sand with a D50 of 0.055mm. Chen and Eisma (1995) found sediment 
sizes in the North Sea bed between 0.1 and 0.4 mm. Chen and Eisma (1995) reported 
that organic components of the sediments in the North Sea bed vary between 8 to 23%. 
Landward side of Maasmond contains more silt than the sea-side. 

Transport of this sediment to Maasmond area is additionally influenced by the Rhine 
discharge apart from tidal currents, wind-induced currents and wave-induced stirring. 
Ninety five percent of the sediments that is deposited in the Maasmond area comes from 
the North Sea; the contribution of sediments carried by Rhine is limited to only 5%. At 
further upstream areas (such as Botlek) the portion of sediments carried by the North 
Sea decreases. Sediments carried from the downstream coastal erosion are deposited in 
the North Sea bed to be eroded later. 

Biological activity can initiate flocculation which can increase the settling velocity and 
thus affects the sediment dynamics. This is particularly important for deeper water 
which is indeed the case with Maasmond. During the calm periods of summer flora and 
fauna cause consolidation of deposited sediment over the sea bed increasing the 
impermeability substantially, which results in easier erosion of sediment during the 
early summer than during the early winter. 

Winterwerp et al. (2001) investigated the formation of rapid siltation in the Maasmond 
area. With simulation studies they argued that during the rough weather conditions the 
suspended sediment concentration reaches its saturation limits (for most areas of coast). 
During slack water a thin, temporal layer of fluid mud is formed, which is entrained 
rapidly during accelerating tides. These dynamics are governed strongly by the 
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interaction of tides, surface waves and vertical fresh-saline water induced stratification. 
When this sediment fluid mixture reaches the approach channel almost in perpendicular 
direction, the depth of flow suddenly increases from 16 m to 24 m causing a sharp fall 
in velocity. The fluid in the approach channel becomes super-saturated, and the vertical 
turbulence and concentration profile collapse, forming a fluid mud layer. Sediment-
induced density current along the approach channel carry this collapsed mud layer to the 
harbour basins causing serious sedimentation. 

4.2 Model setup 

The model setup starts with FLOW model which is a considerably important basis for 
calculating the SPM concentration at a later stage even for WAQ model in the next 
chapter. 

4.2.1 FLOW model 

Grid 

The grid for the FLOW model is much finer than ZUNO model, which is shown as Fig 
4.2. The green one is RIJMAMO model and the blue line is land boundary. The grid 
resolution is (M, N, K) = (137, 160, 13). The length of the model section is about 60 km, 
the width about 30 km excluding the channel and harbour. 

 
Fig 4.2 ZUNO coarse grid and RIJMAMO fine gird (blue line is land boundary) 

In order to compare the simulated velocity and sediment concentration with the 
observed data as accurate as possible, higher vertical resolution is required near to the 
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seabed. So the local depth near to seabed is divided into more layers along the vertical 
direction. The new layer distribution and thickness of layer is listed in Table 4.1. 

Table 4.1 The distribution of layers along vertical depth in RIJMAMO model 
Layer 1 2 3 4 5 6 7 8 9 10 11 12 13

Relative thickness of 
total depth (%) 

4.0 5.9 8.7 12.7 18.7 18.7 12.7 8.7 5.9 1.0 1.0 1.0 1.0

Bathymetry 

The original bathymetry (Fig 4.3) is provided by WL | Delft Hydraulics. In this study, 
the morphodymics is taken into account partly, the bathymetry is only updated during 
continuous running of one scenario. In the next scenario, the model starts with the 
original bathymetry again, and the initial sediment thickness will not be taken into 
account of bathymetry. 

 
Fig 4.3 RIJMAMO model grid and bathymetry 

Open boundary 

The boundary conditions defined in this finer model are obtained from ZUNO model, 
only the river discharge is measured. All these boundary conditions are time-series. The 
time interval of the three seaside boundary conditions is 5 minutes and the time interval 
of the measured river discharge is 1 day. Moreover, water level is applied to the 
southern and western boundaries and current velocity to the northern boundary.   
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Salinity boundary 

Along the southern and northern boundaries, the salinity decreases linearly from 34.5 
ppt to 28 ppt landward. At the west, 34.5 ppt is defined at the whole boundary. Besides, 
the salinity is set at 1 ppt for the river discharge. 

Suspended sediment boundary 

The sediment concentration increases linearly from 0.01 g/l to 0.05 g/l landward along 
the southern and northern boundaries. 0.01 g/l is defined at the whole western boundary. 
The sediment concentration in the river discharge is set following the observed value  

4.2.2 WAVE model 

The wave grid covers larger area than the flow grid and is extended westward to Euro 
platform. The green one is the wave grid in Fig 4.4. 

 
Fig 4.4 Smaller flow grid and wider wave grid 

The original bathymetry provided by RIJMAMO model is applied to the area covered 
by flow model, and for the extended area, the bathymetry from ZUNO model is used. 

Observed wave (www.golfklimaat.nl/data) and wind data (www.knmi.nl) from Euro 
Platform during the simulated period are used as the wave boundary. 
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4.3 Model calibration 

4.3.1 Calibration of hydrodynamic model 

The parameters used for the FLOW model are listed as Table 4.2 

Table 4.2 Parameters calibrated in FLOW model 
Parameter Value Lower limit Upper limit Unit

Gravity 9.81 9.5 12 m/s2 

Water density 1023 900 1500 kg/m3

Air density 1.205 0.5 1.5 kg/m3

Temperature 10 0 60 °C 
Salinity 31 0 100 ppt 

Wind drag coefficient 1 0.00063 0 1 - 
Wind drag coefficient 2 0.0072 0 1 - 

Wind speed 1 0 0 100 - 
Wind speed 2 100 0 100 - 

Roughness Manning 0.026 0 0.04 - 
Horizontal Eddy viscosity 1 0 100 m2/s

Horizontal Eddy diffusivity 1 0 1000 m2/s
Vertical eddy viscosity 0.0001 0 100 m2/s

Vertical eddy diffusivity 0.0001 0 1000 m2/s

In the framework of SILTMAN project, measurements were carried out during 9 
distinct periods. In this study, due to the limitation on time, 3 periods are selected for 
calibration, 2 periods for verification, of which periods for calibration are explained as 
Table 4.3, periods for verification are explained in the next section. 

Table 4.3 Periods selected for calibration in FLOW model 
 From To 

Period 1 of calibration 16 November 1995 13 December 1995 
Period 2 of calibration 22 December 1995 30 January 1996 
Period 3 of calibration 09 February 1996 13 March 1996 

The comparison of the velocity magnitude and direction is carried out at the four 
observed points (B, I, G and H) from SILTMAN data in which the flow velocity is 
measured at 0.35 m above the bottom (Fig 4.5). 
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Fig 4.5 Distribution of the four observed points of SILTMAN data                          Fig 4.6 Location of the four observed points in the  

measurement campaign                                                                                          RIJMAMO grid 

Accordingly, we can find the corresponding points in the model grid (Fig 4.6). But some of the depths at the corresponding points in this model 
are quite different from the depths recorded in SILTMAN data. So it is meaningful to investigate surrounding points around the corresponding 
ones in the model. According to their positions, they are denoted with _left, _right, _up, _down. For instance, the point left to the B point is 
denoted as B_left, the point up to I point denoted as I_up, the point right to G point denoted as G_right, the point down to H denoted as H_down. 
So the rest surrounding points can be deduced by analogy. Thus, there are totally 16 points around the 4 observed points (B, I, G and H). The 
corresponding depths at these 20 points are listed in Table 4.3. 

Table 4.4 Depth identification between RIJMAMO model and SILTMAN data (Unit: m) 
 B B_left B_right B_up B_down I I_left I_right I_up I_down G G_left G_right G_up G_down H H_left H_right H_up H_down 

RIJMAMO 
model 18.6 19 18.2 18.8 18.5 15.9 16.8 15.9 19.3 15.1 21.6 20.8 22.7 19 25.1 25 20 26.9 19.9 26.4 

SILTMAN 
data 16 16.3 19.5 18.15 
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The simulated data is compared with the observed data at the four points B, I, G and H 
as well as with that at the neighbouring points. In comparison with the observed data, a 
surrounding point is also chosen, at which the depth is the closest to SILTMAN data. It 
is remarked that during the first and second calibration periods 16 November 1995 – 13 
December 1995 and 22 December 1995 – 30 January 1996, hydrodynamic boundary 
conditions of RIJMAMO model are provided by the simplified ZUNO model. Due to 
the limitation on space, not all the results for every calibration period are presented in 
this chapter. Accounting for there are a lot of measured values which were missing at I 
point during period 1 of calibration, thus the modelled results during period 2 of 
calibration are displayed as follows (Fig 4.7-4.19).  
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Fig 4.7 Modelled velocity magnitude at B point and four points surrounding B  

(Period 2 of calibration) 
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Fig 4.8 Comparison of velocity magnitude at B point (Period 2 of calibration) 
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Fig 4.9 Modelled velocity magnitude at I point and four points surrounding I 

(Period 2 of calibration) 
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Fig 4.10 Comparison of velocity magnitude at I point (Period 2 of calibration) 
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Fig 4.11 Modelled velocity magnitude at G point and four points surrounding G 

(Period 2 of calibration) 
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Fig 4.12 Comparison of velocity magnitude at G point (Period 2 of calibration) 
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Fig 4.13 Modelled velocity magnitude at H point and four points surrounding H 

(Period 2 of calibration) 
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Fig 4.14 Comparison of velocity magnitude at H point (Period 2 of calibration) 

Through the comparison of the velocity magnitude (Fig 4.7-4.14) we can come to some 
conclusions. In all four points, the difference in velocity magnitude at a point to its four 
surrounding ones is not significant except for point I (Fig 4.9). During the comparison 
with the observed data, the velocity magnitude is reproduced well by the model at B, G 
and H points, and the modelled result at H_up point where the depth is closer to 
SILTMAN data is in better agreement with the SILTMAN data. With regard to I point, 
it seems to be quite difficult to catch the peak of the velocity magnitude, but the 
variation pattern is reproduced well. Moreover, at I_left point, the modelled result is 
closer to the observed peak than that at I point. 
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Fig 4.15 Modelled and observed velocity direction at B point (Period 2 of calibration) 
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Fig 4.16 Modelled and observed velocity direction at I point (Period 2 of calibration) 
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Fig 4.17 Modelled and observed velocity direction at G point (Period 2 of calibration) 
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Fig 4.18 Modelled and observed velocity direction at H point (Period 2 of calibration) 

Although there is some phase difference which can be inspected from the figures above 
(Fig 4.15-4.18). In particular, it is more significant at I point again (Fig 4.16). But 
generally the difference is small enough to be acceptable. 

Moreover, in the area RIJMAMO model covers, there is only one observation point 
(Lichteiland Goeree) which can be used for comparison of water level with the model. 

Comparison at Lichteiland
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Fig 4.19 Water level at Lichteiland Goeree (Period 2 of calibration) 

Fig 4.19 displays a good agreement between the modelled and observed water level. It 
is remarked that water level curve reproduced by RIJMAMO model is almost 
overlapped by ZUNO model. That’s why the red curve is not visible in the figure (Fig 
4.19). 

In the third calibration periods 09 February 1996 – 13 March 1996, hydrodynamic 
boundary conditions for RIJMAMO model are extracted from the results computed by 
the original ZUNO model. During the third calibration period, some hydrodynamic 
results calculated by RIJMAMO model can be compared with observed values collected 
in SILTMAN data as well. The similar comparison is carried out as follows: 
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Fig 4.20 Comparison of velocity magnitude at B point (Period 3 of calibration) 
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Fig 4.21 Comparison of velocity magnitude at I point (Period 3 of calibration) 
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Fig 4.22 Comparison of velocity magnitude at G point (Period 3 of calibration) 
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Fig 4.23 Comparison of velocity magnitude at H point (Period 3 of calibration) 
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Comparison at Lichteiland

-2
-1.5

-1
-0.5

0
0.5

1
1.5

2
2.5

1/2/1996 00:00:00 3/2/1996 00:00:00 5/2/1996 00:00:00 7/2/1996 00:00:00 9/2/1996 00:00:00 11/2/1996 00:00:00 13/2/1996 00:00:00 15/2/1996 00:00:00 17/2/1996 00:00:00 19/2/1996 00:00:00

Date

W
at

er
 le

ve
l [

m
]

RIJMAMO
Observed

 
Fig 4.24 Water level at Lichteiland Goeree (Period 3 of calibration) 

In this calibration period, the comparison of velocity direction is not presented here any 
more although it is carried out in this study. In view of the comparison during the third 
calibration period (Fig 4.20-4.24), some similar conclusions can be drawn as the 
foregoing comparison during the second calibration period. At I point, it seems to be 
still difficult to capture the peak of velocity magnitude (Fig 4.21) but the velocity 
direction is reproduced well by model. In terms of the other points B, G and H, the 
velocity magnitude and direction are simulated within sufficient accuracy by model (Fig 
4.20, 4.22 and 4.23) although there are some significant differences on a few time 
points. The water level at Lichteiland Goeree is simulated in a good agreement with 
observed value as we expect. The largest difference is about 0.5 m, which appears 
around 10 February 1996 (Fig 4.24). 

Through the comparison of velocity magnitude during the two calibration periods, it is 
presented that the hydrodynamics at B point is the weakest in the four points according 
to the modelled and observed results. The hydrodynamics is underestimated quite a lot 
by the model at I point. However, the cohesive sediment model has not been introduced 
in this FLOW model. Accounting for the effect of sediment-driven density flow and the 
position of I point which is quite close to the mouth, the velocity magnitude at I point is 
probably increased after introducing sediment process. 

4.3.2 Calibration of cohesive sediment model 

In order to investigate wave-induced effects on the dynamics of cohesive sediment, the 
wave model is coupled with the flow model in which the cohesive sediment transport is 
implemented as a process. 

The WAVE model is built with the parameters and processes listed in Table 4.5 and 
Table 4.6. 

Table 4.5 The parameters used in the wave model 
Parameters Options Value Unit 

Bathymetry Yes - 
Water level Yes - Hydrodymics involved in wave 

Current No - 
Gravity 9.8-10 9.81 m/s2 

Water density 950-1050 1025 kg/m3 

North - 90 deg 
Minimum depth - 0.05 m 
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Table 4.6 The processes involved in the wave model 
Processes Options Value

Wave setup Activated/None None 
Generation model for physics 1st/2nd/3rd 2nd 

Wind growth Activated/De-activated Activated
White capping Activated/De-activated Activated

Quadruplet Activated/De-activated Activated
Refraction Activated/De-activated Activated

Besides, the measured data with the time interval of 3 hours at Euro platform is taken as 
boundary condition of the wave model.  
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Fig 4.25 Comparison of significant wave height at Lichteiland Goeree  

(The whole calibration period) 
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Fig 4.26 Comparison of peak wave period at Lichteiland Goeree  

(The whole calibration period) 

The wave model reproduces the significant wave height quite well at Lichteiland 
Goeree (Fig 4.25). But for the peak wave period, the difference between the modelled 
and observed result is larger. In view of Fig 4.26, apparently the peak wave period is 
underestimated and smoothed by the model compared with the observed result. But its 
variation trend is caught appropriately by the model. Therefore, the modelled results can 
be regarded as a good representation for the real situation. The performance of the wave 
model is highly important for the following cohesive sediment model. 
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Under the boundary condition suspended sediment concentration increases linearly from 
0.01 g/l to 0.05 g/l landward, the cohesive sediment model is fulfilled with the 
parameters listed in Table 4.7. 

Table 4.7 The parameters calibrated in the sediment model 
Parameter Value Lower limit Upper limit Unit 

Reference density 1600 100 - kg/m3 

Specific density 2650 100 4000 kg/m3 

Dry bed density 500 100.0 3000 kg/m3 

Settling velocity 0.5 >0 30 mm/s 
Critical shear stress for sedimentation 0.1/1000 0 1000 N/m2 

Critical shear stress for erosion 0.6 0.001 100 N/m2 

Sediment erosion rate 0.0002 0 1 kg/m2/s 

During the observational period from 1995 to 1996, there are four time windows, which 
are 16 November 1995 – 13 December 1995, 22 December 1995 – 30 January 1996, 09 
February 1996 – 13 March 1996, and 20 March 1996 – 01 May 1996 respectively. As 
explained in Table 4.3, 16 November 1995 – 13 December 1995, 22 December 1995 – 
30 January 1996 and 09 February 1996 – 13 March 1996 are taken as calibration 
periods.  

It is remarked that _layer13 and _layer11 represent the result from the 13th and 11th 
computational layer respectively in the 3-dimensional model. We will select modelled 
results from the corresponding layers which are the closest to the observed points such 
as 0.15 m and 0.55 m above the seabed. The selected layer is denoted as _layerNo. In 
addition, all the significant wave heights at the observed four points (B, I, G and H) 
shown in figures and tables are modelled results. The comparison of sediment 
concentration during the first calibration period is carried out as shown as follows (Fig 
4.27-4.34): 
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Fig 4.27 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 1 of calibration) 
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Fig 4.28 Modelled and observed SPM concentration at 0.55 m above the seabed at B 

point (Period 1 of calibration) 
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Fig 4.29 Modelled and observed SPM concentration at 0.15 m above the seabed at I 

point (Period 1 of calibration) 
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Fig 4.30 Modelled and observed SPM concentration at 0.55 m above the seabed at I 

point (Period 1 of calibration) 
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Fig 4.31 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 1 of calibration) 
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Fig 4.32 Modelled and observed SPM concentration at 0.55 m above the seabed at G 

point (Period 1 of calibration) 
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Fig 4.33 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 1 of calibration) 
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Fig 4.34 Modelled and observed SPM concentration at 0.55 m above the seabed at H 

point (Period 1 of calibration) 

Table 4.8 Means of Significant wave height and SPM concentration 
in period 1 of calibration (Unit: m and mg/l)  

Mean 
Location 

Significant 
wave height 

Observed 
0.15m 

Modelled 
layer13 

Observed 
0.55m 

Modelled 
layer11/10

B 0.83 41.6 38.1 74.7 36.8 
I 0.44 179 35.6 238 34.1 
G 0.81 37.5 47.8 32.2 46.3 
H 0.72 847 105.5 45.7 102.8 

As shown in the comparison between the modelled and observed value during the first 
period in calibration, the difference is significant. At B point (Fig 4.27, 4.28), in the 
storm period during which the maximum significant wave height reaches 3 m, the 
modelled SPM concentration is very high compared to the measured one. There is a 
phase difference on peak value between the modelled and the observed concentration. 
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At a later stage, which is relatively calm, the concentration is underestimated by model. 
At I point (Fig 4.29, 4.30), the SPM concentration is observed for only ten days during 
which the maximum significant wave height reaches to 1 m. In this observational period, 
the modelled concentration is significantly lower than the observed, and the observed 
concentration does not seem to follow the variation of wave height at all. At G point 
(Fig 4.31, 4.32), there is a good agreement between the observed and modelled 
concentration. However, at a later time the peak of significant wave height reaches to 1 
m, the modelled value does not respond too much compared to the observed one. At H 
point, the observed value at 0.15 m above bottom is probably incorrect (Fig 4.33), 
which is not taken into our investigation. At 0.55 m above bottom, the modelled result 
is higher than the observed and some phase difference on peak still exists (Fig 4.34). 

Through the statistical measure of the first calibration period (Table 4.8), it is found that 
the model performs well at B and G points which are a little farther away from the 
mouth compared with I and H points. In addition, the SPM concentration at I point is 
underestimated quite a lot by the model during the calm period, whereas the SPM 
concentration at H point is somehow overestimated by model. In overview of the 
statistical measures, the modelled concentrations from the 13th and 11th/10th layers do 
not exhibit significant difference. However, the concentration at 0.55 m is larger than 
that at 0.15 m for I and B points, indicating the range of (in) accuracy of the observed 
data.  

In the comparison of the next calibration periods, the SPM concentrations at 0.55 m for 
the four observed points will not be presented unless the observed SPM concentration at 
0.15 m looks abnormal. 
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Fig 4.35 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 2 of calibration) 
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Fig 4.36 Modelled and observed SPM concentration at 2 m above the seabed at B point 

(Period 2 of calibration) 
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Fig 4.37 Modelled and observed SPM concentration at 8 m above the seabed at B point 

(Period 2 of calibration) 
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Fig 4.38 Modelled and observed SPM concentration at 0.55 m above the seabed at I 

point (Period 2 of calibration) 
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Fig 4.39 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 2 of calibration) 
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Fig 4.40 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 2 of calibration) 
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Table 4.9 Means of Significant wave height and SPM concentration 
in period 2 of calibration (Unit: m and mg/l)  

Mean 
Location 

Significant 
wave height 

Observed 
0.15m 

Modelled 
layer13 

Observed 
0.55m 

Modelled 
layer11/10

B 0.69 50.5 16.6 65.3 16.1 
I 0.57 212 58.6 197 55.8 
G 0.68 28.8 18.6 18.9 18.1 
H 0.60 30.7 44.9 36.6 44.0 

During the second period of calibration, the model shows a good agreement with 
observed value at G point (Fig 4.39). But for I point, the SPM concentration is still 
underestimated too much by the model (Fig 4.38). In this calibration period, there are 
four vertical observational points which are 0.15 m, 0.55 m, 2 m and 8 m above the 
seabed at B point (Fig 4.35-4.37). It is noticed that at 2 m above bottom the modelled 
concentration is much lower than the observed one which does not seem to be 
remarkably relevant with the variation on significant wave height (Fig 4.36). At 8 m 
above bottom, the concentration is overestimated by model during the storm period, 
whereas the concentration is reproduced well during the calm period (Fig 4.37). At H 
point, it is shown that the modelled concentration is a little higher than the observed one 
during the storm period while lower during the calm period (Fig 4.40).  

According to the statistical measures of the second calibration period (Table 4.9), it is 
found the SPM concentrations at B and I are underestimated so much by the model. 
However, the modelled SPM concentrations appear to be good at G and H points 
through the comparison with observed ones. 
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Fig 4.41 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 3 of calibration) 
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Fig 4.42 Modelled and observed SPM concentration at 2 m above the seabed at B point 

(Period 3 of calibration) 
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Fig 4.43 Modelled and observed SPM concentration at 8 m above the seabed at B point 

(Period 3 of calibration) 
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Fig 4.44 Modelled and observed SPM concentration at 0.55 m above the seabed at I 

point (Period 3 of calibration) 
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Fig 4.45 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 3 of calibration) 
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Fig 4.47 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 3 of calibration) 
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Table 4.8 Means of Significant wave height and SPM concentration 
in period 3 of calibration (Unit: m and mg/l)  

Mean 
Location 

Significant 
wave height 

Observed 
0.15m 

Modelled 
layer13 

Observed 
0.55m 

Modelled 
layer11/10

B 1.09 101 34.6 67.3 33.5 
I 0.69 277 46.7 202 44.5 
G 1.08 102 39.7 96.4 38.5 
H 1.01 107 109 126 106 

In the third period of calibration, the significant wave height reaches to nearly 3.5 m, so 
there can be more sediment which is resuspended from the bed. This can be easily seen 
from the observed value. However, the modelled results do not have a similar response 
to the large wave height. Thus, the modelled SPM concentration is much less than the 
observed one at B, I, and G points (Fig 4.41, 4.44, 4.45). Only at H point, the modelled 
SPM concentration peaks at 1 g/l, which is close to the observed one but some phase 
difference still exists, and during the calm period the modelled one is lower than the 
observed one as well (Fig 4.7). In addition, at B point, the modelled concentration at 2 
m and 8 m above the seabed indicates a similar result of comparison to that in the 
second calibration period (Fig 4.42, 4.43). 

In view of the statistical measures of the third calibration period, the SPM 
concentrations are underestimated by the model so much at B, I and G points. During 
the period, the mean of the significant wave height reach over 1 m, but the modelled 
results do not respond sufficiently to the large wave height except for H point.  
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Fig 4.48 The modelled available sediment mass at 4 observational points  

(The whole calibration period) 

In reality, available sediment mass is a critical factor for the SPM concentration. During 
the whole calibration period shown as Fig 4.49, it is noticeable that the available 
sediment mass at B point is generally larger than that at G and even H points during 
calm period, which indicates a part of sediment delivered from south can not arrive at G 
and H points in the calm weather.  

4.4 Model verification 

The verification is carried out with the same parameter sets configured in calibration. 
The verification contains two periods 12 November 1996 – 27 November 1996 and 06 
December 1996 – 08 January 1997 (Table 4.9), during which the modelled results are 
compared with the observed data recorded in SILTMAN data. 
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Table 4.9 Periods selected for verification in FLOW model 
 From To 

Period 1 of verification 12 November 1996 27 November 1996 
Period 2 of verification 06 December 1996 08 January 1997 

4.4.1 Verification of hydrodynamic model 

In the verification periods, there are only two points I and G, at which the velocity 
magnitude and direction are available in SILTMAN data. Besides, comparison on water 
level can be carried out at Lichteiland Goeree as well. 
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Fig 4.49 Comparison of velocity magnitude at I point (Period 1 of verification) 
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Fig 4.50 Comparison of velocity magnitude at G point (Period 1 of verification) 
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Fig 4.51 Comparison of velocity direction at I point (Period 1 of verification) 
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Fig 4.52 Comparison of velocity direction at G point (Period 1 of verification) 

Comparison at Lichteiland Goeree
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Fig 4.53 Water level at Lichteiland Goeree (Period 1 of verification) 
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Fig 4.54 Comparison of velocity magnitude at I point (Period 2 of verification) 
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Fig 4.55 Comparison of velocity magnitude at G point (Period 2 of verification) 
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Fig 4.56 Comparison of velocity direction at I point (Period 2 of verification) 
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Fig 4.57 Comparison of velocity direction at G point (Period 2 of verification) 

In the verification period, the modelled results present a good agreement with the 
observed values. But in terms of velocity magnitude at I point, the discrepancy is still 
significant. The peak velocity may exceed 1 m/s, but for the modelled result, the peak 
value can only reach up to around 0.7 m/s. Moreover, the modelled velocity direction at 
I point happens to change quite a lot at two time points during the first verification 
period without any possible explanation. In the second verification period, the modelled 
velocity magnitude at I point seems to be more close to the observed value. But it is 
remarked that the observed value seldom reaches 1 m/s compared with the prior periods. 
In view of the comparison, the modelled hydrodynamics results are quite reliable.  

4.4.2 Verification of cohesive sediment model 

Before we start to verify the cohesive sediment model, it is favourable to look through 
the results calculated by wave model which is online-coupled with flow model. 
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Fig 4.58 Comparison of significant wave height at Lichteiland Goeree  

(The whole verification period) 
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Peak Wave Period at lichteiland
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Fig 4.59 Comparison of peak wave period at Lichteiland Goeree  

(The whole verification period) 

Similar to the calibration results, the significant wave height is reproduced well by wave 
model although the modelled result is a little lower than the observed value. But with 
regard to the peak wave period, it is underestimated by model to a large extent. In 
addition, the variation pattern is captured well by the model. 

There are two periods 12 November 1996 – 27 November 1996 and 06 December – 08 
January 1997 during which verification of SPM concentration is carried out. 
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Fig 4.60 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 1 of verification) 
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Fig 4.61 Modelled and observed SPM concentration at 0.15 m above the seabed at I 

point (Period 1 of verification) 
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Fig 4.62 Modelled and observed SPM concentration at 0.55 m above the seabed at G 

point (Period 1 of verification) 
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Fig 4.63 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 1 of verification) 
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Fig 4.64 Modelled and observed SPM concentration at 2 m above the seabed at H point  

(Period 1 of verification) 
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Fig 4.65 Modelled and observed SPM concentration at 7 m above the seabed at H point 

(Period 1 of verification) 
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Table 4.10 Means of Significant wave height and SPM concentration 
in period 1 of verification (Unit: m and mg/l)  

Mean 
Location 

Significant 
wave height 

Observed 
0.15m 

Modelled 
layer13 

Observed 
0.55m 

Modelled 
layer11/10

B 1.22 1209 274 2000 261 
I 1.21 575 1042 641 948 
G 1.23 943 353 942 340 
H 1.15 642 489 742 475 

The observed values look strange in the first verification period. At B point (Fig 4.60), 
the observed SPM concentration is extremely high, which never occurred before, even 
though the significant wave height is less than 3 m. There are large differences between 
the modelled and observed concentration. At I point (Fig 4.61), initially the observed 
concentration almost remains constant, which is apparently unrealistic in the case of 
continuous change on the significant wave height. Contrary to the calibration periods, 
the modelled concentration is significantly larger than the observed especially during 
the storm period. However it is remarked that in the calibration periods most of the 
observed values at I point are available only in relatively calm period during which the 
largest significant wave height is not more than 1.5 m. At G point (Fig 4.62), there are 
some observed values which are missing at the initial stage. But for the other times of 
this period, the modelled results are lower than the observed values. At H point (Fig 
4.63), during the calm periods, the modelled concentration is remarkably lower than the 
observed one at 0.15 m above the seabed; at 2 m above seabed (Fig 4.64), the modelled 
one is a little lower than the observed one while at 7 m above seabed (Fig 4.65), the 
modelled one looks better. At last, it is noticeable that in the first verification period, the 
number of times the significant wave height exceeds 2 m equals to six. 

Upon the statistical measures of the first verification period (Fig 4.10), the significant 
wave height is substantially higher than before. As a result, the observed values have 
much more response to the significant wave height at all four points (B, I, G and H), all 
of which are 1-3 times larger than the modelled ones except for H point., where the 
modelled concentration appears to be closer to the observed one and about 30% lower 
than the observed one. 

 06 December 1996  – 08 January 1997 
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Fig 4.66 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 2 of verification) 
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Fig 4.67 Modelled and observed SPM concentration at 0.15 m above the seabed at I 

point (Period 2 of verification) 
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Fig 4.68 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 2 in verification) 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

06/12/1996 00:00 11/12/1996 00:00 16/12/1996 00:00 21/12/1996 00:00 26/12/1996 00:00 31/12/1996 00:00 05/01/1997 00:00

Date

Se
di

m
en

t C
on

ce
nt

ra
tio

n 
[g

/l]

0

0.5

1

1.5

2

2.5

W
av

e 
H

ei
gh

t [
m

]

Model_H_layer13
Observed_0.15m
Significant wave height

 
Fig 4.69 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 2 of verification) 
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Fig 4.70 Modelled and observed SPM concentration at 2 m above the seabed at H point 

(Period 2 of verification) 
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Table 4.11 Means of Significant wave height and SPM concentration 
in period 2 of verification (Unit: m and mg/l)  

Mean 
Location 

Significant 
wave height 

Observed 
0.15m 

Modelled 
layer13 

Observed 
0.55m 

Modelled 
layer11/10

B 0.78 232 68.6 220 66.1 
I 0.70 189 176 129 166 
G 0.76 67.1 77.5 153 75.2 
H 0.71 91.5 136 179 132 

In the second verification period which is relatively calm, there is only one time the 
significant wave height reaches 2 m. At B point (Fig 4.66), the observed concentration 
is always higher than the modelled one irrespective of storm or calm periods. At I point 
(Fig 4.67), the modelled concentration is much higher than the observed one during the 
storm periods. But during the calm periods, the modelled one is a little lower than the 
observed one. At G and H point (Fig 4.68, 4.69), the modelled concentration is lower 
than the observed one as well during the calm periods, however the modelled one 
responds well during the storm periods despite some discrepancies on peak values. As 
to H point, at 2 m above seabed (Fig 4.70), the modelled concentration is significantly 
higher than the observed one which sometimes does not respond to the significant wave 
height during storm periods, whereas the modelled one is lower than the observed one 
during the calm periods. 
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Fig 4.71 The modelled available sediment mass at 4 observational points  

(The whole verification period) 

During the verification period shown in Fig 4.49, there are large increases in sediment 
availability at all of the 4 points during the initial period, The main reason behind this is 
that the amount of sediment delivered from the river is quite large during that period. In 
addition, similar to the result of the calibration period, the available sediment mass at B 
point in larger than that at G and even H point during calm periods. But in this 
verification period the difference is the available mass at B point is also larger than that 
at G point during the initial storm period. 

4.5 Conclusions 

In this chapter, the calibration and verification results of a coupled model consisting of 
flow, wave and sediment module are presented.  

The following conclusions can be drawn for the modelling of hydrodynamics, wave and 
cohesive sediment: 
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 The hydrodynamic results are reproduced quite well by RIJMAMO model in terms 
of water level, velocity magnitude and direction both in calibration and verification. 
That means the boundary conditions extracted from large-scale model ZUNO 
model is appropriate. However, some discrepancies can’t be neglected. At I point, 
the observed peak velocity usually reaches over 1 m/s, which is almost impossible 
to be captured by the model. The reason should be some local effects. In reality, I 
point is quite close to the dike which has the shape of a circle (Fig 4.5, 4.6). During 
the schematization for the reality, although the model can be boundary-fitted with 
curvilinear grids, in the existing flow grid the dike is schematized by several 
segments of straight line (Fig 4.6). In addition, some phase differences on velocity 
direction between the modelled and observed values may be attributed to the 
boundary condition applied at the river boundary. The boundary condition is a day 
averaged discharge which is automatically interpolated to 1 minute time interval by 
the model. Generally speaking, the modelled hydrodynamic results are judged 
sufficient to contribute to a study on sediment dynamics. 

 In the wave model, there is only one observational point at which we can make 
comparison. According to the comparison, the wave model shows a good 
performance on simulating the significant wave height. Moreover, the variation 
pattern of the peak wave period is captured by the model, but the value is 
underestimated by the model. Some errors should be from generating bathymetry of 
wave grid which is established on the extension of flow grid (Fig 4.4). However, 
the bathymetry data for the whole wave grid consists of two parts, of which one is 
from the RIJMAMO model and the other is from ZUNO model for the extension of 
flow gird. After putting them together, there appears to be a sudden change on 
topography at the joint of two parts although some work is done on smoothing. 

 The performance of the hydrodynamics and wave models lays down a solid basis 
for the cohesive sediment model. Based on the calibration and verification of the 
cohesive sediment model, it is found that the modelled SPM concentration is 
always lower than the observed one during most of the calm periods. Especially at I 
point, the modelled one is significantly lower than the observed one, but which is 
not difficult to explain. In view of the observed velocity at I point, the peak value 
usually reaches over 1 m/s, which is can’t be reproduced by the hydrodynamics 
model. As a result, the hydrodynamics at I point is underestimated a lot by the 
model. In addition, during the extreme storm periods such as those in the third 
calibration and first verification periods the SPM concentration is underestimated 
by the model so much except for H point where the modelled concentration reaches 
a level close to the observed one. During normal storm periods such as those in the 
first, second calibration periods and the second verification period, the modelled 
concentration has a good agreement with the observed one except for B point, 
where the concentration is underestimated by the model to a large extent. However, 
in view of the observed velocity magnitude in SILTMAN data and the modelled 
one, the hydrodynamics at B point is the weakest in the four observational points. 
Moreover, some phase differences still exist. The modelled SPM concentration 
always follow the variation pattern of significant wave height, but the observed one 
does not follow it completely and sometimes exhibits a characteristic of being 
strongly stochastic. 

 Through the comparison between the observed value and modelled result, it is not 
advisable to fully believe the observed value which does not depict the real case 
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sometimes. It is remarked that all of the observed value in SILTMAN data is raw 
without being processed. So some noises from measurement usually appear in the 
comparison. Sometimes we can identify them by comparing the observed values at 
0.15 m and 0.55 m above the seabed. In principle, they should keep in same 
variation trend, and in normal condition the concentration at 0.15 m should be a 
little larger than that at 0.55 m according to vertical profile (Fig 2.1). Besides, the 
observed concentration appears to change very rapidly, usually after one peak, and 
then it falls down to a low level in a quite short time. So the shape of its varying 
curve seems to be much steeper than the modelled one.  

 In the flow model, there is only one sediment layer and one sediment component, 
thus the involved processes are relatively simple for describing the sediment 
dynamics. In order to achieve a compromise between the calm period and storm 
period, the critical shear stress is set a little larger, which is a principal factor 
causing the modelled SPM concentration to be lower than the observed one during 
most of the calm periods. Therefore, for the sake of solving this problem about the 
compromise between the calm and storm periods, WAQ (WAter Quality) model 
involving two layers, two sediment components and more processes will be applied 
in this study. 
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Chapter5  WAQ Model 

In reality, cohesive sediment dynamics involves a number of processes, which are 
simplified in the flow model. But due to the fact that some important processes are 
missing in the flow model, it is difficult to describe the reality only by the cohesive 
sediment process implemented in the flow model. Therefore, in order to describe the 
reality better, WAQ model involving more processes is introduced to this study, which 
is used for versatile water quality modelling including physical, (bio)chemical and 
biological processes. Moreover, in the last chapter, the calibration and verification are 
presented with the parameter set with which the best modelled results are obtained. 
However, it is quite probable to find out a better parameter set for the flow model. The 
problem is the computation of the flow model is quite time-consuming, requiring 13 
days to do simulation for 83 days on a high-speed computer. Obviously, the calibration 
is quite time-consuming within the flow model. But within WAQ model the 
computational time is only 1 day for the same simulation period 83 days after the 
hydrodynamic computation is done by the flow model. Then the WAQ model can 
calculate the cohesive sediment dynamics based on the hydrodynamic results such as 
flow pattern, vertical dispersion, and total bed shear stress. Therefore, in order to 
understand the mechanics dominating cohesive sediment dynamics in a more 
comprehensive way, and to get more reasonable modelled results referring to the 
observed values collected in SILTMAN data, it is worthwhile to apply WAQ model in 
this study. 

5.1 Calibration of WAQ model 

This calibration starts with the same parameter (Table 5.1) set which has been verified 
against to SILTMAN data within ZUNO model (Van Kessel, 2006). Additionally, the 
same boundary conditions as that for the FLOW model are used for WAQ model. It is 
defined that the sediment concentration increases from 10 mg/l to 50 mg/l gradually 
onshore. Moreover, there are two periods selected for the calibration of WAQ model 
(Table 5.2). 

Table 5.1 Parameters used in WAQ model 
Parameter Description Value Unit 
TauShields Shields shear stress for resusp. pick-up 1.5 N/m2 
GRAIN50 Grain size (D50) 0.0003 m 

GRAV Gravitional acceleration 9.8 m/s2 
KinViscos Kinematic viscosity 1.00E-06 m2/s 

RHOSAND bulk density sand 2.60E+06 g/m3 
RhoWater density of water 1020 kg/m3 

PORS2 porosity of sediment layer S2 0.4 - 
ThickS2 Thickness of layer S2 van Rijn pick-up resusp. 0.1 m 

MinDepth minimum waterdepth for sedimentation 0.1 m 
MaxResPup Maximum resuspension pick-up 3600 g/m2/d 
FactResPup Factor resuspension pick-up 3.50E-07 - 
VSedIM1 sedimentation velocity IM1 10.8 m/d 
TaucSIM1 critical shear stress for sedimentation IM1 1000 N/m2 

FrIM1SedS2 fraction sedimentation IM1 towards S2 0.05 - 



 

72  

VResIM1 first order resuspension velocity IM1 0.5 1/d 
SWResIM1 switch resuspension IM2 (0=resdm, 1=resim2) 1 - 
SWResIM2 switch resuspension (0=z+f, 1=min(z,f)) 1 - 
VSedIM2 sedimentation velocity IM2 86.4 m/d 
TaucSIM2 critical shear stress for sedimentation IM2 1000 N/m2 

FrIM2SedS2 fraction sedimentation IM2 towards S2 1.25E-02 - 
VResIM2 first order resuspension velocity IM2 2 1/d 

FrTIMS2Max maximum fraction TIM in layer S2 pick-up 0.6 - 
TaucRS1DM critical shear stress for resuspension DM in layer S1 1000 N/m2 
TaucRS1IM1 critical shear stress for resuspension IM1S1 0.1 N/m2 
TaucRS1IM2 critical shear stress for resuspension IM2S2 0.1 N/m2 
TaucRS2DM critical shear stress for resuspension DM in layer S2 1000 N/m2 
TaucRS2IM1 critical shear stress for resuspension IM1S2 1000 N/m2 
TaucRS2IM2 critical shear stress for resuspension IM2S2 1000 N/m2 

Table 5.2 Periods selected for calibration in WAQ model 
 From To 

Period 1 of WAQ calibration 16 November 1995 13 December 1995 
Period 2 of WAQ calibration 22 December 1995 30 January 1996 

With the parameter set, modelled results during two periods 16 November 1995 – 13 
December 1995 and 22 December 1995 – 30 January 1996 are calculated by WAQ 
model after adequate spin-up of the model. Moreover, the total bed shear stress which is 
a critical factor to determine the dynamics of cohesive sediment is exported from the 
WAQ model and its values are inserted into the comparison figures instead of the 
previous significant wave height. Besides, the SPM concentration modelled by FLOW 
is added to the comparison figures as well. 
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Fig 5.1 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 1 of WAQ calibration) 
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Fig 5.2 Modelled and observed SPM concentration at 0.15 m above the seabed at I point 

(Period 1 of WAQ calibration) 
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Fig 5.3 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 1 of WAQ calibration) 
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Fig 5.4 Modelled and observed SPM concentration at 0.55 m above the seabed at H 

point (Period 1 of WAQ calibration) 

Table 5.3 Means of Total bed shear stress and SPM concentration 
in period 1 of WAQ calibration (Unit: N/m2 and mg/l)  

Modelled layer13 Modelled layer11/10 Mean 
 
Location 

Shear stress Observed 
0.15m WAQ FLOW

Observed 
0.55m WAQ FLOW 

B 1.15 41.6 39.7 38.1 74.7 37.1 36.8 
I 0.62 179 42.9 35.6 238 39.2 34.1 
G 1.12 37.5 42.3 47.8 32.2 39.9 46.3 
H 1.55 847 74.8 105.5 45.7 70.7 102.8 

Through the comparison of the first calibration period (Fig 5.1-5.4), it is found at B 
point (Fig 5.1), the modelled SPM concentration of WAQ has right response to the 
wave-induced bed shear stress during the storm period, but its value is lower than the 
observed one and the modelled one of FLOW. During most of the calm periods, the 
modelled concentration of WAQ is lower than the observed one but a little higher than 
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the modelled one of FLOW. At I point (Fig 5.2), during this measurement period which 
is relatively calm, the total bed shear stress is not more than 3 N/m2. The modelled 
concentration of WAQ is a little larger than the one of FLOW but still significantly 
lower than the observed one, which is also indicated in Table 5.3. At G point (Fig 5.3), 
similar to B point, the observed concentration is also underestimated by WAQ during 
the storm period, whereas the modelled concentration of WAQ has a good agreement 
with the observed one during the calm period. At H point (Fig 5.4), compared to the 
FLOW result, the WAQ seems to be closer to the observed concentration during the 
storm period, whereas the observed one is overestimated a lot by the FLOW model (Fig 
5.4). 

Upon the statistical measures of the first calibration period (Table 5.3), there is not 
significant difference between the modelled concentrations of WAQ and FLOW except 
for H point, at which the modelled concentration of FLOW is about 40% larger than the 
one of WAQ. That is because effects on hydrodynamics caused by sediment are not 
accounted for in WAQ model, whereas the sediment-flow interactions such as damping 
of vertical mixing and density current are taken into account in FLOW model. The SPM 
concentration is higher, these effects are more significant. The WAQ model performs 
well at B, G and H points. At I point, the large discrepancy still exists, which is similar 
to the FLOW model.  
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Fig 5.5 Modelled and observed SPM concentration at 0.15 m above the seabed at B 

point (Period 2 of WAQ calibration) 
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Fig 5.6 Modelled and observed SPM concentration at 2 m above the seabed at B point 

(Period 2 in WAQ calibration) 
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Fig 5.7 Modelled and observed SPM concentration at 8 m above the seabed at B point 

(Period 2 of WAQ calibration) 
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Fig 5.8 Modelled and observed SPM concentration at 0.55 m above the seabed at I point 

(Period 2 of WAQ calibration) 
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Fig 5.9 Modelled and observed SPM concentration at 0.15 m above the seabed at G 

point (Period 2 of WAQ calibration) 
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Fig 5.10 Modelled and observed SPM concentration at 0.15 m above the seabed at H 

point (Period 2 of WAQ calibration) 
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Table 5.4 Means of Total bed shear stress and SPM concentration 
in period 2 of WAQ calibration (Unit: N/m2 and mg/l)  

Modelled layer13 Modelled layer11/10 Mean 
 
Location 

Shear stress Observed 
0.15m WAQ FLOW

Observed 
0.55m WAQ FLOW 

B 0.88 50.5 17.3 16.6 65.3 16.4 16.1 
I 0.76 212 37.8 58.6 197 34.1 55.8 
G 1.07 28.8 17.1 18.6 18.9 16.4 18.1 
H 1.47 30.7 27.7 44.9 36.6 26.5 44.0 

During the second calibration period (Fig 5.5-5.10), it is found that at B point, firstly at 
0.15 m above the seabed (Fig 5.5), the modelled concentration of WAQ is a little lower 
than the modelled one of FLOW but still close to the observed one. During the calm 
period, both of the modelled results are lower than the observed value even though the 
modelled one of WAQ is a little larger than the modelled one of FLOW, which is 
similar to the comparison at 2 m above the seabed (Fig 5.6). At 8 m above the seabed 
(Fig 5.7), the observed concentration is overestimated by FLOW model but in a good 
agreement with the modelled one of WAQ. During the calm period, the modelled 
concentration of WAQ seems to be a little larger than the modelled one of FLOW. At I 
point (Fig 5.8), during the storm period, the FLOW model has right response to the 
wave-induced shear stress, but obviously the WAQ model does not respond sufficiently. 
During the calm period, both of the modelled results are significantly lower than the 
observed value. At G point (Fig 5.9), the modelled concentration of WAQ has response 
to the wave-induced shear stress, but  is much lower than the observed one during the 
storm period. At H point (Fig 5.10), the case is similar to the G point during the storm 
period. But during the calm period the modelled concentration of WAQ is higher than 
the modelled one of FLOW and observed one. 

According to the statistical measures of the second calibration period (Table 5.3), there 
is still a large discrepancy at I point, and the observed concentration is underestimated a 
lot by both of FLOW and WAQ models. The modelled results look better at G and H 
points. It is addressed that the concentration is higher, the difference between the 
FLOW and WAQ is larger. 

5.2 Conclusions 

Based on the comparison presented above, the following conclusions can be drawn: 

In overview of the comparison, the SPM concentration modelled by WAQ closely 
follows that modelled by FLOW under the condition that the concentration is not very 
high. During storm periods, the WAQ appears to respond much less on the SPM 
concentration compared to that modelled by FLOW. However, during most of calm 
periods the concentration modelled by WAQ is a little larger than that modelled by 
FLOW, which indicates there is more sediment which responds to the tide-induced 
shear stress. Because in the WAQ model, two sediment components are introduced, one 
is finer with smaller critical erosion shear stress and the other is coarser with larger 
critical erosion shear stress, in calm periods the finer one is able to respond to the tide-
induced shear stress which is much smaller than the wave-induced one. Moreover, at B 
point the modelled concentration of WAQ at 2m above the seabed is still significantly 
lower than the observed one although it is a little higher than the modelled one of 
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FLOW. At last, the observed concentration changes very rapidly, there are quite steeper 
fluctuations on the variation pattern, which are difficult to captured by WAQ or FLOW. 

Through the application of WAQ model, although it does not seem to be much better 
than FLOW model in view of the comparison with the observed value, it still displays 
some positive hints which can guide us to do further calibration. Last but not least, 
using WAQ model, a large amount of time is saved for the calibration of model. 
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Chapter 6  Conclusions and Recommendations 

The main objective of this study is to understand the underlying mechanics which 
governs cohesive sediment dynamics in different weather conditions. Of course during 
the storm periods, the cohesive sediment dynamics is more important. So far, some 
conclusions can be drawn based on the work which has been done. 

6.1 Conclusions 

For the sake of providing appropriate hydrodynamic boundary conditions to the finer 
RIJMAMO model, the study commenced with large-scale ZUNO model. Actually this 
model has been verified by WL | Delft Hydraulics, but due to the unavailability of the 
required data for 1995, temperature, salinity and space varying atmospheric pressure 
processes are removed from the original model. Besides, the wind data is taken from 
one observational point instead of the space-varying data. With the simplified model, 
the simulated water level at three observational points is compared with the measured 
one and another simulated one by the original model. In view of the comparison, the 
simplified model does not decrease the simulation accuracy on water level at least in the 
nearshore area, and the original model also behaves well as we expect. Therefore, the 
simulated hydrodynamic result by the simplified model can be used to provide 
boundary condition to the finer model as well. 

The hydrodynamic boundary condition for RIJMAMO is a time-series with time 
interval of 5 minutes, which is extracted from the simulated results on corresponding 
grids in ZUNO model. The modelled velocity magnitude and direction are compared 
with the observed values at four observation points in SILTMAN data, and the 
comparison on water level at Lichteiland Goeree is carried out as well. Through the 
calibration and verification on hydrodynamic model, we can see the modelled 
hydrodynamic results are quite satisfying except for the velocity magnitude at I point. 
At this point which is so close to the dike, the peak of velocity magnitude usually 
reaches over 1 m/s which is nearly impossible to captured by the model in the existing 
grid structure used in this study. 

Within the wave model, the significant wave height is reproduced well although some 
peaks are underestimated a little. Moreover, the peak wave period is significantly 
underestimated and smoothed by the model but the variation pattern is still reproduced 
in a right way. Generally speaking, these modelled results can be applied to cohesive 
sediment model within sufficient accuracy. 

With regard to cohesive sediment model, there are two models FLOW and WAQ which 
are used in this study. In fact, the observed SPM concentration shows a characteristic of 
being highly stochastic. But for this study, what the numerical model can explain is 
deterministic process. In FLOW model, the modelled SPM concentration always 
follows the variation pattern of significant wave height. Compared with the observed 
value, the modelled one seems to be a little lower during the calm period, which 
indicates there is less sediment that responds to tide-induced shear stress. In WAQ 
model, during the calm period, there appears to be more sediment that responds to tide-
induced shear stress than that in FLOW model, however, compared with the observed 
values, the amount of response is still not enough. Finally, the steep fluctuations on 
observed concentration seem to be impossible to reproduce by the models. 
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6.2 Recommendations 

Apart from the conclusions listed above, there are some recommendations for the future 
study: 

The hydrodynamic boundary conditions for RIJMAMO model are time-series, with 
which the model shows a good performance during the calibration and verification. So 
it is worthwhile to use astronomic type of boundary condition to describe the existing 
time-series type of that at the three seaside boundaries. After that, we will not need to 
run ZUNO model any more before we run RIJMAMO model. 

During flow simulation, we take morphology into account. The bathymetry is updated 
and there is feedback to hydrodynamics. However, our calibration period is about half a 
year long, thus the simulation has to be split to several time windows. The new 
simulation starts with calculated results of the last time step in the last simulation as 
initial conditions. However, the model loads bathymetry from original bathymetry file 
but not from the updated bathymetry in the last simulation. How to update the 
morphology for segmented simulation is an interesting topic for software developers. 

Accounting for the characteristic of cohesive sediment, flocculation in salinity water is 
an important process which has significant effect on the vertical distribution of sediment 
concentration. Thus, this is another interesting topic we can study applying an 
appropriate model to describe the flocculation in the future. 

WAQ model displays some advantages, but in view of the modelled results using the 
same parameter set as ZUNO model, it is not satisfying enough. There should be much 
more potential we can exploit on WAQ. Firstly, the parameters need to be calibrated 
further. Secondly, the boundary conditions can be extracted from ZUNO model which 
has been verified against SILTMAN data, or provided by data-driven model. 

In SILTMAN data, the time interval of observation is 10 minutes, but at some time 
points the observed values are missing. In order to gain clearer insight on the general 
variation pattern of SPM concentration, the raw observed data should be processed. It is 
advised to pick up the observed value on every 1 hour or 2 hours from the raw data, and 
then make comparison with modelled result. The reason of doing so is not only for 
reaching a better agreement visually but also for filtering some noises from the observed 
value. 
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