
 
 

Delft University of Technology

Controlled synchronization of mechanical systems with a unilateral constraint

Baumann, Michael; Biemond, J. J Benjamin; Leine, Remco I.; van de Wouw, Nathan

DOI
10.1016/j.ifacol.2016.10.188
Publication date
2016
Document Version
Final published version
Published in
IFAC-PapersOnLine

Citation (APA)
Baumann, M., Biemond, J. J. B., Leine, R. I., & van de Wouw, N. (2016). Controlled synchronization of
mechanical systems with a unilateral constraint. In A. Teel (Ed.), IFAC-PapersOnLine: Proceedings 10th
IFAC Symposium on Nonlinear Control Systems (NOLCOS 2016) (pp. 339-344). (IFAC-PapersOnLine; Vol.
49, No. 18). Elsevier. https://doi.org/10.1016/j.ifacol.2016.10.188
Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.ifacol.2016.10.188
https://doi.org/10.1016/j.ifacol.2016.10.188


IFAC-PapersOnLine 49-18 (2016) 339–344

ScienceDirectScienceDirect

Available online at www.sciencedirect.com

2405-8963 © 2016, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
Peer review under responsibility of International Federation of Automatic Control.
10.1016/j.ifacol.2016.10.188

© 2016, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.

Controlled synchronization of mechanical
systems with a unilateral constraint �

Michael Baumann ∗ J. J. Benjamin Biemond ∗∗

Remco I. Leine ∗∗∗ Nathan van de Wouw ∗∗∗∗

∗ Institute of Mechanical Systems, ETH Zurich, Switzerland
∗∗ Department of Computer Science, KU Leuven, Belgium

∗∗∗ Institute for Nonlinear Mechanics, University of Stuttgart,
Germany

∗∗∗∗ Department of Mechanical Engineering, Eindhoven University of
Technology, The Netherlands; Department of Civil, Environmental &
Geo- Engineering, University of Minnesota, U.S.A.; Delft Center for
Systems and Control, Delft University of Technology, The Netherlands

Abstract: This paper addresses the controlled synchronization problem of mechanical systems
subjected to a geometric unilateral constraint as well as the design of a switching coupling law to
obtain synchronization. To define the synchronization problem, we propose a distance function
induced by the quotient metric, which is based on an equivalence relation using the impact
map. A Lyapunov function is constructed to investigate the synchronization problem for two
identical one-dimensional mechanical systems. Sufficient conditions for the individual systems
and their controlled interaction are provided under which synchronization can be ensured. We
present a (coupling) control law which ensures global synchronization, also in the presence of
grazing trajectories and accumulation points (Zeno behavior). The results are illustrated using
a numerical example.

Keywords: Synchronization, measure differential inclusions, unilateral constraints, Lyapunov
stability, hybrid systems

1. INTRODUCTION

Synchronization of coupled dynamical systems leads to
‘motion in unison’ which is a fundamental phenomenon
appearing in, for example, biological and engineering sys-
tems. The synchronization of chaotic oscillators, neural
systems and mechanical systems described by smooth non-
linear systems has been studied extensively, see Pikovsky
et al. (2001); Nijmeijer and Rodriguez-Angeles (2003);
Arenas et al. (2008); Strogatz (2003) and references
therein. Synchronization of nonsmooth systems has re-
ceived significantly less attention and to the best of the
authors knowledge, the problem of synchronization for
unilaterally constrained mechanical systems has not yet
been addressed.
In this paper, synchronization is analyzed for mechanical
systems with geometric unilateral constraints, which occur
generally if mechanical systems (such as, e.g., robots)
interact with a rigid environment. The dynamics of these
systems comprises impacts which induce velocity jumps,
rendering the system dynamics of an impulsive, hybrid na-
ture (Leine and van de Wouw (2008); Goebel et al. (2012);
Michel and Hu (1999)). For unilaterally constrained me-
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chanical systems, accumulation points of infinitely many
impact events can generally be observed, which is known
as Zeno-behavior. To describe the dynamics which in-
cludes such accumulation points, system models in terms
of Measure Differential Inclusions (MDIs) are employed in
Moreau (1988); Leine and van de Wouw (2008).
Because impacts of unilaterally constrained mechanical
systems are a consequence of collisions and therefore are
state-triggered events (i.e., occur at a certain position),
they generally do not occur at the same time instants for
nearby trajectories. Therefore, one expects a small time-
mismatch of the impact time instants even for arbitrarily
close initial conditions. During this time (mismatch) inter-
val, a large Euclidean error is observed, cf. Biemond et al.
(2013); Brogliato et al. (1997); Forni et al. (2013); Leine
and van de Wouw (2008); Menini and Tornambè (2001).
Hence, the Euclidean synchronization error dynamics is
generally unstable in the sense of Lyapunov and existing
synchronization results are not applicable to mechanical
systems with unilateral position constraints. An exception
is the synchronization between a mechanical system and
an observer, in which the impacts of the observer state can
be made to coincide with the impacts of the mechanical
systems, as exploited in Baumann and Leine (2015).
Recently, focusing on the stability of jumping trajectories,
the ‘peaking phenomenon’ has been addressed for hybrid
systems in the framework of Goebel et al. (2012) by consid-
ering stability in terms of a novel distance function which
takes the jump characteristics into account, cf. Biemond
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et al. (2013, 2015). This approach has been extended in
Postoyan et al. (2015) towards incremental stability. These
approaches, however, are not applicable if either the time
between state jumps can be arbitrarily small (especially
in Zeno events), or if jumps can occur where the pre-
and post-jump states are arbitrary close to each other.
Both phenomena are generally expected in unilaterally
constrained mechanical systems, motivating the synchro-
nisation problem under study, in which hybrid trajectories
are expressed by measure differential inclusions.
We distinguish three main contributions. First, we con-
struct a distance function for mechanical systems with
multiple degrees of freedom and a single geometric unilat-
eral constraint, therewith extending the distance function
design in Schatzman (1998)). This distance function can
be used to define when solutions are considered close
to synchronization or when they are synchronized. The
synchronization problem formulation, which we establish
based on the presented distance function, is applicable to
generic mechanical systems with a unilateral constraint.
To the best of the authors knowledge, this formulation
is the first that is applicable to state-triggered hybrid
systems and does not resort to Poincaré maps. Second,
Lyapunov arguments are used to investigate this synchro-
nization problem for the one-dimensional case and provide
conditions on the individual systems and their controlled
interaction which guarantee that synchronization indeed
occurs. In contrast to the hybrid systems in Biemond et al.
(2013); Forni et al. (2013), impacts with arbitrary small
velocity jumps can occur, which severely complicates the
Lyapunov function design and analysis. Third, we design
a control law to enforce controlled synchronization using
non-impulsive forces generated by the interaction network.
Finally, the results are illustrated with a numerical exam-
ple.

2. MECHANICAL SYSTEMS WITH A SINGLE
UNILATERAL CONSTRAINT

We consider an n-DOF (degrees of freedom) mechanical
system subjected to a single frictionless geometric uni-
lateral constraint. The state of the system is described
by the generalized coordinates q(t) ∈ Rn and veloci-
ties u(t) ∈ Rn. The non-impulsive dynamics is described
by the kinematic equation and the equation of motion
given by

q̇ = u,

Mu̇− h(q,u, τ , t) = wλ,
(1)

where h(q,u, τ , t) is a function of the state (q,u), the
control inputs τ and the time t explicitly. We will use the

notation (x,y) =
(
xT yT

)T
, where x,y ∈ Rn. The mass

matrix M = MT � 0 is symmetric and assumed to be
constant and positive definite. The motion of the system
is restricted by a single scleronomic geometric unilateral
constraint g(q) ≥ 0, where g : Rn → R is an affine function

of q. The constraint velocity γ(u) = dg(q(t))
dt = wTu is

the time derivative of the constraint distance g, where

w =
(
∂g
∂q

)T
is the associated generalized force direction.

The force law for the constraint force λ is described by the
inequality complementarity condition, see Glocker (2001)
(also referred to as Signorini’s law):

0 ≤ g(q) ⊥ λ ≥ 0, (2)

where a ⊥ b denotes ab = 0. The admissible set of
states is A :=

{
(q,u) ∈ R2n

∣∣ g(q) ≥ 0
}
. The boundary

of A is partitioned as ∂A = ∂A+ ∪ ∂A− with ∂A+ :={
(q,u) ∈ R2n

∣∣ g(q) = 0, γ(q,u) ≥ 0
}
and ∂A− ={

(q,u) ∈ R2n
∣∣ g(q) = 0, γ(q,u) < 0

}
. An impact is immi-

nent if the state is in ∂A− because an impact is required
for the system to remain in the admissible set A. The
impulsive dynamics is described by the impact equation

M(u+ − u−) = wΛ, (3)

where u−(t) = limτ↑0 u(t+τ) and u+(t) = limτ↓0 u(t+τ)
are the pre- and post-impact velocities, respectively. The
constraint impulse Λ is given by the generalized Newton’s
law (see Glocker (2001)) with coefficient of restitution
e ∈ [0, 1]:

g(q) = 0 : 0 ≤ Λ ⊥ wT(u+ + eu−) ≥ 0. (4)

We note that infinitely many impacts can occur in a finite
time interval, known as Zeno behavior or the accumulation
of impact time instants. Our desire to accommodate the
modeling of such behaviors motivates describing the dy-
namics with measure differential inclusions (1)–(4), which
can be written in the compact form (see Moreau (1988);
Leine and van de Wouw (2008))

dq = udt,

Mdu− h(q,u, τ , t)dt = w(λdt+ Λdη),

with λ and Λ satisfying (2) and (4). The generalized
coordinates q : R → Rn are absolutely continuous func-
tions in time and their measure dq has density u with
respect to the Lebesgue measure dt. The generalized ve-
locities u : R → Rn are discontinuous due to the impulsive
dynamics, but they are assumed to be functions of special
locally bounded variation (see Ambrosio et al. (2000)),
such that the pre- and post-impact velocities u−(t) and
u+(t), respectively, are defined for every point in time. The
measure du has a density u̇ with respect to the Lebesgue
measure dt and a density (u+ − u−) with respect to the
atomic measure dη, i.e., du = u̇dt + (u+ − u−)dη. The
atomic measure dη =

∑
i dδti is the sum of Dirac point

measures dδti at the discontinuity points ti, cf. Glocker
(2001).
As shown in Leine and Baumann (2014), the impact equa-
tion (3) together with the impact law (4) results in an
explicit impact map Z̄ : (q,u−) �→ (q,u+) = Z̄ (q,u−),
where

Z̄
(
q,u−) = (

q, Zq(u
−)

)

with Zq(u
−) = (1 + e) proxMTC(q)(u

−)− eu−,

where TC(q) =
{{

u|wTu ≥ 0
}

if g(q) = 0,

Rn if g(q) > 0

(5)

and proxMT (u) denoting argminv∈T ‖u − v‖M . In the
following section, we consider the synchronization problem
for mechanical systems of the form (1)–(4). The ‘peaking
phenomenon’, which appears when the Euclidean synchro-
nization error is considered, is induced by the nature of the
underlying system. We construct a function d that takes
the role of distance and is continuous when evaluated along
solutions by explicitly incorporating the impact map Z̄.
The property of non-expansivity of Z̄ as defined in Bau-
mann and Leine (2015) leads to a great simplification in
the construction of the distance function.
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We note that infinitely many impacts can occur in a finite
time interval, known as Zeno behavior or the accumulation
of impact time instants. Our desire to accommodate the
modeling of such behaviors motivates describing the dy-
namics with measure differential inclusions (1)–(4), which
can be written in the compact form (see Moreau (1988);
Leine and van de Wouw (2008))

dq = udt,

Mdu− h(q,u, τ , t)dt = w(λdt+ Λdη),

with λ and Λ satisfying (2) and (4). The generalized
coordinates q : R → Rn are absolutely continuous func-
tions in time and their measure dq has density u with
respect to the Lebesgue measure dt. The generalized ve-
locities u : R → Rn are discontinuous due to the impulsive
dynamics, but they are assumed to be functions of special
locally bounded variation (see Ambrosio et al. (2000)),
such that the pre- and post-impact velocities u−(t) and
u+(t), respectively, are defined for every point in time. The
measure du has a density u̇ with respect to the Lebesgue
measure dt and a density (u+ − u−) with respect to the
atomic measure dη, i.e., du = u̇dt + (u+ − u−)dη. The
atomic measure dη =

∑
i dδti is the sum of Dirac point

measures dδti at the discontinuity points ti, cf. Glocker
(2001).
As shown in Leine and Baumann (2014), the impact equa-
tion (3) together with the impact law (4) results in an
explicit impact map Z̄ : (q,u−) �→ (q,u+) = Z̄ (q,u−),
where

Z̄
(
q,u−) = (

q, Zq(u
−)

)

with Zq(u
−) = (1 + e) proxMTC(q)(u

−)− eu−,

where TC(q) =
{{

u|wTu ≥ 0
}

if g(q) = 0,

Rn if g(q) > 0

(5)

and proxMT (u) denoting argminv∈T ‖u − v‖M . In the
following section, we consider the synchronization problem
for mechanical systems of the form (1)–(4). The ‘peaking
phenomenon’, which appears when the Euclidean synchro-
nization error is considered, is induced by the nature of the
underlying system. We construct a function d that takes
the role of distance and is continuous when evaluated along
solutions by explicitly incorporating the impact map Z̄.
The property of non-expansivity of Z̄ as defined in Bau-
mann and Leine (2015) leads to a great simplification in
the construction of the distance function.
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3. SYNCHRONIZATION PROBLEM

We say that two states are synchronized if they are
identical or if they are mapped to the same point in
the state space by the impact map. In this sense, two
points x = (qx,ux) and y = (qy,uy) in the state space
are considered equivalent if they are mapped to the same
point by the impact map Z̄, which is written as

x ∼ y ⇔ Z̄(x) = Z̄(y). (6)

Similar to the synchronization manifold defined for smooth
systems, we define the synchronization set as S :={
(x,y) ∈ A2

∣∣x ∼ y
}
. The synchronization set S can be

partitioned as

S = S00 ∪ S01 ∪ S10 ∪ S11 (7)

with the four subsets defined by

S00 =
{
(x,y) ∈ S

∣∣x,y ∈ intA ∨ x,y ∈ ∂A+
}
, (8)

S01 =
{
(x,y) ∈ S

∣∣x ∈ ∂A+ ∧ y ∈ ∂A−} , (9)

S10 =
{
(x,y) ∈ S

∣∣x ∈ ∂A− ∧ y ∈ ∂A+
}
, (10)

S11 =
{
(x,y) ∈ S

∣∣x,y ∈ ∂A−} . (11)

If two states are equivalent, then either both states are
in the interior intA or both are on the boundary ∂A
of A. The partition (7)–(11) distinguishes whether two
equivalent states x and y are immediately prior to an
impact or not. More precisely, x has an imminent impact
if (x,y) ∈ S10 ∪ S11 and y has an imminent impact
if (x,y) ∈ S01 ∪ S11.

Example 1. The equivalence relation (6) and the parti-
tion (7)–(11) are illustrated using a 1-DOF mechanical
system with the state vector (q, u) ∈ R2 and the single
constraint g(q) = q ≥ 0. The impact map (5) simplifies to(

q, u+
)
= Z̄

(
q, u−) = (

q, Zq(u
−)

)

with Zq(u
−) =

{
−e u− if q = 0 ∧ u− < 0,

u− otherwise.

(12)

A necessary condition for the equivalence of two points
in the state space x = (qx, ux) and y = (qy, uy) is qx =
qy, as the impact map Z̄ does not alter the generalized
coordinate. We say the unilateral constraint is called open
if g(q) > 0 and closed if g(q) = 0. In the case of
open constraints (here: qx = qy > 0), two states x
and y are equivalent if and only if the velocities are
identical and the synchronization set consists only of the
region (x,y) ∈ S00 as depicted in Fig. 1(a). The case
of closed constraints (here: qx = qy = 0) is depicted
in Fig. 1 for a partially elastic impact (b) and inelastic
impact (c). The region (x,y) ∈ S01 captures the case
where y is mapped to x by the impact (i.e., ux = −euy)
and vice versa for (x,y) ∈ S10. The region S11 fills the
entire quadrant ux < 0, uy < 0 in the case of a completely
inelastic impact.

We will now introduce a notion of distance between two
points x and y in the state space in order to measure how
far two solutions are away from being synchronized at a
certain time t, similar to distance notions introduced in
Biemond et al. (2015) and Burden et al. (2015); however,
the distance function introduced here will exploit the
properties of the impact map Z̄. In order to avoid the
‘peaking phenomenon’ when evaluated along solutions,
two states should also be considered close if one state
has just experienced an impact and the other state is

Fig. 1. Partition of the synchronization set S for open
constraints (a), closed constraints with e ∈ (0, 1] (b),
and closed constraints with e = 0 (c).

still on the verge of an impact. Using the equivalence
relation (6), this can be achieved by defining the distance
function d(x,y) as

d(x,y) = inf
{∑N

j=0

∥∥xj − yj
∥∥ ∣∣∣N ∈ N0,x = x0,

yj ∼ xj+1 for 0 ≤ j < N,yN = y
}
,

(13)

where ‖ · ‖ : x �→
√
xTx denotes the Euclidean norm. The

distance function d is the quotient metric on the quotient
space A/ ∼ obtained by the equivalence relation (6).
Consequently, it satisfies the conditions of a metric on
A/∼, but not on A itself.

Remark 2. The distance function d serves to define the
synchronization problem below and as such is needed
to make explicit which system property is pursued. In
contrast, the Lyapunov function which we propose in
Section 4 is used to investigate this problem.

We define the synchronization problem for mechanical
systems of the form (1)–(4) using the distance function d
defined in (13). Given two trajectories x(t) and y(t), the
error signal e(t) = d(x+(t),y+(t)) is a continuous function
in time since d(x−(t),y−(t)) = d(x+(t),y+(t)). This ob-
servation allows us to formulate the synchronization prob-
lem as follows (cf. Blekhman et al. (1997) for definitions
of synchronization for smooth differential equations).

Definition 3. (Synchronization problem). Consider two
mechanical systems of the form (1)–(4) with solutions
x(t) = (qx(t),ux(t)) and y(t) = (qy(t),uy(t)) for the
initial conditions x−(t0), y

−(t0) ∈ A. Let the inputs τx
and τy acting on the first and second system, respec-
tively, be defined by a static control law (τx(t), τy(t)) =
(κx(x(t),y(t), t),κy(x(t),y(t), t)) and let the distance
function d be defined by (13). The coupled systems are
said to achieve local synchronization if for each ε > 0 there
exists a δ(ε) > 0 such that

d(x(t0),y(t0)) < δ(ε) ⇒ d(x(t),y(t)) < ε, ∀t ≥ t0 (14)

and there exists a δ0 > 0 such that

d(x(t0),y(t0)) < δ0 ⇒ lim
t→∞

d(x(t),y(t)) = 0. (15)

Furthermore, the coupled systems are said to achieve global
synchronization if (14) and (15) are fulfilled and δ0 in (15)
can be chosen arbitrarily large.

The distance function d gives a natural notion of distance
when comparing solutions and it is therefore appropriate in
the definition of the synchronization problem. If two solu-
tions x(t) and y(t) are close at a certain point in time (i.e.,
d(x(t),y(t)) is small) and if the solutions are far away from
the constraint, then the Euclidean distance ‖x(t) − y(t)‖
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Fig. 2. Two identical unilaterally constrained 1-DOF me-
chanical systems subjected to an external forcing f(t)
and control inputs τx and τy.

is small as well. The Euclidean distance might be large
in the vicinity of the constraints even if the solutions are
arbitrarily close to each other w.r.t. d. However, generally
for unilaterally constrained mechanical systems, the width
of the ‘peaks’ of the Euclidean distance tends to zero as the
solutions approach each other, see Biemond et al. (2013,
2015).
To simplify the analysis of the synchronization prob-
lem, we construct a simpler (quotient) distance func-
tion dA(x,y) which is equivalent to the distance func-
tion d, i.e. αdA(x,y) ≤ d(x,y) ≤ βdA(x,y) holds for
some positive scalars α and β. In the definition of the
distance function d in (13), the points xj+1 ∼ yj can
be seen as intermediate points and the number N gives
the number of these points, such that d(x,y) yields the
length of the shortest path from x to y via the equivalent
points xj+1 ∼ yj , 0 ≤ j < N . At most two intermediate
points are necessary in the definition of the new distance
function dA(x,y) as shown in the following theorem. All
proofs are omitted for the sake of brevity and can be found
in Baumann et al. (2016).

Theorem 4. Let d(x,y) be the quotient distance function
in (13) with the equivalence relation (6). Then, the quo-
tient distance function d(x,y) is equivalent to dA(x,y),
which is defined by

dA(x,y) := min
{
dA00, d

A
01, d

A
10, d

A
11

}
, (16)

where

dA00 = ‖x−y‖A , (17)

dA01 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y

∥∥
A

∣∣ (x1,y0
)
∈S10

}
, (18)

dA10 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y

∥∥
A

∣∣ (x1,y0
)
∈S01

}
, (19)

dA11 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y1

∥∥
A
+
∥∥x2−y

∥∥
A

∣∣
(
x1,y0

)
∈ S01 ∧

(
x2,y1

)
∈ S10

}
(20)

with A = diag (K,M), where M is the mass matrix
and K is an arbitrary symmetric positive definite matrix.
Furthermore, ifA is the identity matrix I, then dA(x,y) =
dI(x,y) = d(x,y).

4. 1-DOF MECHANICAL IMPACT OSCILLATORS

In this section, we consider 1-DOF mechanical impact
oscillators as depicted in Fig. 2, which are the simplest,
though relevant, representatives of the class of mechanical
systems presented in Section 2. We design a synchronizing
control law and construct sufficient conditions for global
synchronization induced by the controlled interaction.
The states of the two coupled systems are denoted

by x = (qx, ux) and y = (qy, uy). The equation of motion
is described by (1) with h(q, u, τ, t) = −cu− kq− f(t)− τ

and k, c > 0. The impact equation is given by (3). Without
loss of generality, we choose m = k = 1 as well as w = 1
and g = q. This can always be achieved using a rescaling
of the states and the time. The equations of motion of the
coupled system are therefore given by

u̇x + cux + qx = λx−f(t)−τx with q̇x = ux a.e.,

u̇y + cuy + qy = λy−f(t)−τy with q̇y = uy a.e.
(21)

The external forcing f(t) is identical for both systems,
whereas the control inputs τx and τy are generally unequal.
Both systems are coupled if the control input τx depends
on the state y and/or τy depends on x. The unilateral
constraints are closed if qx = 0 or qy = 0, respectively, and
constraint forces obey Signorini’s law

0 ≤ λx ⊥ qx ≥ 0, 0 ≤ λy ⊥ qy ≥ 0 (22)

and impacts are described by (3)-(4). Completely inelastic
collisions are excluded, that is, the coefficient of restitution
fulfills e ∈ (0 1] and the explicit impact map is given as:

Z̄
(
qx, u

−
x

)
=

(
qx, Zqx(u

−
x )

)
, Z̄

(
qy, u

−
y

)
=
(
qy, Zqy (u

−
y )

)
(23)

with Zq(u
−) given in (12). As we are interested in the

synchronization problem for the system described by (21)–
(23), we aim to study the evolution of the quotient distance
function d defined in (13) along solutions. Since the mass
is normalized to be equal to one, the matrix A in (16)–
(20) can be chosen as the identity matrix. Additionally,
Theorem 4 implies that the distance function dI is identical
to d. Therefore, we can reduce the complexity of the
problem by considering the simpler distance function dI

instead of d.
In order to design the control laws

τx(t) = κx(x(t),y(t), t), τy(t) = κy(x(t),y(t), t) (24)

and to study the controlled synchronization of the sys-
tem (21)–(24), we will now present a Lyapunov func-
tion suitable for investigating synchronization according
to Definition 3. While this section is restricted to 1-DOF
systems, the following ideas can also be used to construct a
candidate Lyapunov function for mechanical systems with
multiple degrees of freedom. A naive approach for a candi-

date Lyapunov function would be 1
2

(
dI
)2

= 1
2 min

{
dI00

2
,

dI01
2
, dI10

2
, dI11

2}
, necessitating differentiation of this func-

tion with respect to time. However, this approach requires
explicit knowledge of the intermediate points that play a
role in dI (see (18)–(20)) which have to be obtained by
solving the minimization problem in the definition of dI01,
dI10 and dI11, see (16). In order to avoid this complica-
tion and to obtain an explicit definition for a Lyapunov
function, we approximate the minimizers in (18)–(20) and
obtain the following candidate Lyapunov function:

V (x,y) := min{V00(x,y), V01(x,y), V10(x,y)}, (25)

where V00 := 1
2 d̂

2
00, V01 := 1

2 d̂
2
01, V10 := 1

2 d̂
2
10, (26)

d̂00 :=
√

(qx − qy)2 + (ux − uy)2, (27)

d̂01 :=




√
(qx + qy)2 +

(
qx+qy
qx+eqy

)2

(ux + euy)2

if uxqy − uyqx > 0,√
q2x + u2

x +
√
q2y + u2

y if uxqy − uyqx ≤ 0,

(28)

d̂10(x,y) := d̂01(y,x). (29)
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Fig. 2. Two identical unilaterally constrained 1-DOF me-
chanical systems subjected to an external forcing f(t)
and control inputs τx and τy.

is small as well. The Euclidean distance might be large
in the vicinity of the constraints even if the solutions are
arbitrarily close to each other w.r.t. d. However, generally
for unilaterally constrained mechanical systems, the width
of the ‘peaks’ of the Euclidean distance tends to zero as the
solutions approach each other, see Biemond et al. (2013,
2015).
To simplify the analysis of the synchronization prob-
lem, we construct a simpler (quotient) distance func-
tion dA(x,y) which is equivalent to the distance func-
tion d, i.e. αdA(x,y) ≤ d(x,y) ≤ βdA(x,y) holds for
some positive scalars α and β. In the definition of the
distance function d in (13), the points xj+1 ∼ yj can
be seen as intermediate points and the number N gives
the number of these points, such that d(x,y) yields the
length of the shortest path from x to y via the equivalent
points xj+1 ∼ yj , 0 ≤ j < N . At most two intermediate
points are necessary in the definition of the new distance
function dA(x,y) as shown in the following theorem. All
proofs are omitted for the sake of brevity and can be found
in Baumann et al. (2016).

Theorem 4. Let d(x,y) be the quotient distance function
in (13) with the equivalence relation (6). Then, the quo-
tient distance function d(x,y) is equivalent to dA(x,y),
which is defined by

dA(x,y) := min
{
dA00, d

A
01, d

A
10, d

A
11

}
, (16)

where

dA00 = ‖x−y‖A , (17)

dA01 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y

∥∥
A

∣∣ (x1,y0
)
∈S10

}
, (18)

dA10 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y

∥∥
A

∣∣ (x1,y0
)
∈S01

}
, (19)

dA11 = inf
{∥∥x−y0

∥∥
A
+
∥∥x1−y1

∥∥
A
+
∥∥x2−y

∥∥
A

∣∣
(
x1,y0

)
∈ S01 ∧

(
x2,y1

)
∈ S10

}
(20)

with A = diag (K,M), where M is the mass matrix
and K is an arbitrary symmetric positive definite matrix.
Furthermore, ifA is the identity matrix I, then dA(x,y) =
dI(x,y) = d(x,y).

4. 1-DOF MECHANICAL IMPACT OSCILLATORS

In this section, we consider 1-DOF mechanical impact
oscillators as depicted in Fig. 2, which are the simplest,
though relevant, representatives of the class of mechanical
systems presented in Section 2. We design a synchronizing
control law and construct sufficient conditions for global
synchronization induced by the controlled interaction.
The states of the two coupled systems are denoted

by x = (qx, ux) and y = (qy, uy). The equation of motion
is described by (1) with h(q, u, τ, t) = −cu− kq− f(t)− τ

and k, c > 0. The impact equation is given by (3). Without
loss of generality, we choose m = k = 1 as well as w = 1
and g = q. This can always be achieved using a rescaling
of the states and the time. The equations of motion of the
coupled system are therefore given by

u̇x + cux + qx = λx−f(t)−τx with q̇x = ux a.e.,

u̇y + cuy + qy = λy−f(t)−τy with q̇y = uy a.e.
(21)

The external forcing f(t) is identical for both systems,
whereas the control inputs τx and τy are generally unequal.
Both systems are coupled if the control input τx depends
on the state y and/or τy depends on x. The unilateral
constraints are closed if qx = 0 or qy = 0, respectively, and
constraint forces obey Signorini’s law

0 ≤ λx ⊥ qx ≥ 0, 0 ≤ λy ⊥ qy ≥ 0 (22)

and impacts are described by (3)-(4). Completely inelastic
collisions are excluded, that is, the coefficient of restitution
fulfills e ∈ (0 1] and the explicit impact map is given as:

Z̄
(
qx, u

−
x

)
=

(
qx, Zqx(u

−
x )

)
, Z̄

(
qy, u

−
y

)
=
(
qy, Zqy (u

−
y )

)
(23)

with Zq(u
−) given in (12). As we are interested in the

synchronization problem for the system described by (21)–
(23), we aim to study the evolution of the quotient distance
function d defined in (13) along solutions. Since the mass
is normalized to be equal to one, the matrix A in (16)–
(20) can be chosen as the identity matrix. Additionally,
Theorem 4 implies that the distance function dI is identical
to d. Therefore, we can reduce the complexity of the
problem by considering the simpler distance function dI

instead of d.
In order to design the control laws

τx(t) = κx(x(t),y(t), t), τy(t) = κy(x(t),y(t), t) (24)

and to study the controlled synchronization of the sys-
tem (21)–(24), we will now present a Lyapunov func-
tion suitable for investigating synchronization according
to Definition 3. While this section is restricted to 1-DOF
systems, the following ideas can also be used to construct a
candidate Lyapunov function for mechanical systems with
multiple degrees of freedom. A naive approach for a candi-

date Lyapunov function would be 1
2

(
dI
)2

= 1
2 min

{
dI00

2
,

dI01
2
, dI10

2
, dI11

2}
, necessitating differentiation of this func-

tion with respect to time. However, this approach requires
explicit knowledge of the intermediate points that play a
role in dI (see (18)–(20)) which have to be obtained by
solving the minimization problem in the definition of dI01,
dI10 and dI11, see (16). In order to avoid this complica-
tion and to obtain an explicit definition for a Lyapunov
function, we approximate the minimizers in (18)–(20) and
obtain the following candidate Lyapunov function:

V (x,y) := min{V00(x,y), V01(x,y), V10(x,y)}, (25)

where V00 := 1
2 d̂

2
00, V01 := 1

2 d̂
2
01, V10 := 1

2 d̂
2
10, (26)

d̂00 :=
√
(qx − qy)2 + (ux − uy)2, (27)

d̂01 :=




√
(qx + qy)2 +

(
qx+qy
qx+eqy

)2

(ux + euy)2

if uxqy − uyqx > 0,√
q2x + u2

x +
√
q2y + u2

y if uxqy − uyqx ≤ 0,

(28)

d̂10(x,y) := d̂01(y,x). (29)
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We may write V (x,y) = d̂(x,y)2 with

d̂ =




min{d̂00, d̂01} if uxqy − uyqx > 0,

d̂00 if uxqy − uyqx = 0,

min{d̂00, d̂10} if uxqy − uyqx < 0

(30)

and in Baumann et al. (2016), it is shown that

1

2
d2(x,y) ≤ V (x,y) ≤ 1

2

(
d(x,y)

e

)2

. (31)

The function V in (25) is locally Lipschitz 1 in both
arguments and the considered solutions are functions of
special locally bounded variation. From (Leine and van de
Wouw, 2008, Prop. 6.3) it follows that the candidate
Lyapunov function is of special locally bounded variation
as well. Therefore, the differential measure dV has a
density V̇ with respect to the Lebesgue measure dt and a
density V + − V − with respect to the atomic measure dη,
i.e., dV = V̇ dt + (V + − V −)dη. In the following, the

densities V̇ and (V +−V −) are evaluated for system (21)–
(23), see Lemmas 6 and 5 below, respectively, which is
used later for the Lyapunov-based stability analysis.

Lemma 5. The Lyapunov function (25)–(29) evaluated
along solutions x(t), y(t) of (21)–(23) satisfies

V (x+(t),y+(t))− V (x−(t),y−(t)) ≤ 0 ∀t.

The density V̇ is generally given by V̇ = ξT (ẋ, ẏ) with ξ ∈
∂V (x,y), where ∂V (x,y) denotes the Clarke’s generalized
gradient of V (x,y), see Clarke (1990). In the following,
we consider the three cases (i) V00 < min{V01, V10}, (ii)
V01 < min{V00, V10} and (iii) V10 < min{V00, V01}. In
these cases, the generalized gradient consists of a single
element, that is, the gradient in the classical sense. The
case for which the generalized gradient is set-valued is
considered separately in the proof of Theorem 7 below.

Lemma 6. Let the Lyapunov function V in (25)–(29) be
evaluated along solutions x(t), y(t) of (21)–(23). Consider
the cases (i) V00 < min{V01, V10}, (ii) V01 < min{V00, V10}
and (iii) V10 < min{V00, V01}. Depending on the case, the

density V̇ is equal to

(i) V̇00 = −c(ux−uy)
2+(ux−uy)(−τx+λx+τy−λy), (32)

(ii) V̇01 = −c
(qx+qy)

2

(qx+eqy)2
(ux+euy)

2

−(1−e)
qx+qy
qx+eqy

(
1+

(ux+euy)
2

(qx+eqy)2

)
(uxqy−qxuy) (33)

+
(qx+qy)

2

(qx+eqy)2
(ux+euy)((λx+eλy)−(1+e)f−(τx+eτy)),

(iii) V̇10 symmetric to case (ii). (34)

In the following, we will design a control law for τx and
τy such that global synchronization is achieved also in the
presence of accumulation points and grazing trajectories.
The proposed control law for the control inputs τx and τy
is given by (24), where

1 The Lyapunov function is not locally Lipschitz at qx = qy = 0 with
|ux| + |uy | �= 0. However, this occurs only for a Lebesgue negligible
set in time because qx = 0, |ux| �= 0 as well as qy = 0, |uy | �= 0
can only hold for a set in time with Lebesgue measure zero and the
following conclusion still holds.
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Fig. 3. a,b): Solutions x(t) and y(t) and control inputs
τx, τy of the 1-DOF mechanical impact oscillators for
x-system in black and for y-system in grey, respec-
tively. Control inputs are switched on at t = 20.

κx =



−f if qx > 0 ∧ qy > 0 ∧ min{V01, V10} < V00,

−f if qx > 0 ∧ qy = uy = 0,

0 otherwise,

(35)

κy =



−f if qx > 0 ∧ qy > 0 ∧ min{V01, V10} < V00,

−f if qx = ux = 0 ∧ qy > 0,

0 otherwise.

(36)

Using the control law (35)–(36), the right-hand side of (21)
(without impacts) becomes discontinuous. Therefore, we
will consider Filippov-type solutions of system (21)–(23)
together with (35)–(36).
We note that the control input vanishes if the solutions
are synchronized. The proposed control law compensates
the external forcing f(t) whenever necessary such that the

density V̇ of the Lyapunov function (25)–(29) evaluated
along solutions is non-positive. Using this control strategy,
the controlled global synchronization problem is solved as
shown in the following theorem.

Theorem 7. Let x(t), y(t) be the Filippov-type solution of
system (21)–(23), where the control inputs τx, τy are given
by the control design (35)–(36) and let V (x(t),y(t)) be the
Lyapunov function defined by (25)–(29) evaluated along
the solutions. Then dV ≤ 0 and limt→∞ V (x(t),y(t) = 0
for all initial conditions x−(t0), y

−(t0) ∈ A. Therefore,
global synchronization is achieved in the sense of Defini-
tion 3.

5. ILLUSTRATIVE EXAMPLE

We consider system (21)–(23) with a damping constant c =
0.01 and a coefficient of restitution e = 0.8. The external
forcing is chosen as f(t) = 1+2 cos t+cos 3t. The controller
given by the control law (35)–(36) is switched on at t = 20;
before, the two mechanical systems are uncoupled.
The solutions x(t) = (qx(t), ux(t)) and y(t) = (qy(t), uy(t))
for the initial conditions x(t0) = (1,−0.2) and y(t0) =
(1.1, 0.1) are depicted in Fig. 3. Note the accumulating
impact time instants (Zeno-behavior) at t ≈ 7 and t ≈ 18.
After the controller is switched on at t = 20, the distance
between the solutions decreases and synchronization is
achieved in accordance with Theorem 7.
Fig. 4 shows the Lyapunov function V (x(t),y(t)) =
1
2 d̂(x,y) defined by (25)–(29) (solid black line). It is con-
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Fig. 4. The function V (x,y) (solid black) tends to zero
after t = 20, while V00(x,y) =

1
2‖x−y‖2 (gray) shows

the ‘peaking behavior’.

tinuous in time except when both constraints are closed at
the same time, that is, when one solution has an impact
and the other is in persistent contact. The (Euclidean
distance) function V00(x,y) =

1
2‖x(t)− y(t)‖2 (gray line)

shows the undesirable ‘peaking behavior’ of the Euclidean
synchronization error. In contrast, when the controller
is switched on at t = 20, the Lyapunov function is a
continuous monotonically decreasing function that tends
to zero.

6. CONCLUSIONS

In this paper, we consider the controlled synchronization
problem for mechanical systems with a geometric unilat-
eral constraint inducing impacts. To define and investigate
the synchronization problem for nonsmooth systems with
jumping state evolutions, the Euclidean distance function
is not suitable, and we resort to the quotient metric, where
the equivalence relation is the equivalence kernel of the
impact map. The quotient distance function is continuous
in time when evaluated along solutions such that it is suit-
able to define stability in the sense of Lyapunov and leads
to an intuitive notion of synchrony. The synchronization
problem for 1-DOF forced mechanical system is investi-
gated using Lyapunov stability analysis. The presented
Lyapunov function is constructed using an approximation
of the distance function.
A control law is presented which achieves global syn-
chronization in the presence of grazing trajectories and
Zeno behavior. We illustrated our results in a numerical
example.
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