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Summary

The increasing number of air traffic control related delays in Europe and the United States

indicates a capacity problem of the Air Traffic Management (ATM) system that is currently

operational. A much more efficient use of airspace is required to handle the present and

future volumes of commercial air traffic. An important step towards a flexible system that

utilizes the airspace more efficiently would be to abandon the principle of fixed airways.

Aircraft should be allowed to follow basically any trajectory as long as separation between

aircraft is assured. To guarantee flight safety, these trajectories must be followed with a

high level of precision in four dimensions including time. Tracking four-dimensional tra-

jectories will put additional task demand load on the pilot and demands adequate levels

of pilot situation awareness. Presently, research is ongoing to develop an improved cockpit

human-machine interface that supports the crew in conducting the 4-D aircraft navigation,

guidance and control tasks of future air traffic management systems.

Consensus is growing that the flexibility gained with the introduction of programmable

cockpit displays in the 1980s must be exploited to the full extent. The current practice to

have different two-dimensional presentations of the aircraft guidance and navigation situ-

ation must be abandoned. A future primary flight display presents the aircraft guidance

and navigation situation in a way that is intuitively understandable, that supports the

pilots’ situation awareness, and that is compatible with the various tasks imposed by the

future ATM system. A strong candidate is the Tunnel-in-the-Sky display, a perspective

flight-path display that shows the reference trajectory in a synthetic three-dimensional

world. The usefulness of the tunnel display in the pilot manual control task of guiding the

aircraft along the curved trajectories of the future is the subject of this thesis.

The mainstream of tunnel display research is confined to empirical comparisons of the tun-

nel display with conventional displays in terms of pilot performance and workload. The

approach taken in the present theoretical and experimental study of the tunnel display

is original and new as it is conducted from the perspective of cybernetics. A four-stage

methodology is followed to study the fundamental characteristics of pilot/display interac-

tion, centered around a theoretical analysis of information, in particular the information

used for control. The first stage of the approach consists of an analysis of a pilot’s tasks

and the information needs to fulfil these tasks. The second stage investigates the opti-

cal cues conveyed by the display that, theoretically, are available to the pilot and that,

practically, can be used by the pilot. The third stage consists of empirical studies into
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the relative effectiveness of the various cues. The fourth stage attempts to describe the

experimentally measured pilot behaviour with mathematical models.

The task analysis reveals that, basically, two tasks can be distinguished in the pilot manual

control task of following a complex trajectory. First, in the regulation task the trajectory

remains the same, there is no need for anticipating any changes, and the only pilot concern

is to maintain a stationary tunnel image, i.e. compensate for changes in this image. The

two main reference conditions are the aircraft stationary flight conditions of recti-linear

and curvi-linear motion. Second, in the anticipation task the trajectory changes and the

pilot must conduct a transition manoeuvre between the two reference conditions.

The information analysis is conducted within the paradigm of Gibson’s ecological approach

to visual perception. The principal hypothesis is that the main stimulus of the pilot when

moving through a limited environment as depicted by the tunnel display is that of an ap-

proach to a surface. The information conveyed by the tunnel display is analyzed for the

recti-linear and curvi-linear motion conditions. In both conditions the aircraft position

and attitude relative to the trajectory can be perceived through the static optical cues of

linear perspective. The aircraft flight-path, velocity, and temporal status relative to the

trajectory can be perceived through the dynamic cues of motion perspective. The most

important cues conveyed by the tunnel display are those of optical splay and optical den-

sity. A generic method is developed which allows mathematical expressions to be derived

that describe the optical cues in terms of the properties of the tunnel geometric design,

the properties of the perspective projection, and the aircraft motion states. The charac-

teristics of the cues in presenting the aircraft state to the pilot can then be examined,

providing insight into which cues are important to the pilot and which cues are not.

The theoretical task and information analyses provide substantial insight into how the

tunnel display geometric design variables could affect pilot behaviour. The hypothe-

sized relationships resulting from this analysis can be extremely useful in the definition of

human-centered tunnel display design guidelines. To examine the validity of the theoretical

hypotheses and to provide empirical evidence for them, a number of pilot-in-the-loop ex-

periments are conducted. In each experiment, the objective is to obtain an understanding

on how manipulating a selected set of tunnel display design variables affect pilot behaviour,

and they are designed to allow this behaviour to be analyzed not only in terms of perfor-

mance, but also in a more control-theoretical sense. This is not a trivial procedure. The

pilot model identification methods are limited to determining only the pilot loop closures

of the aircraft attitude, flight-path and position, yielding a minimal representation of pilot

control behaviour. The model-based analysis focuses on examining the adaptation of the

pilot models to the different experimental conditions: the models are used as tools to study

the effects of varying tunnel display designs on pilot control behaviour.

Three experiments are described that examine the effects of manipulating some of the

main tunnel display design variables, such as the tunnel size, the viewing volume and the

presence of flight-path vector symbology. Another three experiments are described that

investigate the fundamental characteristics of the tunnel geometrical design in the two

pilot regulation tasks of following a trajectory that is either straight or circular, and in
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the pilot anticipation task of conducting a transient curve-interception manoeuvre.

The tunnel size display design variable scales the magnitude with which the aircraft posi-

tion error relative to the trajectory is presented on the display. It is shown that reducing

the tunnel size yields an improved path-following performance at the cost, however, of

higher levels of pilot control activity and workload. A model-based analysis shows that

a tunnel that is too small yields an ill-damped control situation, and it is recommended

that robustness margins should be incorporated in the choice of a tunnel size, based on

the tradeoff between path-following performance and closed loop stability.

The tunnel display presents preview information about the reference trajectory to be

flown. Limiting the display viewing volume to a particular viewing distance forces pilots

to focus on that restricted part of the trajectory. The dynamics of the presented part of

the trajectory ahead change as a function of two variables, the viewing distance and the

aircraft velocity, forcing pilots to adapt their control behaviour as a function of these two

variables. The experimental data confirm the hypotheses that, first, dependent on the

aircraft velocity, pilots prefer a particular viewing distance over others, and second, that

the preferred viewing distance increases for larger velocities.

An advantage of electronic displays is that they can be augmented with synthetic symbol-

ogy designed to improve pilot performance. The flight-path vector (FPV) symbol presents

the aircraft direction of motion. Without the FPV, pilots are found to be unable to

perceive the direction of motion relative to the tunnel trajectory well enough to use this

information for purposes of control. When the FPV symbol is presented, pilots adopt

a direct feedback of the flight-path angle error, yielding improved path-following perfor-

mance and lower effort ratings. A pilot’s use of the FPV is harmed, however, when the

bandwidth of the turbulence component acting on the aircraft flight-path increases.

The relative usefulness of the main optical information sources depicting the aircraft po-

sition error, optical splay and optical density, is investigated in the pilot regulation task

of controlling the aircraft recti-linear motion along a straight trajectory. It is shown that

whereas performance with a display conveying only optical splay information is unaf-

fected by the aircraft longitudinal motion along the trajectory, it decreases when both

the aircraft vertical and lateral motion must be controlled simultaneously. In contrast,

performance with a display conveying only optical density information decreases when the

aircraft traversing motion was active, whereas the effects of the control task dimensions are

smaller than for the splay-only display. The principal virtue of the optical splay relative

to the optical density is concluded to be the fact that the splay angle is a property of the

whole line: it has a constant gain independent of where the pilot is looking at.

In a companion study the effectiveness of splay and density information in the task of

controlling the aircraft curvi-linear motion along a circular trajectory is investigated. It

is shown that since the quality of the optical information in curved tunnels is worse as

compared to that in straight tunnels, the task of controlling the aircraft along circular

trajectories is markedly more difficult. The aircraft direction of motion must be perceived

from the cues of motion perspective, at smaller viewing distances. The optical splay angles

are found to be important for the perception and control of the aircraft flight-path relative
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to the trajectory. Due to the trajectory curvature, the aircraft position and heading rela-

tive to the trajectory is not accurately presented by the display. These presentation biases

are large in particular for the splay angles and it is found that the density information is

essential for the perception and control of the aircraft position relative to the trajectory.

The aircraft transition manoeuvre between a straight and a curved section of the trajectory

is the only anticipation task addressed in this thesis. The investigation is centered around

the pilot timing of the manoeuvre. Two hypotheses are stated. First, pilots could use time-

to-contact (TTC) information from the expanding tunnel frames, a time-based approach.

Second, pilots could focus on the motion of an emergent feature of the tunnel outline,

the tangent point, a distance-based approach. These hypotheses could both be confirmed

experimentally. Since the TTC information is independent of the geometric properties

of the tunnel as well as those of the curve, the TTC-strategy is context-independent and

results in a robust pilot strategy to time the curve-interception manoeuvre.

The experiments show that the cybernetic, information-centered approach is successful in

pin-pointing the important characteristics of pilot/display interaction. The use of models

provides additional insight into the manner in which pilots adapt their control behaviour

to the experimental conditions, complementing the traditional performance and workload-

oriented analysis of human behaviour. Nonetheless, the limitations of adopting a model-

based approach are clearly identified. First, only the integral pilot response to the optical

cues conveying an aircraft motion referent can be determined. Since a generic tunnel dis-

play always shows redundancy in the optical information, the added value of using models

in determining cue dominance hierarchies is small. Second, in multi-loop vehicular control

tasks the number of ways in which pilots can adapt their control behaviour is large. This

often results in considerable differences between pilots in their control behaviour, espe-

cially in the inner loops, which makes it hard to generalize the results.

Although the research focuses on the tunnel display, this thesis provides an overview of

the ins and outs of adopting a model-based approach. An experimental methodology is de-

veloped in an attempt to integrate the model-based approach with the approach of collect-

ing mainly pilot performance-related data. It describes how experiments must be designed

with the objective of collecting data which can be used for a control-theoretic analysis.

The limitations of the non-parametric identification methods in multi-axis, multiple loop

tracking tasks are described. It is shown that the bias and variance of the estimated pilot

frequency responses can be computed analytically only for single-axis tracking tasks with

a parallel pilot model structure. The use of criterion functions, in both the frequency

and the time domain, in the parametric identification methods is exemplified. A method

to compute the Cramer-Rao lower bound of the variance in the estimated pilot model

parameter vector is derived. The application of two prominent modelling techniques, a

multi-loop version of the crossover model and the optimal control model, is described. It

is shown that the over-parameterization of the latter model hampers its use considerably.
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Chapter 1

Introduction

1.1 The future of air traffic management

The management of air traffic will change radically in the near future. The increasing

number of air traffic control related delays in Europe and the United States is symp-

tomatic for the capacity problem of the Air Traffic Management (ATM) system that is

currently operational. With a predicted 200-300% increase in passenger transportation

volume before 2015 this problem will become a threat for the aviation community from

both an economic and a safety point of view (Abbink, 1996). The main cause of the

capacity problem is the inflexibility of the present air traffic management system. This

system dates from the 1950s and was developed to handle the air traffic at much lower

density levels than there are today. It consists of a network of fixed routes called airways

that, in most cases, connects the ground-based radio-navigation beacons. En-route as well

as near large airports the air traffic is channeled by the Air Traffic Control (ATC) author-

ities along these fixed routes with a prescribed vertical and lateral separation, minimizing

the potential for conflicts.1 As a consequence, the current system requires compliance of

all airspace users to a concept of fixed airways and reporting points, with aircraft often

flying at prescribed velocities from one fix to the next, and with only a limited number of

available standardized flight levels.

In contrast to the inflexibility of the present air traffic management system stands the

increased functionality of the on-board computer systems of modern commercial aircraft.

The majority of these aircraft is equipped with Area Navigation (RNAV), a function of

the Flight Management System (FMS). RNAV operations allow aircraft to fly efficient

1En route aircraft follow airways. Departing aircraft follow a Standard Instrument Departure (SID)

connecting the takeoff runway with the appropriate airway. Approaching the airport, aircraft follow a

Standard Terminal Arrival Route (STAR) to the landing runway. The final leg of a STAR at the final

approach fix may often be guided by the Instrument Landing System (ILS) that marks a single straight-in

approach path to the runway. In a precision approach, all incoming aircraft must intercept and follow the

fixed ILS approach path, Fig. 1.1.
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Figure 1.1: Top view of a conventional STAR followed by a straight-in ILS final approach path,

and a curved approach path of the future (adopted from Jensen (1978)).

(fuel/time/economy) trajectories directly to their point of destination, in any airspace

within prescribed accuracy tolerances (Kayton & Fried, 1997). In practice, however, in

most cases nowadays the execution of the efficient and direct FMS trajectories is frustrated

by interventions from the ATC authorities. It is obvious that the flexibility to operate

efficiently in much of the world’s airspace is sacrificed for purposes of safety (separation).

A number of measures is currently under investigation that provide the air traffic control

much more freedom in managing the flow of air traffic. An important objective is to

abandon the principle of fixed airways. En route, the new system should allow aircraft

to basically fly any trajectory, as computed by the FMS RNAV functions, as long as the

separation between aircraft is assured. This is known as Free Flight (RTCA, 1995). Near

airports, the new system should also allow aircraft to follow efficient arrival procedures,

for instance by intercepting the final approach segment just shortly before the runway

threshold (Fig. 1.1). Following such efficient trajectories, however, safety must still be

guaranteed, not only with respect to the own and nearby planes but also with respect to

the ATM situation as a whole. Efficiency and safety are the keywords of the Future Air

Navigation System (FANS) that is being advocated by the ICAO countries.

Technological advances in the fields of Communication, Navigation and Surveillance (CNS)

are developed to allow the introduction of an ATM system that satisfies the current and

future demands of efficiency, safety and capacity. The two principal technologies of the

future CNS-ATM system are the satellite-based CNS technologies providing global cover-

age, and the application of digital data-links. With data-link the airborne FMS computers

and the ground-based ATM computers may then be connected, allowing these computers

to literally negotiate, in real-time, all details about a certain trajectory, in both space

and time, that best satisfy the demands from the own aircraft (economy, passenger com-

fort) and the constraints imposed by ATM (separation from the other traffic, airspace

capacity). This so-called Trajectory-Negotiation Process (TNP) yields optimal trajecto-

ries for all airspace users. To comply with – and if possible, to reduce the constraints of



1.2 The human factor 3

– the separation demands between aircraft, it is foreseen that in following the planned

trajectory, the constraint of time will be of much more importance than so far, allowing

a much closer sequencing of approaching aircraft. The future ATM environment incorpo-

rates 4-D Navigation, where aircraft obtain clearance for manoeuvering within a limited

volume of airspace, the aircraft performance shell or bubble-in-the-sky, that moves along

the prescribed trajectory in time. Although the time constraints themselves are not new,

a stricter compliance to these constraints can be expected. When the ATM situation as

a whole is carefully planned, perhaps even hours or days ahead in time, and accurately

controlled in space and in time, the ATC can be dealt with on a strategic level. Then,

aircraft would indeed be allowed to follow the efficient FMS trajectories, while at the same

time satisfying the constraints due to the other traffic.

The technology needed to implement the 4-D future air navigation system is available

and a global effort is conducted to make it operational before 2015 (Galotti Jr., 1998).

With the introduction of the FANS technologies the efficiency of air traffic management

is expected to increase considerably. Allowing more flexible trajectories to be flown and

reducing the separation between aircraft yields an increase in the capacity of the available

airspace. Safety must be enhanced through a well-considered implementation and an ac-

curate execution of the 4-D trajectories. An improved cockpit Human-Machine Interface

(HMI) will have to be introduced that presents the data in an organized and intuitive way,

supporting the crew’s situation awareness. It should allow the crew to quickly understand

the consequences of the trajectory negotiation process and it should support them in exe-

cuting the prescribed 4-D trajectories, either manually or as supervisors of the automatic

flight control systems (De Vriendt, Mulder, & van Paassen, 1999).

1.2 The human factor

The introduction of flexible 4-D navigation procedures in the future CNS-ATM environ-

ment has considerable impact on all members of the aviation community, not in the least

the pilots (Galotti Jr., 1998). It is common knowledge that, even without the dramatic

changes in future ATM demands, considerable problems already exist in the modern cock-

pit environment (Billings, 1997). Therefore, before discussing the optional developments,

first the current status of the cockpit HMI will be discussed.

Flight crew error “The majority of worldwide, commercial jet transport accidents

from 1959 through 1991 have involved multiple causes. Flight crew error was the most

dominant cause and persisted in about 65 percent of fatal crashes.” (RAND, 1993). The

statistics of air transportation accidents further show that not all phases of flight are

equally safe. Fig. 1.2, charting the percentage of fatal accidents against the percentage

of total flight time, shows that although operations near the ground take less than 20%

of flight time, they account for more than 75% of all fatal accidents. Apparently, this

is where the most critical – i.e. less error-tolerant – aircraft manoeuvres are executed.

Not surprisingly, the phase of flight and the occurrence of unexpected events like system
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Figure 1.2: Percentage of fatal accidents (A%) of civil jet aircraft versus flight phase percentage

(F%) of an average flight duration of 1.5 hour. Period: 1959-1991 (RAND, 1993).

Accidents caused by terrorism, sabotage or military actions are excluded.

failures, constitute the two principal factors affecting the task demand load and the pilot

mental workload (Wiener, 1985; Ritter, 1993).

The origins of flight-crew error “The traditional dream ... has been to solve the

problem of human error by eliminating its source.” (Wiener & Curry, 1980). With the

progress of technology, many of the functions on the flight-deck of commercial aircraft

that were previously performed manually have become automated. The introduction of

increasing levels of automation has shifted the pilot’s role to that of a system supervisor

and the nature of the pilot tasks has shifted from manipulative tasks to cognitive tasks.2

The philosophy behind automating the pilot’s skill-based and rule-based control and ma-

nipulation tasks is twofold. First, automatons can perform these tasks faster and more

accurate with all its benefits in terms of reliability, performance, economy and safety. Sec-

ond, by automating parts of the pilot’s task the task demand load reduces considerably,

allowing pilots to allocate their resources to conduct tasks at the knowledge-based level

of cognitive control, such as flight planning and problem solving. The division of tasks

between humans and automated systems is not a trivial matter (Sheridan, 1991).

Consider the two types of automation that are currently operational on the flight-deck

that affect the pilot’s guidance and navigation tasks. In the baseline situation, illustrated

in Fig. 1.3(a), a pilot is in direct manual control of the vehicle. The mismatch between the

current and the desired flight situation determines the pilot control strategy and the con-

trol actions applied to the aircraft. The pilot mentally constructs the present and future

guidance situation from the cockpit displays, a task that is – with the current generation

of displays – rather difficult, contributing to the pilot mental workload, and leading to an

2A widely accepted framework for describing the mechanisms humans have for processing information

is the Skills-Rules-Knowledge (SRK) paradigm of (Rasmussen, 1983). According to the SRK-taxonomy,

information can be interpreted in three mutually exclusive ways – signals, signs and symbols – and the way

in which information is interpreted determines which of the three levels of cognitive control is activated: (i)

Skill-Based Behaviour (SBB), a repertoire of automated behavioural patterns; (ii) Rule-Based Behaviour

(RBB), a set of cue-action mappings, and (iii) Knowledge-Based Behaviour (KBB), describing problem

solving operations on a symbolic representation (Vicente & Rasmussen, 1992).
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Figure 1.3: Different types of flight guidance automation.

unsatisfactory path-following performance (Wilckens, 1971; Wiener, 1985; Oliver, 1990;

Foyle, Ahumada, Larimer, & Sweet, 1992). To increase performance and to reduce mental

workload, the pilot has two alternatives, both involving automated systems. When the

Autopilot (AP) is engaged (Fig. 1.3(b)), the pilot only has to decide upon the most appro-

priate AP-mode and setting for the given guidance task demands, i.e. the pilot defines the

set-points of the automatic controllers. The control of the aircraft is handed over to the

autopilot, the functioning of which is monitored by the pilot. This situation is referred to

as control augmentation (Kelley, 1967) and is similar to the common modes of automation

found in industrial plants. The alternative of using the autopilot is the Flight-Director

(FD) which can be regarded as a hybrid form of automation that is a rather unique feature

of the cockpit. Again, the pilot engages the FD and decides upon the most appropriate

FD-mode and setting for the guidance sub-task at hand. The FD has the same function-

ality as the AP. However, whereas the AP output signals (a in Fig. 1.3(b)) are used to

control the aircraft control surfaces, those of the FD (b in Fig. 1.3(c)) are steering com-

mands that are presented to the pilot. When the pilot successfully follows these commands
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by moving the control manipulator, the constraints of the guidance sub-task as specified

with the engaged FD-mode are satisfied. This situation is referred to as display augmenta-

tion. By engaging the FD in a given mode, the pilot orders an automaton to assemble and

process all information relevant to the task into a set of steering commands that can be

directly applied to the aircraft, without any cognitive processing. Today, most approaches

and landings of large commercial aircraft are conducted either manually, using the flight-

director, or automatically, using the autopilot while the FD is used for monitoring.3

In recent years, concerns are growing about whether the original cockpit automation ob-

jectives are achieved, but also about the desirability of these objectives in the first place. It

appears as if automation has indeed reduced the pilots’ manual workload, at the cost, how-

ever, of increasing their mental workload (Tanaka & Matsumoto, 1986; Sheridan, 1991).

Regretfully, it has become clear that humans do not perform very well in monitoring tasks

(Wiener & Curry, 1980). The changing role of pilots is also suspected to remove them from

the control loop, decreasing their ability to keep track of the aircraft current situation –

a phenomenon coined Situation Awareness (SA) (Endsley, 1995) – and the aircraft future

situation with respect to the navigation constraints – known as Navigation Awareness

(NA). Another concern is the loss in pilot proficiency in conducting his task manually

when automation fails (Wiener & Curry, 1980). Furthermore, such failures of automation

– known as the automation deficit – lead to peak levels of pilot mental workload (Sheridan,

1991). Finally, several studies reveal that the flight-deck automation has reached a level

of complexity that makes it difficult for a pilot to understand the functional structure un-

derlying the automated system’s actions (Sarter, 1991). Pilots are often unaware of – or

even surprised by – transitions between different automation modes, a phenomenon coined

Mode Awareness (MA) (Sarter & Woods, 1994). Thus, although there are many benefits

to be derived from automation, the experience gathered in the last two decades indicates

that new and unanticipated human factors problems emerge: “It is highly questionable

whether total system safety is always enhanced by allocating functions to automatic de-

vices rather than human operators, and there is some reason to believe that flight-deck

automation may have already passed its optimum point.” (Wiener & Curry, 1980).

Human-centered automation Recent developments in automation have eliminated

some causes of human error at the cost, however, of introducing others. Since it is not

foreseen in the near future that pilots will be eliminated from the flight-deck, future

developments should lead to automation that is robust – error-resistant and error-tolerant

including technical and human errors – and concerned about the specific capabilities and

deficiencies of the human pilot. This is known as Human-Centered Automation (HCA)

(Billings, 1991), of which the main guidelines are collected in Table 1.1. In a human-

centered interface design, the crew is the central element in control and management of the

system, and automation is present to assist it (ICAO, 1992). Examining these guidelines

3In this respect, the company philosophy of Royal Dutch Airlines (KLM) is that of all flights one-third

of the landings should be done manually (i.e. using the FD), one-third by the automated systems, and

one-third by choice. Informal communication with KLM pilots, however, reveals that – under the guise of

maintaining their flying skills – at least 90 percent of all landings are still conducted manually.
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Table 1.1: Guidelines of human-centered automation (Billings, 1991).

Humans must remain in command of flight and air traffic operations

Automation can assist by providing a range of management options

Human operators must remain involved

Automation can assist by providing better and more timely information

Human operators must be better informed

Automation can assist by providing explanations of its actions and intentions

Human operators must do a better job of anticipating problems

Automation can assist by monitoring trends and providing decision support

Human operators must understand the automation provided to them

Designers can assist by providing simpler, more intuitive information

Human operators must manage all of their resources effectively

Properly designed and used, automation can be their most useful resource

make clear that the role of the pilot as a system monitor must become less passive and more

interactive with the automated systems. The HCA guidelines strongly suggest that future

developments in cockpit automation must be directed towards methods of bringing pilots

back into the loop (Wiener, 1985). One of the main avenues to improve current cockpit

interfaces is to provide information that supports the pilot in remaining on top and ahead

of the situation (NASA/DoD/FAA, 1995). The cockpit human-machine interface should

be re-designed to allow and support HCA. In this respect, a design philosophy that is

gaining support for interface designs of complex work environments is that of Ecological

Interface Design (EID). EID is based on Rasmussen’s SRK-paradigm and has two goals.

First, the interface should not contribute to the difficulty of the task by forcing a higher

level of cognitive processing than required by the task demands. Second, the interface

should support the entire range of activities that operators are faced with, i.e. it should

support all three levels (SBB/RBB/KBB) of cognitive control (cf. Vicente & Rasmussen,

1992). These principles are also relevant in the aviation context. First, the cockpit displays

should be re-designed to support the perception and action compatibility of humans in

SBB and RBB tasks. If pilots have difficulty in constructing a coherent mental picture

of the overall flight situation from the displays (causing a lack in SA) it indicates that

these displays force them to apply higher levels of cognitive processing than needed for the

elementary SBB task of controlling the aircraft. Second, in the automated environment

the principal pilot task is that of coping with unanticipated events which requires KBB.

For this purpose, the interface should allow for the development, by pilot training, of an

adequate internal representation at all levels of cognitive control. The experienced level

of complexity of the automated systems and the occasional failure of the pilot to track

and to understand what these systems are doing (a lack of MA) indicates that the current

cockpit interfaces do not satisfy the EID principles.

Summarizing, the status of pilot/flight-deck interaction indicates that many improvements

need to be realized before the future ATM environment can be introduced. From a safety

perspective, the persistent nature of human error provides little comfort in light of the

expected growth and complexity of aviation operations. It goes without saying that the
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4-D navigation procedures of the future will put additional task demand load on the pilot.

The flexibility in air traffic handling inevitably demands the high-precision control of

relatively complex, curved trajectories demanding levels of pilot situation and navigation

awareness that exceed the current needs considerably. Solving these problems by simply

enhancing flight-deck automation is a viable option but contradicts, however, the need to

bring pilots back into the loop with a more active role in the operation of their vehicles.

So, if this approach is being taken, it should adopt the principles of HCA. A second avenue

that should be followed in parallel to the first, aims at improving the management and

transfer of information to the pilot (NASA/DoD/FAA, 1995). In the next section the

current status and future developments in the cockpit HMI are discussed.

1.3 The cockpit human-machine interface

The cockpit can be regarded as the physical location where the pilot interacts with the air-

craft. The flight-deck systems form the human-machine interface designed to support the

crew in flight mission management and control. The cockpit HMI is certainly not the end-

product of some integrated design effort. Rather, as aerospace developments progressed

new systems were continually being added to improve flight performance and mission ca-

pability (Lovesey, 1977). Cockpit instrumentation gradually filled all the available space

in the cockpit, and the number of cockpit controls and displays has grown exponentially

since World War II. An important breakthrough has been the introduction of electronic

displays into the cockpit around the early 1980s, replacing most of the electro-mechanical

cockpit input and output devices. The programmable electronic display devices, either

Cathode Ray Tubes (CRT) or flat panel technology displays, allowed the introduction of

Multi-Function Displays (MFD) that provide enormous flexibility and versatility to the

flight crew – and the cockpit designer – with resultant improvements in flight manage-

ment performance. With a significant portion of the instrument panel covered by the

electronic displays, modern cockpits are referred to as glass cockpits (AGARD, 1996). The

flexibility of modern display technology allows the design and implementation of virtually

any display format, or: “The point has been reached where the question is no longer what

can be displayed, but what should be displayed and how we should display it.” (Oliver,

1990). Below, the current status and future developments in the cockpit instrumentation

will be discussed, emphasizing those displays that are relevant in the context of the cur-

rent and future ATM systems, i.e. the displays that present the guidance and navigation

information concerning the aircraft motion states relative to a prescribed trajectory.

1.3.1 Modern cockpit instrumentation

The Electronic Flight Instrument System (EFIS) displays

The current generation of commercial transport aircraft is equipped with the Electronic

Flight Instrument System (EFIS). The main flight and navigation information is presented
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Figure 1.4: The Primary Flight Display (Fokker 100 version).

on two colour CRTs, the Primary Flight Display (PFD) and the Navigation Display (ND).

The Primary Flight Display The PFD is an electronic analog of the electro-mechanic

Attitude Director Indicator (ADI) and presents primarily aircraft guidance information,

Fig. 1.4. Central on the PFD, the artificial horizon shows the aircraft attitude. The linear

tapes to the left and right of the artificial horizon depict the aircraft velocity and altitude,

respectively. The vertical speed is shown on the extreme right of the display. When

the Flight-Director is engaged, the horizontal and vertical FD command bars appear on

the artificial horizon. In the upper part of the display the active modes of the aircraft

automated systems are shown (Pallett & Coombs, 1997).

The Navigation Display The ND presents navigation information in two modes. In

Compass Mode (ND-CM) the ND is an electronic analog of the electro-mechanic Horizontal

Situation Indicator (HSI), a compass rose showing the aircraft heading and the lateral

deviation from a selected radio beacon radial or the ILS localizer. The ND in Map Mode

(ND-MM) depicts the aircraft position on a moving map in relation to airports, en-route

fixes or waypoints, and the intended course or track, Fig. 1.5 (Pallett & Coombs, 1997).

Comments on the EFIS displays

The current PFD and ND-CM can be regarded as electronic copies of the electro-mechanical

instruments that were developed even before WW-II, with some additional functionality.

The information the display elements present is merely status, and most of the indicators

convey only one signal. Some successful efforts were done to integrate more than one

signal into a single display element. For instance, the artificial horizon presents both the

aircraft pitch and the roll attitude angles in a way that is compatible to the visual hori-
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Figure 1.5: The Navigation Display, in Map Mode (Fokker 100 version).

zon when looking through the cockpit windshield. Integrating components of information

on the display reduces the need for scanning, reducing visual workload (Roscoe, 1968).

Nonetheless, the most persistent information processing task of pilots using conventional

displays is still that of integrating the information from different sources (Roscoe, Corl,

& Jensen, 1981). In this respect the only real improvement of the EFIS displays over

their mechanical predecessors is the ND in Map Mode, where the horizontal navigation

situation is shown as a pictorial representation that is very intuitive: “...at a glance, the

crew knows the aircraft’s position and its relation to all relevant navigational points within

the map’s range” (Oliver, 1990). The improvement in awareness of the lateral situation,

however, does not hold for the vertical situation and the vertical flight-path. Some pre-

liminary designs have been developed for the Vertical Situation Display (VSD), showing a

pictorial representation of the vertical flight profile similar to that of the ND-MM. These

VSDs, however, are currently not installed in commercial aircraft. The only indication of

the present vertical path deviation is presented in numerical form on the FMS.

The current EFIS displays are planar representations of the aircraft’s spatio-temporal

situation. The PFD shows the aircraft attitude and the ND shows a top-view of the

horizontal navigation situation. Neither one of these displays represent any information

about the dimension not explicit in the display (Prevett & Wickens, 1994). The orthogo-

nal displays represent the three-dimensional situation with two two-dimensional pictures,

a representation that is incompatible with the ‘natural’ way humans perceive their 3-D

environment (Haskell & Wickens, 1993). To become aware of the current flight situa-

tion the pilot must mentally integrate a considerable amount of information from a set of

(semi-) integrated or individual displays from several spatial locations on the instrument

panel. The difficulty of pilots in mentally reconstructing the flight situation from the
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planar EFIS displays, especially in high-workload situations, is certainly one of the main

causes of the occasional lack of situation awareness. Furthermore, although the ND-MM

shows intuitive information about the current and future horizontal navigation situation,

the pilot is unable to achieve the necessary trajectory-following performance with these

EFIS displays (Foyle et al., 1992). When precise flight manoeuvering is required, pilots

are forced to either engage and use the flight-director steering command system or engage

the auto pilot, Fig. 1.3. In the first case the pilot is in the control loop but must do what

the FD computer tells him to do, whereas in the second case the pilot is out of the control

loop and acts as a system supervisor. In both situations the information processing task is

performed by the computer, and not – at least, not necessarily, although pilots are trained

to ‘see-through’ the automated systems – by the pilot.

Considering the future ATM demands, there have been several studies that indicate that

flying complex, curved approaches can be conducted manually with conventional EFIS

displays (Erkelens & Dronkelaar, 1990; Knox, 1992), at least when the flight-director is

engaged. These studies, however, examined the tracking of fixed curved airways only and

were mainly concerned about the path-following performance, not with pilot situation

awareness. The fact that current systems can, in principle, be enhanced to comply with

the future precise navigation demands do not take away the growing concern about the

suitability of these systems from a pilot’s perspective. For instance, the flight director

does not present any information about the current nor the future aircraft motion status

with respect to the trajectory. So, the pilot is not able to judge the importance of the

actual path deviation from the FD command bars. Furthermore, it is inevitable that some

pilots follow the FD needles more accurately than others, resulting in path-following per-

formance differences which can not be tolerated in an ATM environment where an aircraft

received clearance only for a certain volume of airspace moving along the negotiated tra-

jectory. Clearly, other forms of presenting the 3-D/4-D guidance information should be

developed. Consensus in the aviation community is growing that, at last, the flexibility

gained with the introduction of programmable electronic displays must be exploited to the

full extent. This could mean a truly radical change towards the design of displays that

take advantage of humans’ unique strengths in visual processing: “The goal of a smart

approach to interface design would be to provide the information needed for controllability

in a form that exploits the power of perception.” (Vicente & Rasmussen, 1990).

1.3.2 Future cockpit instrumentation

Guiding an aircraft along a trajectory near the earth’s surface is a task that is similar

to every-day locomotion as walking or driving a car. With respect to walking the aerial

locomotion is guided by manipulating a machine instead of our own limbs; the vehicle

acts as some interim between the bodily motion and the locomotion itself. With respect

to car driving it are the restricted car kinematics and the less complex car dynamics that

are different. Despite these differences the task of manual aircraft control is of similar

difficulty, at least when visual contact with the environment is continuously available, i.e.
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Figure 1.6: The Tunnel-in-the-Sky display. In this figure, g1 depicts the aircraft symbol, g2 the

tunnel geometry, g3 the aircraft velocity (in [knots]), g4 the aircraft altitude (in [ft]),
g5 the horizon line, g6 the heading angle indicators and g7 the bank angle indicator.

under Visual Meteorological Conditions (VMC) (Naish, 1971; Wilckens, 1971). When the

visual contact with the environment is not available, i.e. under Instrument Meteorological

Conditions (IMC), and the pilot has to rely on the cockpit displays, the task rapidly

becomes more difficult. Why is that? The aircraft characteristics remain the same, and so

do the pilot properties. Apparently, whereas the out-of-the-windshield visual information

about the 3-D environment leads to an immediate awareness of the flight situation, the

current displays do not (Wilckens, 1971): they make the task more difficult than it is.

Perspective flight-path displays

The introduction above, although roughly stated, exemplifies the growing consensus in

the aviation community about what the primary flight display of the future should look

like. That is, it should present the aircraft spatio-temporal navigation and guidance sit-

uation in a manner that is intuitively understandable, i.e. requiring minimal cognitive

processing, that enhances the pilot’s situation awareness during all phases of flight, and

that is compatible with and among the various pilot’s control and monitoring tasks to be

performed. A suitable candidate that could satisfy these demands in the current and the



1.3 The cockpit human-machine interface 13

future air navigation system is a perspective flight-path display such as the Tunnel-in-the-

Sky display (TIS). A perspective flight-path display is a pictorial display that shows the

trajectory to be flown in a synthetic three-dimensional world similar to and compatible

with the contact analog, Fig. 1.6. It presents the aircraft 3-D guidance situation with

respect to the trajectory to be followed in an integrated fashion through a spatial, 3-D,

representation of that situation. It allows a direct spatial orientation of the aircraft’s po-

sition, attitude and motion relative to a fixed landmark – the tunnel geometry – in the

environment. Hence, the spatio-temporal flight situation with respect to the environment

is presented in a way that is compatible with the way in which humans naturally perceive

their environment, allowing pilots to use their perceptual system in an ecological fashion

(van Paassen & Mulder, 1998b). The display allows and supports pilots to rely on the

same perception and action cycles they use in their activities of daily life. It frees pilots

from mentally re-constructing the flight situation from an array of planar, quasi-spatial

displays and allows them to literally perceive the flight situation in a glance. Because the

pilot’s guidance and navigation task itself is spatio-temporal, the perspective tunnel dis-

play is highly compatible to the pilot’s internal representation (Mulder, 1994). The tunnel

display maps the task-related variables onto a visual pattern that directly represents the

variables of the task domain. Because of this, the task domain variables can be defined

and, most importantly, controlled in terms of the properties of the visual pattern itself,

not requiring any transformation between task and information domains at all (Mulder,

Stassen, & Mulder, 2000). The success of the tunnel display can be predicted on the

basis of the so-called Proximity Compatibility Principle (PCP) (Wickens & Andre, 1990),

which states that the way humans process the information is related to the nature of task

information processing characteristics. That is, a task that requires mental integration

of sources of information, close mental proximity, will best be suited by more proximate

displays, whereas tasks that require focused attention on those sources will be harmed by

close proximity (Wickens & Andre, 1988). The tunnel display allows pilots to utilize their

extremely proficient processes of perception and pattern recognition instead of requiring

them to utilize the cognitively intensive processes of integration and inference (Bennett &

Flach, 1992). It takes advantage of the processing efficiency of lower levels, especially the

skill-based level, of cognitive control (Vicente & Rasmussen, 1992).

A perspective flight-path display is not a new concept. Contact analog displays have been

propagated before and after WW-II (Poppen, 1936; Roscoe, 1948; Jones, Schrader, & Mar-

shall, 1950; Fogel, 1959; Roscoe, Hasler, & Dougherty, 1966). Pictorial displays have been

operational for decades in various vehicles such as submarines and space-craft (Kelley,

1967; McLane & Wolf, 1968). The promising contact analog display concepts that have

been propagated since the 1950s, however, could not be implemented effectively with the

contemporary technology. This changed with the advent of analog and digital computers

in the late 1960s, resulting in several successful demonstrations of various forms of pic-

torial, perspective cockpit displays (Wilckens & Schattenmann, 1968; Wempe & Palmer,

1970; van Houtte, 1970; Palmer & Wempe, 1971; Wilckens, 1971, 1973; Eisele, Williges,
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& Roscoe, 1976; Knox & Leavitt, 1977; Adams & Lallman, 1978; Jensen, 1978; Grun-

wald, Robertson, & Hatfield, 1980, 1981; Roscoe & Jensen, 1981; Jensen, 1981). Some

of the findings of those investigators who are considered here as the main innovators of

and contributors to the development of the tunnel-in-the-sky display are discussed in de-

tail in Chapter 2. Recently, research in perspective flight-path displays is booming, and

these research efforts provide increasing evidence for the hypotheses that presenting flight

guidance information through a perspective flight-path display enhances situation aware-

ness (Andre, Wickens, Moorman, & Boschelli, 1991; Dorighi, Ellis, & Grunwald, 1991;

Dorighi, Grunwald, & Ellis, 1992; Haskell & Wickens, 1993; Parrish, Busquets, Williams,

& Nold, 1994; Prevett & Wickens, 1994; Below, von Viebahn, & Hammer, 1995; Regal

& Whittington, 1995), is compatible with and among a variety of pilot control and mon-

itoring tasks (Wilckens, 1973; Roscoe et al., 1981; Oliver, 1990; Barfield & Rosenberg,

1992; Funabiki, 1997), and allows pilots to manually conduct complex, curved precision

approach and landing procedures with an accuracy comparable to that of their automatic

counterparts (Grunwald et al., 1980; Roscoe & Jensen, 1981; Watler & Logan, 1981; Grun-

wald, 1984; Reising, Barthelemy, & Hartsock, 1989; Haskell & Wickens, 1993; Theunissen,

1993b; Parrish et al., 1994; Prevett & Wickens, 1994; Regal & Whittington, 1995; Grun-

wald, 1996b) without an appreciable raise in pilot mental workload (Dorighi et al., 1991;

Ineson, 1994; Below et al., 1995). With the tunnel display the pilot is in direct command

of the flight operation (cf. Fig. 1.3(a)) with a suitable level of situation and navigation

awareness. It is a very promising candidate to become the primary flight display of future

aircraft cockpits, and it forms the subject of this thesis.

1.4 Motivation of the research project

Research at the Delft University of Technology

In 1990, the DELft Program for Hybridized Instrumentation and Navigation Systems

(DELPHINS) was initiated at the Faculty of Electrical Engineering of the Delft University

of Technology (DUT). The main goal of this project was to develop advanced presentation

methods for 4-D navigation and guidance information in the cockpit and resulted in an

implementation of the tunnel-in-the-sky display (Theunissen, 1997). In 1992 another

project was initiated, at the Faculty of Aerospace Engineering of the DUT. The main goal

of this project was to examine the fundamental properties of pilot/display interaction with

a general tunnel-in-the-sky display, and its results are the subject of this thesis.

Towards a fundamental analysis of the tunnel-in-the-sky display

The introduction of a perspective primary flight display on the flight-deck has tremen-

dous implications. Although large number of design aspects is or could be important in

the development of a new display, the most important criteria are that it yields a high

performance, supports a high level of situation awareness, and results in a suitable level
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of mental workload (Hettinger, Nelson, Brickman, Haas, & Roumes, 1995). Obviously,

the most important issue concerning the replacement of an existing display with another

would be to assess their relative performance in meeting these three demands. And in-

deed, such a comparison has been the main objective of many previous attempts to study

the effectiveness of the tunnel display format with respect to conventional displays (e.g.

Wilckens & Schattenmann, 1968; Haskell & Wickens, 1993; Flohr & Huisman, 1997). As

has been stated above, the tunnel display often showed its superiority over conventional

instrumentation. But ‘why is that?’, or, ‘where does this superiority come from?’. These

questions were frequently stated at the start of the current research project and led to

a rather different project perspective. In an attempt to complement the mainstream of

tunnel display investigations, the scope of the current project is strictly limited to an in-

depth analysis of the fundamental characteristics of a generic tunnel display as a means for

presenting the aircraft guidance information to the pilot. In this respect, the thesis front

page design, showing an extreme close-up of the display and revealing the screen’s pixels,

acts as a metaphor of the scope of the project. A second objective was to assess a research

method, discussed below, that provides knowledge about pilot/display interaction that

can be used for improving the tunnel display design. The task of the pilot considered here

will be that of manual control of an aircraft through the tunnel along a planned trajectory.

The reason for the emphasis on the manual control task is twofold. First, as has been

stated above, pilots persist in conducting some of the most crucial flight phases manually

and there are no indications that this will change in the near future. Second, the trend

in developing new cockpit HMIs is indeed to support manual control, in the philosophy of

the HCA principles of pilot-in-the-loop and pilot-in-control.

Adopting a cybernetic approach

The presentation of the guidance information by means of a pictorial, perspective tunnel

display has important consequences. Whereas the pilot task of following a trajectory in

space remains the same, the information is presented in a completely different fashion.

Instead of perceiving and mentally integrating the guidance information from a number of

instruments, the same information is presented as a pictorial representation of the visual

contact, enhanced with additional synthetic guidance information. Then, the question

arises: what are the effects of the 3-D tunnel presentation on pilot information processing

and pilot behaviour? And how does this affect the analysis of the pilot/display interaction?

The research presented here originates from these two questions. As the title of the thesis

explains, the approach taken here is rooted in cybernetics.4 The cybernetic approach

adopted in this thesis, studies the fundamental properties of pilot/display interaction

centered around information (Owen & Johnson, 1992), in particular the information used

for control. It is an integrated, multi-disciplinary approach to study the perception and

control behaviour of pilots interacting with the spatial tunnel display (Warren, 1988). It

4The term cybernetics originates from the Greek word for steerman (χυβερνήτης) and was used in

(Wiener, 1961) to coin the scientific discipline handling the control and communication theory.
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consists of four stages. In the first stage an analysis of the pilots’ tasks and an inventory

of their information needs to fulfil these tasks are conducted. The second stage involves

an investigation of the visual cues that, theoretically, are available to and, practically,

are used by the pilot. The third stage consists of a number of empirical studies into the

relative effectiveness in terms of perception and control of the various sets of optical cues

. When a human operator is required to act as a part of a closed loop control system

it is essential to investigate the behaviour of that operator in the control or monitoring

tasks. The knowledge obtained in this way can lead to guidelines for the design of all other

components in the loop, in this case the aircraft and, most importantly, the display. A

model-based approach suits this purpose very well and, since the use of models forces the

theoretical hypotheses to be described mathematically, a model-based investigation could

guide future research. Therefore, the fourth and final stage of the cybernetic approach

involves attempts to capture the empirically measured pilot behavioural characteristics

with mathematical models. Note, however, that the cybernetic methodology is a model-

based approach in the sense that it applies mathematical pilot modelling efforts as a

tool for analyzing the effects of varying tunnel display designs on pilot behaviour. The

pilot models themselves are not the main results. Rather, pilot modelling is a means to

accomplish the primary objective of this thesis, which is to obtain an understanding of the

interaction of a pilot and the tunnel-in-the-sky display that can be used for improving the

design of the tunnel display from a human-centered perspective.

1.5 Outline of the thesis

With the motivation and goals of the research project being elaborated in the previous

section, the contents and structure of the underlying thesis can be described below.

What does this thesis not contain?

In the definition of the motivation for this PhD project discussed above, a number of

rather comprehensive assumptions has been made already. Concerning the potential tech-

nological problems and developments necessary to implement the intended future cockpit

environment, such as the accuracy and update rate of the aircraft position measurement

avionics, it is assumed that all these problems have been solved. Hence, the current re-

search starts at the moment when the trajectory negotiation process has resulted in a

trajectory to be followed that is presented to the pilot with the tunnel-in-the-sky display.

The pilot task is to manually control the aircraft along this commanded trajectory; the

use of the display for monitoring task purposes will not be discussed. The effects of time

constraints in trajectory-following are not addressed; the tasks are essentially 3-D and not

4-D. Finally, only the classical manual control of aircraft is considered, consisting of the

pilot feedback of the aircraft attitude, flight-path and position relative to the prescribed

trajectory presented by the display. The potential benefits of forms of aircraft control

augmentation, such as rate-command/attitude-hold control modes, are not included.
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Figure 1.7: Stylized depiction of the structure of this thesis.

The subject of the research is a generic tunnel display design based on the formats that

were applied in earlier investigations (e.g. Wilckens & Schattenmann, 1968; Grunwald

et al., 1980; Theunissen, 1997). Some tunnel display design issues, such as the choice of

the frame of reference, the field of view, etc., remain untouched, generally because these

design issues have been solved in an almost identical fashion in the previous tunnel display

implementations. So, apparently, considerable consensus already exists what the tunnel

display should look like, and a further discussion of these issues seems to be almost trivial.

The current research focuses on the design of the basic elements of the tunnel geometry

( g2 in Fig. 1.6) and does not address the more ‘conventional’ display components such as

the velocity and altitude indicators. The thesis does not contain any comparison between

the tunnel display and conventional EFIS displays. Furthermore, of all sources of informa-

tion available to the pilot only the visual channel is examined here: effects of vestibular,

haptic and aural stimuli are neglected. If considered to be relevant, the consequences of

neglecting these effects will be commented on in the text. Finally, the experimental efforts

will be mainly concerned about the effects of various tunnel display geometrical designs on

pilot performance and pilot control behaviour. Situation awareness, task demand load and

mental workload are only addressed in the research through the use of pilot questionnaires.

Structure of the thesis

Fig. 1.7 shows the structure of this thesis pictorially. The thesis consists of two parts.

Chapters 2 to 4 discuss the theoretical part of the research. Chapters 5 to 10 describe the

experiments that have been carried out to investigate the theoretical considerations. The

main results of this thesis are summarized in the retrospective, Chapter 11.

Theoretical background Chapter 2 entails a task analysis of the pilot task of manu-

ally guiding the aircraft along a planned trajectory, with the tunnel-in-the-sky display as
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the primary flight instrument. Some important findings of earlier tunnel display research

efforts are discussed first, followed by a survey of investigations into related areas. The

discussion in this chapter will focus on issues of control, addressing questions like ‘what

are the tasks of pilots?’ and ‘what information do they need in conducting these tasks?’.

The chapter ends with a first definition of the cybernetic approach.

The tunnel-in-the-sky display as a means to present the aircraft guidance information to

the pilot is the subject of Chapter 3. The investigation is concentrated on a theoretical

study of this information, addressing two intimately related topics namely that of infor-

mation transfer, i.e. ‘what information does the display provide?’, and that of information

processing, i.e. ‘how is the information used by the pilot?’. Based on an extensive review of

the literature, especially the literature concerned about human visual motion processing,

the interaction characteristics of the tunnel display are analyzed and an attempt is done

to put them into a theoretical framework.

In Chapter 4 the findings obtained in the control chapter, 2, and the information chap-

ter, 3, are investigated from an experimental point of view, i.e. ‘how are the theoretical

considerations on pilot/display interaction going to be assessed experimentally?’. As will

become clear, the guiding philosophy behind the various experimental validation efforts

is to maintain the unique human perception and action compatibility supported by the

tunnel display. The initial definition of the cybernetic approach of Chapter 2 will be re-

fined in the sense that, first of all, it utilizes classical model-based techniques as a tool to

increase our understanding of the pilot perception and action cycles. Second, the approach

is extended with the use of pilot questionnaires to collect subjective pilot comments about

their interaction with the experimental tunnel-in-the-sky display formats.

Summarizing, the theoretical chapters together form the backbone of this thesis. Many

different techniques and a large variety of knowledge from numerous research disciplines

are applied in an attempt to get a grip on the tunnel display design variables that affect

pilot/display interaction. Most of the background information necessary to comprehend

the full scope of the research presented here is included in Appendices A to F.

Experimental validation The theoretical analysis conducted in Chapters 2 to 4 re-

quires a thorough experimental validation. Six experiments, labelled X1 to X6, will be

reported in this thesis in Chapters 5 to 10, respectively. Each experiment is defined to

investigate a specific set of tunnel display design variables and their effects on pilot/display

interaction. The experiments can be regarded as case studies that investigate a limited

scope of theoretical issues brought up in Chapters 2 and 3. Whereas the task conducted

in each experiment originates from the task or control-related analysis of Chapter 2, the

variables that are varied experimentally originate from the information-related analysis

of Chapter 3. The experimental results are investigated to increase the insight into the

various effects of the different tunnel geometrical design variables on pilot performance

and control behaviour, a matter of an in-depth analysis. These insights can then be used

to define specific tunnel design guidelines, to guide future theoretical investigations, and

to (re-)direct the experimental research, all of which can be regarded as synthesis efforts.



Chapter 2

Background, related research

and the cybernetic approach

2.1 Introduction

The first step in the cybernetic approach is an analysis of a pilot’s tasks and information

needs to fulfil theses tasks. In this chapter such an analysis will be conducted from the

perspectives of control and observation theory.

“Few problems are truly new.” (Kelley, 1967). Therefore, all investigations should start

with a study of literature that could be important to the research objectives at hand.

Such a literature survey, conducted at the start of this project (Mulder, 1994), indicated

that although the number and variety of relevant investigations conducted in the past is

impressive, only a few of them address the cybernetic issues important here in the same

specific context. As far as the tunnel display research is concerned, the contributions

of Wilckens and Schattenmann and certainly the investigations of Grunwald must be

reviewed here. The research of these pioneers is described in §2.2, a discussion which at the

same time provides a selected overview of tunnel display developments since the late 1960s.

The pilot task of manually controlling the aircraft along the curved trajectories of the

future, with a tunnel-in-the-sky display, is the subject of §2.3. Based on the findings from

the literature survey the pilot tasks will be analyzed and described as the concatenation

of a number of sub-tasks. The task analysis leads to a number of specific questions which

has up until now not been addressed in aerospace research. One of the outcomes of the

literature survey, however, was that in addressing these questions much can be learned

from investigations conducted in the context of automobile driving research. These issues

are the subject of §2.4. In §2.5 the various bits of knowledge obtained in this chapter will

be collected and put in perspective of the present research.
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2.2 History of the tunnel display: a selected overview

The concept of so-called contact analog displays is old. Since WW-II various attempts to

emulate the out-of-the-windshield visual contact with the cockpit instruments have been

reported (Roscoe, 1948), and the first perspective flight-path display formats emerged in

the early 1950s. At that time the available technology posed severe limitations and most

of these early concepts have never reached farther than the designer’s drawing table. The

advance of computer technology led to a revival of perspective display research in the

late 1960s and has since then expanded significantly. For a literature review on pictorial

display formats and perspective flight-path displays the reader is referred to Quinn (1982)

and Theunissen (1991), respectively. In this section the works of two tunnel-in-the-sky

pioneers, Wilckens & Schattenmann and Grunwald, will be discussed. These pioneers have

laid the foundation for most of the innovative tunnel display research since the late 1960s.

2.2.1 The Kanal display of Wilckens and Schattenmann

Since 1968, Wilckens and Schattenmann have reported several studies on the effectiveness

of their Kanal – channel – display for all-weather landing purposes. They are regarded pio-

neers because they were the first to provide a scientific basis for the potential of perspective

flight-path displays as a means to improve the cockpit HMI.

Kanal display design philosophy In the 1960s considerable effort was conducted to

solve the problem of aircraft landing under all-weather conditions (Wilckens & Schatten-

mann, 1968). Whereas the manual control of aircraft ILS approach and landings con-

stituted no serious problems in good visibility conditions (in VMC), problems did occur

in bad weather conditions (in IMC). Here, pilots had no visual contact with the outside

world and had to rely completely on their instruments. The approach taken, symptomatic

for the cockpit HMI developments, has been to extend the functionality of the automated

systems to allow automated landings. The pilot task is then to monitor the safe operation

of the autopilot and, in the case of a system failure or unsatisfactory performance, to abort

the procedure and perform a go-around manoeuvre. The reason for extending the capa-

bility of the autopilot to the all-weather landing situation was the belief that conducting

manual landings during these conditions was beyond human capabilities (Wilckens, 1971).

Wilckens, a test-pilot himself, strongly opposed this claim and stated that it is not the

pilot, but the inferior design of the cockpit instruments that had to be blamed for the un-

satisfactory performance in IMC: “...the root of the problem is a poor display.” (Wilckens,

1973). In a visionary paper (Wilckens, 1973), Wilckens predicted that the consequences

of automating the pilot out of the control loop were the loss of pilot proficiency, the lack

of pilot awareness of the flight situation and the probability of excessive mental workload

in case the autoland or ILS navigation systems would fail.

In Wilckens (1973) the evolution of cockpit display design is sketched in order to explain

the fallacy of the conventional designs. The aggregation of several cockpit displays across

the instrument panel yields a more efficient pilot scanning pattern (Roscoe, 1968). The
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available instrument indicators in principle provide sufficient aircraft status information

for the landing task in IMC. The manual approach and landing control task during Cat

II and III approaches, however, demands continuous scanning and mental integration of

the numerous status indicators into a coherent mental picture. This is a task beyond pilot

capabilities, at least as far as this mental picture should act as a basis for high-precision

path-following that would be acceptable for routine operations. The Flight-Director (FD)

reduces the need for scanning and information integration by providing the pilots a set of

command signals that they must obey in order to fly the precision approach path. Wilck-

ens argued that the FD masks the problem by reducing the pilot’s role to that of a stick

actuator (Wilckens & Schattenmann, 1968). The pilot cannot derive an overall view of the

situation from the FD command information alone, i.e. this information is not transparent

(Wilckens, 1973). The flight situation can be assessed by scanning in addition the other

status instruments, especially the Horizontal Situation Indicator (HSI) display, at the cost,

however, of decreasing path-following performance and higher mental workload. Wilckens

concludes that the current cockpit instrumentation is too abstract in nature and makes it

difficult for the pilot to stay on top of the flight situation.

The solution advocated by Wilckens was to offer the pilot a synthetic visual presentation

of the outside view by developing a head-down contact analog display of the through-the-

windshield visual information, independent of visibility conditions. Arguments to restore

the visual contact scene are the intuitive spatial orientation on the one hand and the result-

ing ease and naturalness of control on the other (as in approach and landings during good

visibility). For adequate guidance precision Wilckens reasoned that, in addition, the com-

manded trajectory should be presented on the display, enhancing the level of quantitative

guidance information (Wilckens, 1971). This trajectory is shown through the perspective

representation of a channel, a common and intuitive geometrical entity for humans. The

Kanal display, Fig. 2.1(a), is similar as the tunnel display, except that the top plane is not

shown. The channel is shown by means of dots that mark the lateral and vertical path

constraints. Wilckens and Schattenmann were the first to report a qualitative attempt

to relate the changes in the perspective channel presentation, i.e. the optical information

presented to the pilot, to the aircraft flight situation (Schattenmann & Wilckens, 1973;

Wilckens, 1973). As indicated in Fig. 2.1(b), both the aircraft attitude (ψ, θ, φ) and the

aircraft position (y, h) with respect to the trajectory are shown by pure pictorial means

through the perspective projection on the tunnel geometry.

Empirical Kanal display simulation studies In the 1966-1972 period Wilckens and

Schattenmann conducted a number of empirical evaluations of their Kanal display at the

fixed-base flight simulator of the German national aerospace laboratory DLR. In a first set

of experiments the Kanal display was compared with the conventional ILS instrumenta-

tion (no Flight-Director) in an ILS approach and landing task (Wilckens & Schattenmann,

1968). The results indicated that the channel display, which in fact only shows status infor-

mation, inherently provides command information, allowing pilots to intercept the localizer

and glidepath from any particular position offset on an asymptotic track. The precision of
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(a) channel format

y

h

φ

ψ

θ

(b) perspective relations

Figure 2.1: The Kanal display format (left) and the relations between the perspective projection

and the aircraft flight situation (right) (adopted from (Schattenmann & Wilckens,

1973)). The Kanal display was presented through an oscilloscope CRT. It consists

of an array of dots marking the projection of the channel boundaries. The thick

dashed lines show the display center; the continuous line depicts the horizon line.

All other lines shown are included here to accentuate the channel geometry.

intercepting and tracking this command information, however, is completely determined

by the pilot himself. The presentation of tolerance regions around the prescribed flight

path allowed pilots to reduce their gain (aileron, elevator, not throttle) as soon as the

aircraft is ‘settled’ inside of these regions. The sensitivity in pictorially presenting the

guidance information inspired pilots to perform better than usual and allowed them to

perceive much more directly the dynamic responses of the aircraft to control inputs. In

a later experiment the channel display was compared with three conventional types of

instrumentation – ‘ILS standard’, ‘ILS integrated’, and a Flight-Director – in a similar

ILS approach and landing task (Wilckens, 1973; Schattenmann & Wilckens, 1973). The

displays were analyzed in terms of the performance (path-following accuracy) and pilot

control behaviour. Results showed that performance with the channel display and the FD

display were similar, whereas performance with the other two display designs was signif-

icantly less. Again, it was found that the path-following responses (in terms of accuracy

and smoothness) with the channel display were similar to those of the FD display. As a

result, Wilckens showed analytically that the channel display inherently provides informa-

tion (through the changes in the projected tunnel geometry, see Fig. 2.1(b)), similar to

the Flight-Director (Wilckens, 1973). The use of a Flight-Director forces pilots to act as a

high-bandwidth servo-controller that must obey all FD commands by applying immediate

and small control inputs. The channel display, however, presents guidance information

through a perspective projection, allowing the pilot to perceive all elements of the flight

situation (attitude, flight-path and position) and to act on these elements accordingly.

The use of the channel display allows pilots to conduct well co-ordinated manoeuvres to

track the localizer and the glidepath as effectively as in visual flight. Furthermore, whereas
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Figure 2.2: Relation between the channel size and the pilot tracking accuracy (Wilckens, 1973).

The figure shows the influence of the pilot proficiency on the tracking accuracy, from

the early learning stage to a mature stage.

the Flight-Director integrates the guidance information according to a fixed set of rules,

the channel display allows pilots to choose their own strategy to intercept and track the

prescribed path. So, the channel display concept offers flexibility where the FD reduces

the pilot’s role to that of a servant strictly following commands.

Wilckens and Schattenmann were the first to notice the effectiveness of the channel size

as a way to manipulate the level of path-following accuracy adopted by pilots. The rela-

tion between the channel size and tracking accuracy can be exemplified in a qualitative

diagram, Fig. 2.2, which shows that the tracking accuracy is limited on the one hand by

the size of the channel (large sizes), the sensitivity contribution, and on the other hand by

the closed loop dynamic stability (small sizes), the stability contribution (Wilckens, 1973).

Hence, an optimal tunnel size is hypothesized to exist, depending on the level of pilot

adaptation, i.e. pilot proficiency, with the channel display.

Conclusive remarks The channel display was claimed by Wilckens and Schatten-

mann to be a dramatic improvement in ‘information transfer’ to the pilot, solving many of

the problems caused by the inappropriate conventional cockpit instrumentation designs.

Many of the implications they reported involving the design of their Kanal display are

still very relevant today. The disadvantages of the Flight-Director display as compared

to the contact analog display has been clearly addressed by them. Wilckens and Schat-

tenmann showed that both the displays present command information, either explicit

(Flight-Director) or implicit (channel). The explicit command information of the FD is

non-transparent and forces the pilot to act as just a servo-controller. It does not provide

any information about the current nor the future status of the flight condition: it is a

ghost (Wilckens, 1973). The implicit command information of the perspective display al-

lows spontaneous and intuitive orientation, a high level of manual precision control, and
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a ‘natural’ and therefore effective use of the available controls. By making use of the

unique capabilities of humans to plan and anticipate future situations, the channel display

is considered to be superior for not only manual guidance but for supervisory monitoring

tasks as well, allowing smooth manual take-over from automatic control systems whenever

necessary. Many problems with the cockpit HMI of present generations of transport air-

craft, in terms of situation awareness, mode awareness and pilot proficiency, were foreseen

by Wilckens and Schattenmann almost thirty years ago.

2.2.2 The Tunnel-in-the-Sky display of Grunwald

Grunwald may be seen as a pioneer in the research of perspective displays in general,

and the tunnel-in-the-sky display in particular. His investigations of manual control with

perspective displays were based on a sound control-theoretic approach and have been a

strong motivation for the cybernetic approach adopted in the current research project.

Control-related information in perspective displays and display augmentation

Grunwald successfully bridged the views from psychology and human engineering regard-

ing the issue of how humans use the information in the visual world for the purpose of

vehicular control. In two landmark articles Grunwald examined the availability and use of

control-related information in spatial visual displays (Grunwald & Merhav, 1976), as well

as methods to improve control performance by augmenting the abstract visual information

in those displays (Grunwald & Merhav, 1978). In the task of guiding a Remotely Piloted

Vehicle (RPV) along a straight trajectory, Grunwald showed the importance of the preview

of the desired trajectory laying ahead. Subjects were reported to use a span of forward

looking distances to extract higher-order information about their motion condition from

the visual field, allowing them to predict the future path (Grunwald & Merhav, 1976).

This process can be enhanced further by superimposing synthetic symbolic elements on

the visual display. For instance, a Flight-Path Vector (FPV) shows the instantaneous

direction, the tangent, of forward motion, whereas presenting the predicted vehicle path

conveys information about the change in the direction of motion, the curvature, in the

future. The symbolic display augmentation presents information compatible to the motion

condition that must normally be perceived in the visual field itself. It presents extremely

useful predictive feedback information, allowing pilots to anticipate for potential errors and

to initiate corrections even before these errors actually occur (Kelley, 1967).

Design philosophy of the tunnel-in-the-sky display

Grunwald reported the design and evaluation of a perspective tunnel display for 3-D he-

licopter approaches (Grunwald et al., 1980, 1981) and for 4-D aircraft approaches (Grun-

wald, 1984). The pictorial through-the-windshield visual contact augmented with the three-

dimensional commanded trajectory presented as a tunnel was reported to be extremely

useful for following a curved trajectory: “...a winding and descending tunnel in the sky
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(a) basic tunnel display format

predictor
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(b) tunnel-and-predictor display format

Figure 2.3: The tunnel-in-the-sky display format of (Grunwald et al., 1980, 1981) (left) and the

tunnel-and-predictor combination (right).

which combines both preview of the trajectory as well as the necessary control information

in one display format.” (Grunwald et al., 1981). Whereas Wilckens and Schattenmann

evaluated their Kanal display only for the ILS landing task, Grunwald examined pilot

performance with the tunnel display in curved approaches. Grunwald’s baseline tunnel

display is illustrated in Fig. 2.3(a). The experiments revealed considerable performance

limitations with the basic tunnel display due to badly damped pilot responses, accompa-

nied by a considerable level of workload. Directed by experience from his earlier research,

Grunwald attributed these problems to the use of only a small-sized CRT to present the

optical information. Due to the lack of peripheral vision the rate cues providing system

damping could not be perceived appropriately.

The flight-path predictor symbol In (Grunwald et al., 1980, 1981) it is shown an-

alytically as well as experimentally that a Flight-Path Predictor (FPP) symbol, flying

ahead and showing the predicted aircraft position, can restore damping and provides useful

control information for following complex curved trajectories. The tunnel-and-predictor

combination, Fig. 2.3(b), outperformed conventional displays in its abilities to follow a

curved path in the presence of turbulence, to re-enter the path from an off-set position,

as well as to monitor the automated flight (Grunwald et al., 1980, 1981). The success of

the tunnel-and-predictor display was attributed to the fact that whereas the tunnel image

compensates for predictor errors, the FPP compensates for the lack of tunnel display rate

cues (Grunwald et al., 1981). The design and evaluation of rules to predict the future

aircraft position, predictor laws, are reported in (Grunwald, 1985) and (Mulder, 1992).

Qualitative evaluation of the tunnel geometry In (Grunwald et al., 1980, 1981) a

qualitative attempt is reported of how control-related information can be perceived from



26 Background, related research and the cybernetic approach

the basic tunnel geometry. To illustrate the procedure, Fig. 2.4(a) shows the cues to be

derived from the tunnel display, whereas Fig. 2.4(b) shows the situation from above. Line

A–A represents the horizon and the roll angle φ can be estimated from the inclination of

A–A with respect to the monitor reference frame CyCz. Point C is the center of the image

and represents the vehicle axis. Point S is the center of the nearest tunnel square, whereas

point F indicates the instantaneous desired trajectory direction that can be estimated by

extending the four tunnel corner lines nearby to a point at infinity. The Fy and Fz axes

are defined as parallel and perpendicular to the horizon, and provide lateral and vertical

position deviation information with the distances between F and S in Fy and Fz direction,

respectively. The vehicle attitude with respect to the tunnel can be estimated from the

deviation of F from the center C, as well as the lateral and vertical interception angles.

The downslope Γt of the trajectory follows from the deviation between F and line A–A.

Trajectory preview is displayed explicitly with the tunnel section F at a fixed distance

D ahead of the vehicle. At the same distance D, point R is located on the line FS. The

distance between R and T in Fy and Fz direction provides an indication of the trajectory

curvature and the change in vertical downslope, respectively. Velocity cues are conveyed

by the speed of passing tunnel elements. A predictor symbol cross P can be explicitly

shown at a distance D ahead, presenting the predicted aircraft position. The lateral and

vertical deviations εl and εv between P and T represent the predicted future position error.

The task with and without a predictor symbol Without the predictor symbol all

control-related information must be perceived from the basic tunnel geometry. When the

predictor is presented the control task, defined as staying inside the displayed tunnel, is

simplified drastically. This can be explained as follows. With a predictor, minimizing

the errors εl and εv between the predictor P and the reference frame T automatically

yields path-following, the precision of which dependent on the accuracy of the predictor.

This exemplifies the augmentation of the basic tunnel presentation via pure predictive

information: the predictor does not tell the pilot what to do (like a Flight-Director), but

only shows what will happen when the pilot does not change the instantaneous flight

condition. With the predictor the pilot task essentially becomes an elementary two-axis

pursuit tracking task (McRuer & Jex, 1967).

Providing 4-D guidance information Grunwald extended his tunnel-and-predictor

concept to allow accurate control of the aircraft forward velocity in a 4-D guidance task

(Grunwald, 1984). This is accomplished by presenting the predictor symbol related to the

actual forward speed as well as a reference frame in the tunnel, ahead of the own plane,

related to the desired forward speed. By matching the predictor symbol in the lateral

and vertical dimensions the pilot optimizes the path-following accuracy. By matching

the predictor symbol with the tunnel reference frame in the longitudinal direction, the

pilot can minimize errors in the forward velocity. Hence, all information for accurate 4-D

path-following is presented centrally in the display through the use of a single symbol.

Experiments showed that accurate velocity control was achieved with moderate throttle
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Figure 2.4: Control-related information conveyed by the basic tunnel geometry and the predictor

symbol (Grunwald et al., 1980, 1981). The notations and symbols applied in this

figure are explained in the text.
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activity and without affecting the path-following performance (Grunwald, 1984).

Rotating the tunnel geometry In following a curved tunnel segment with constant

radius and without effects of wind, an aircraft conducts a stationary curve by rotating

its wings with a fixed angle of bank. Grunwald investigated the potential usefulness of

rotating the tunnel geometry as a whole to depict aircraft roll angle command infor-

mation (Grunwald et al., 1981; Grunwald, 1984). The results were not successful: no

performance differences were observed between the rotated and non-rotated tunnels were

reported (Grunwald et al., 1981). In Grunwald (1984) the same conclusions were drawn,

with the additional comment that rotating the tunnel geometry was confusing during tran-

sients between straight and curved sections of the trajectory. Improvements to solve these

problems during curve-transition manoeuvres were reported (Grunwald, 1996a, 1996b).

Conclusive remarks

The pioneer tunnel-in-the-sky display investigations of Wilckens & Schattenmann and

Grunwald illustrate the main developments in this display very well. The preview of

the short-term guidance constraints was found to be one of the principal virtues of the

display. The superiority of the information transfer to the human pilot as compared to

the conventional instruments has been unequivocally reasoned by Wilckens and Schatten-

mann. An important advantage of the synthetic contact analog representation is that the

visual information can be enhanced with elements that are not available in the outside

world: a computer-generated display allows the designer to emphasize or augment those

display elements that convey clear and unambiguous guidance information. The research

of Grunwald has shown the tremendous gains to be achieved by augmenting the display

with entities presenting higher-order guidance information such as the flight-path vector

and the flight-path predictor. In conclusion, the main innovative developments in design-

ing perspective flight-path displays have been conducted more than two decades ago. Of

course, many other research groups have implemented their own implementation of a tun-

nel/channel/pathway/highway or whatever-in-the-sky display. But none of these designs

have led to any substantial advancements over the classic designs of the pioneers.

2.3 A first analysis of the pilot’s guidance task

Applying the SRK-taxonomy to the pilot guidance and navigation task

A classification of pilot behaviour according to Rasmussen’s SRK taxonomy is reported

in (Tanaka & Matsumoto, 1986), Fig. 2.5. The mission of a transport aircraft pilot is to

bring the aircraft from one airport to another following a pre-determined flight plan. The

pilot supervisory task is the judgement of whether the current flight condition is in accor-

dance with the nominal plan. In case of unexpected situations, such as changing weather

conditions or system failures, pilots must decide upon the navigation alternatives. This

is a decision-making task that falls in the category of knowledge-based behaviour, where
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Figure 2.5: Describing the pilot’s guidance and navigation tasks following Rasmussen’s three

levels of cognitive control (adapted from (Tanaka & Matsumoto, 1986)).

pilot experience plays an important role in determining the next procedure. Pilots are

trained to deal with unexpected events in a systematic, procedural manner. Aircraft oper-

ation manuals are provided wherein all tasks are described sequentially, together forming

a procedure for each flight phase. The selected strategy is composed of a sequence of pro-

cedures and the behaviour stemming from these explicit procedures falls in the category

of rule-based behaviour. At this level, various tasks are activated that are composed of

simpler units of perception and action, such as reading the airspeed indicator and moving

the control manipulators. These units of behaviour are classified at the lowest level of

cognitive control, skill-based behaviour. The categorization of ‘cognitive control’ can be

viewed as a hierarchical control system consisting of three levels: KBB at the top, RBB

in the middle and SBB is at the bottom level Fig. 2.5. A basic assumption of this thesis,

as in most of the earlier tunnel display investigations (Wilckens, 1971; Grunwald et al.,

1980; Theunissen, 1997), is that all issues initiating pilot cognitive behaviour at the two

higher levels are neglected. That is, the current investigation starts where the higher

level navigation tasks involving pilot knowledge-based and rule-based behaviour discussed

above, have yielded an optimal 3-D or 4-D trajectory to be flown. The focus is on pilot

skill-based control behaviour, involving low-level cognitive perception and action cycles.

Defining a 3-D or 4-D trajectory

The on-board Flight Management System (FMS) computers contain algorithms for com-

puting efficient (fuel/time/economy) flight profiles that satisfy all boundary conditions

defined by e.g. passenger comfort and the aircraft flight envelope. These profiles demand
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Figure 2.6: The computation by the aircraft Flight Management System computers of a curved

trajectory, starting from a set of route-fixes or way-points.

high-precision aircraft guidance and are usually flown by the autopilot or with the Flight-

Director engaged. FMS trajectories are defined by means of way-points, marking a fixed

geographical position (Brockhaus, 1994). Basically, two sorts of way-points are used, i.e.

those that must be overflown with a pre-defined track (wp1, wp3) and those which do not

have to be overflown (wp2), Fig. 2.6(a). As this figure shows, way-point wp2 marks the

cross-point of two straight lines with different track angles; the lay-out of the way-points

commands a change in track angle 4χc. Because aircraft cannot instantaneously change

their track angle, a circle segment is used for a smooth transient manoeuvre, Fig. 2.6(b).

The radius Rc of the circle segment is determined by the airspeed and a maximum roll an-

gle of 25 to 30 [deg]. Given the curve radius, the FMS computes the curved section of the

trajectory, resulting in a candidate trajectory connecting way-points wp1 and wp3. Next,

the FMS applies fast-time simulation (FTS) techniques to test whether this candidate tra-

jectory satisfies all constraints. Repeating the FTS method for various other trajectories

yields a trajectory that satisfies all constraints best. This is the final, optimal, trajectory

that forms the reference for computing an array of set-points for the automatic controllers

(AP and FD). When approaching (following a STAR) or leaving (SID) an airport usually

strict velocity constraints hold. In the future, it can be expected that the airborne FMS

computers, negotiating with the ATC computers on the ground, will further impose strict

time constraints on the aircraft approach and departure manoeuvres. To generate 4-D

trajectories a similar procedure as discussed above can be used, enhanced with function-

ality to deal with the time constraints. Fig. 2.7 shows a provisional approach plate for

a curved MLS approach, used by pilots in their preparation of the approach and landing

with conventional instruments. From the discussion above it is clear that the curved tra-

jectories that are computed in FMS computers are piecewise continuous and consist of a

concatenation of straight and circular segments.
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Figure 2.7: Proposed approach plate for a curved approach to New York’s La Guardia airport

(Erkelens & Dronkelaar, 1990). The star symbols labelled ‘CAUGH’, ‘ERTON’, etc.

are way-points. The top of this plate shows the identification of the arrival and the

frequencies to be used for communication and surveillance. The middle and bottom

sections illustrate the horizontal and vertical approach geometry, respectively. A

pilot must intercept the approach profile at ‘ALLBE’ with a track of 44◦ [deg]. After

a right hand turn the 3◦ [deg] glidepath is intercepted at ‘DRACK’.
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Figure 2.8: Analysis of the pilot’s guidance task of following a FMS trajectory that is a concate-

nation of straight and circular segments (left). The right hand figure shows time

histories of the aircraft roll angle φ and the track angle χ.

The pilot’s guidance task

The 3-D reference trajectories as evaluated in the present work are assumed to consist

of straight sections and approximately circular segments in the horizontal and vertical

plane. This has also been the case for the majority of previous tunnel display investiga-

tions (Wilckens, 1973; Grunwald et al., 1981; Grunwald, 1984; Wickens, Haskell, & Harte,

1989; Grunwald, 1996a; Theunissen, 1997). The consequences for pilot behaviour of fol-

lowing a prescribed trajectory that consists of a concatenation of straight and circular

sections were analyzed in (Mulder, 1995). To exemplify the analysis, the aircraft manoeu-

vre in the horizontal plane, Fig. 2.6(b), is repeated in Fig. 2.8, also including the time

histories of two main aircraft asymmetric state elements, the roll angle φ and the track

angle χ (Appendix C). Four stages are distinguished: (I) following a straight section; (II)

anticipating and intercepting the circular segment; (III) following a circular section, and

(IV) anticipating and intercepting a straight segment again. Hence, following the refer-

ence trajectory means that the pilot must either maintain a certain stationary (steady)

flight condition, or execute a transition manoeuvre between these steady conditions. The

two stationary flight conditions are the aircraft recti-linear motion, in straight tunnel seg-

ments, and the aircraft curvi-linear motion, in circular tunnel segments (Appendix C).

Transition manoeuvres are needed for an aircraft to change its track angle (usually in

the horizontal plane), resulting in the transition from rect-linear to curvi-linear motion,

or to change its flight-path angle (vertical plane), resulting in the transition between two

recti-linear motion conditions. This has consequences for investigating pilot control be-

haviour. Maintaining a certain steady reference condition in the presence of disturbances

is known as a regulation task. Controlling a transition between two reference conditions

is markedly different, both from a control as a perceptual point of view, and is referred
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to as an anticipation task (Mulder, 1995). From the perspective of investigating pilot

control behaviour in these two tasks, a literature survey (Mulder, 1994) indicated that

much can be learned from the findings in automobile driving research. Therefore, some

investigations in automobile driving will be discussed in the next section. In §2.5 both the

vehicular control research domains will be linked together again.

2.4 Research in automobile driving

Why is automobile driving research important here?

The striking resemblances between the task of guiding an aircraft along a trajectory in

space with a perspective flight-path display and that of controlling an automobile along a

road were mentioned first in (Wilckens & Schattenmann, 1968). The principal similarities

that are relevant in the current research context were identified in (Mulder, 1994):

• The preview of the trajectory ahead conveys the current and future guidance con-

straints, allowing the driver or pilot to anticipate changes in the oncoming trajectory.

• The task objective is not necessarily to minimize all guidance errors. A boundary

control task is executed in which the guidance errors are kept within the constraints

presented by the road or tunnel boundaries.

• The control-related information is perceived from the out-of-the-window visual scene

or from a synthetic representation of that scene. The effects of the control inputs

immediately lead to changes in the visual scene. Hence, the human perception and

action skills are supported through the representation of both perception and action

in the same spatial format.

• Both are vehicular control tasks: a multi-dimensional vehicle state must be perceived

and controlled such that stability is guaranteed and performance goals are met.

There are also some important differences. The control of an aircraft is more difficult due

to the larger number of degrees of freedom, the less favourable dynamics, and the higher

velocities involved. Furthermore, whereas an automobile driver usually has an almost

unobscured view on the outside world, with a tunnel display the pilot is confronted with

a synthetic representation of that world on only a small-sized CRT.

Behavioural and control-theoretic automobile driver models

Validated driver models exist for driving tasks such as lane keeping and lane-change ma-

noeuvres (Crossman & Szostak, 1968; Weir & McRuer, 1968; Weir, Heffley, & Ringland,

1972; McRuer, Allen, Weir, & Klein, 1977; Donges, 1978; Reid, Solowka, & Billing, 1981;

Reid, 1983). In these investigations the principal interest is the way in which drivers

extract the control-related information from the visual scene (McRuer et al., 1977). The

usefulness of these visual cues are usually examined in the following ways:
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• By considering the guidance and control requirements of the human-vehicle system, a

system controllability analysis, yielding a set of vehicle motion states that must be

sensed and control actions that must be initiated to satisfy the guidance demands.

• By determining the availability and functionality of the visual cues in the visual field,

a system observability analysis, yielding a set of vehicle motions that can be sensed

and used for control, on various levels of usefulness.

• By performing eye-movement experimental studies, which could lead to an identifi-

cation of the most utilized visual cues.

Some of the main representants and findings of these three approaches are discussed below.

Effects of trajectory preview Central in most driver-modelling attempts is the notion

of duality of information conveyed by the view of the road ahead (Donges, 1978). First,

the visual field provides preview information on the instantaneous and future course of the

road, the forcing function, which is used for vehicle guidance. Second, static and dynamic

visual cues contain information on the instantaneous deviations between the vehicle’s path

and the reference trajectory. These visual cues are used to stabilize the vehicle motion.

Therefore, the automobile driver is generally modelled on two levels of control. The high

level represents the utilization of the preview of the future trajectory, yielding an open

loop anticipatory control activity. The anticipatory control mode represents the driver’s

guidance response to the deterministic forcing function, the road ahead. The lower level

represents the continuous control of the position and heading of the vehicle, yielding a

closed loop compensatory control activity. The compensatory control mode represents

the driver’s control response to the stochastic control errors, the perturbations by wind

(Donges, 1977). A driver, who is controlling the compensatory inner loops, occasionally

switches to the anticipatory control level, a strategy referred to as intermittent control.

Perceptual studies Perceptual studies usually start with a mathematical analysis

of the elements in the visual scene that could provide the control-related information

(Gibson, 1950; Gordon, 1965, 1966a, 1966b). Experiments are then conducted, e.g. using

eye-trackers, in an attempt to relate the driver’s steering responses to the features in the

environment being looked at. These experiments generally support the duality in the

available information stated above. Eye-movement patterns reveal that drivers use the

entire view of the road ahead for automobile guidance (Gordon, 1966b). An intermittent

visual attention allocation, yielding observation of the entire range of preview ahead, is

required by the needs for anticipation and vehicular alignment. The need for anticipation

requires the driver to look farther ahead to obtain a general idea of conditions (the road

curvature) that have to be met in the near future. Close-up viewing results from the

need to align the vehicle with the road. In following a curved section of the road, the

driver looks into the curve at a shorter range of viewing distances than when following

a straight section (Kondo & Ajimine, 1968). An experienced car driver has an accurate

internal representation of the vehicle handling qualities and the disturbances acting on the

vehicle, but also in terms of perceived changes in the future trajectory. In eye-movement



2.4 Research in automobile driving 35

studies of Kondo and Ajimine (1968) and Shinar, McDowell, and Rockwell (1977), it is

found that drivers exhibit anticipatory lateral eye movements some time before the change

in trajectory started. In what is referred to as the curve negotiation process, drivers

estimate from the road ahead the trajectory changes in terms of curvature and roadway

characteristics. Based on this information and their internal representation, drivers initiate

an anticipatory control action to intercept the curve.

Control-theoretic models The division of the driver behaviour into anticipatory and

compensatory control is a well-established theoretical hypothesis. The way in which the

two control levels are modelled, however, shows some alternative viewpoints, especially

for the anticipatory mode. Many possible ways exist in which the use of the preview

information can be modelled. Do drivers fixate at a single point ahead of the road, do

they look at a fixed angle into a roadway curve, or do they use an interval of future

errors? In addition, do they act on perceived changes in future position, or heading,

or road curvature? In general, using a one-point looking distance approximation of the

effect of the previewed road ahead can lead to satisfactory results (McRuer et al., 1977;

MacAdam, 1981; Guo & Fancher, 1983). The modelling attempts reported in (Grunwald

& Merhav, 1976), however, showed that it takes at least a two-point looking distance

model to describe human control behaviour properly. This is confirmed in (Hess, 1981;

Hess & Modjtahedzadeh, 1989) where this fact is attributed to a driver’s need to estimate

the trend in the forcing function, which is impossible with a single-point looking model.

Yet, it is the trend that makes the preview worthwhile, because it allows an inversion of

the low-frequency vehicle dynamics, yielding a perfect feed forward controller (Hess, 1981).

Almost all modelling attempts consider the road curvature as the primary perceptual cue

for anticipatory control (McRuer et al., 1977; Donges, 1978; Reid et al., 1981; Reid, 1983).

Error-neglecting control The control-theoretic driver models are based on the as-

sumption that drivers control their vehicles in a continuous error-correction mode. Godthelp

(1984), however, pointed out that, because of the boundary control nature of a driver’s

task, drivers do not need to minimize the guidance errors per se. Rather, these errors can

be neglected up to that moment the driver decides to act on them again, yielding a different

control strategy referred to as error-neglecting control. Godthelp showed that the driver’s

internal representation allows the estimation of a temporal rather than a spatial range with

respect to the road boundaries, the so-called Time-to-Line Crossing (TLC) variable. In

error-neglecting control, drivers can neglect the path errors up to the moment the tempo-

ral range, the TLC, drops below a certain threshold. The preview of the trajectory ahead

allows the driver to maintain a temporal region of safety, similar to the field-of-safe-travel

concept reported by Gibson and Crooks (1938). Blaauw (1984) describes a way to model

the driver’s error-neglecting control behaviour.

Research implications

The relevance of the automobile driving investigations for the present research is unequiv-

ocal. In both the guidance tasks the trajectory to be followed is the deterministic forcing
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function of the human/vehicle control system. The disturbances (wind, control inaccu-

racies) that act continuously on the vehicle are the main stochastic inputs. The task of

following the trajectory presented in a spatial format, allowing preview of the forcing func-

tion, is dual. First, the operator must keep the vehicle aligned with the trajectory in the

presence of disturbances. Second, the operator must anticipate oncoming changes in the

trajectory. The boundary control task allows the human controller to act in different ways,

i.e. more than one control strategy applies. The task of staying within the space-restricted

trajectory yields a continuum between the strategy of continuously compensating for all

guidance errors and that of neglecting all errors as long as the – spatial and/or temporal

– guidance constraints are satisfied. Obviously, the freedom in adopting or selecting a

strategy within this continuum depends strongly on the task of the human controller.

2.5 Taking a cybernetic approach

2.5.1 Re-examining the pilot’s guidance task

The definition of the pilot’s guidance task, §2.3, will be re-examined in the light of the

findings of the previous section.

Error-neglecting control? A perspective flight-path display allows pilots to adopt a

control strategy that suits them best in satisfying their task objectives (Wilckens, 1973).

When the path-following constraints are low, i.e. for large tunnel sizes, pilots might be

tempted to relax the guidance activities and put their attention temporarily to other tasks.

This could result in periods of error-neglecting control similar to those observed in auto-

mobile driving. Indeed, a temporal variable similar to that of the TLC, the Time-to-Wall-

Crossing (TWC) variable, has been proposed in (Mulder, Theunissen, & van der Vaart,

1995). Although this type of behaviour is certainly relevant in the present context, it is

considered to be of only secondary importance. One of the main motivations for developing

the tunnel display in the first place has been to allow high-precision manual trajectory-

following. Secondly, in flight the guidance constraints especially when approaching the

landing runway are much higher than on the road and will certainly not allow pilots to

temporarily neglect (for more than a very short while) the guidance task. Third, there is

the matter of passenger comfort: it is very uncommon that an aircraft is allowed to waggle

its way along the trajectory; at least the aircraft roll angle must be kept constant during

an approach to landing. Therefore, it is hypothesized that the most important part of

pilot behaviour will be that of high-precision manual guidance and control, requiring con-

siderable attention from the pilot. The present work focuses on the pilot error-correcting

task of flying the aircraft through the tunnel as accurately as possible (Mulder, 1995).

Preview The preview of the trajectory ahead allows pilots to anticipate future changes

in the trajectory. The task analysis of §2.3 identified two types of tasks: regulation tasks,

i.e. following straight or circular trajectories, and anticipation tasks, i.e. controlling the

transient manoeuvres between straight and circular sections. In the regulation tasks
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the trajectory type remains the same and there is no need for anticipating any changes.

The only concern of the pilot is to maintain a stationary tunnel image and compensate

for perturbations in this image. “When the vehicle is aligned with a straight or regularly

curved highway, the road assumes a steady state appearance. The borders and lane markers

remain almost stationary in the driver’s field of view. The driver’s problem in lateral

guidance, ..., may be to maintain an acceptable steady state condition and to null deviations

from the steady condition by utilizing visual feedback information.” (Gordon, 1966a).

This statement is adopted to be one of the main hypotheses of this thesis and will be

elaborated further in Chapter 3. So, in the task of precisely following a time-invariant

trajectory, the question remains: ‘what is the added value of preview after all?’ There is

no need for anticipating changes in the trajectory and the guidance constraints remain the

same. Preview of the trajectory ahead shows a spatial representation of the commanded

trajectory and the motion condition itself. It allows the operator to directly perceive the

errors in vehicular guidance and to establish spatial feedback loops compatible to those

applied in every-day locomotion. For instance, if the aircraft direction of motion is aligned

with the trajectory but it is not positioned on the trajectory, a control action is needed to

bring the aircraft back on track. When the aircraft is positioned towards one of the sides

of the tunnel but its motion is directed towards the center, there is no need for a control

action. But this has nothing to do with error-neglecting control, it is simply the operation

of a well-damped feedback system: a Flight-Director in principle uses the same feedbacks

to generate the command signals (Wilckens, 1973). The tunnel, however, allows pilots to

close the control loops themselves and to choose their own particular feedback gains.

In the anticipation tasks the desired trajectory changes abruptly (even discontinuously)

and so do the aircraft reference states such as the roll angle. The pilot anticipation task

is to control the transient manoeuvres between the two reference conditions of recti-linear

and curvi-linear motion. When anticipating a curve the aircraft is still on a straight

section immediately preceding the curve. Here, preview is essential: pilots must estimate

the oncoming change in trajectory curvature and, based on their internal representation,

initiate an open-loop feed forward control action to start the manoeuvre. The aircraft

will start to develop the required lateral acceleration to follow the oncoming curvature.

Hence, the pilot anticipation task involves the timing of the feed forward control action

and the estimation of the required amplitude of this control action. During the transient

manoeuvre the pilot checks the validity of the feed forward control action by compensating

for errors in this action through feedback. Methods to model this type of behaviour are

discussed in (Mulder, 1994, 1995). In this thesis the pilot anticipation task of conducting

a curve transition manoeuvre will be analyzed in qualitative terms in Chapter 10.

2.5.2 Towards a mathematical description of the regulation task

A multiple-axis, multi-loop regulation task The main working hypothesis in this

thesis is that the pilot controls the aircraft along the trajectory as accurately as possible, or,

equivalently, the pilot continuously compensates for the effects of the disturbances. This
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Figure 2.9: The general pilot-in-the-loop situation considered in this thesis, and the conse-

quences of the various simplifying assumptions. In this figure x and w represent

the aircraft state vector and the atmospheric disturbance vector, respectively. The

aircraft state vector is transformed in the display block into a set of optical cues,

depicted by y, that are observed by the pilot. The pilot responds to these cues with

control actions u. The pilot control behaviour can be described as the sum of the

output of a set of linear describing functions and a remnant signal vector n.
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results in the multiple-axis, multi-loop regulation task of Fig. 2.9(a). A pilot controls

(u ∈ R`) the aircraft, disturbed with atmospheric turbulence (w ∈ Rs), along the tunnel

trajectory. The aircraft state (x ∈ Rn) is presented with the tunnel display.1 Perturba-

tions (i.e. attitude and position errors) from the reference trajectory yield a set of optical

cues (y ∈ Rm) which allow pilots to perceive the aircraft state with respect to the trajec-

tory.2 The aircraft dynamics, the effects of the atmospheric turbulence, the pilot control

behaviour and the display transformations are all in principle non-linear. Since the anal-

ysis of non-linear systems is difficult and not many techniques exist for their evaluation,

much can be gained by linearizing the elements in the control loop:

• The aircraft dynamics can be linearized well around any stationary flight condition

(Etkin, 1972). An obvious choice would be the flight condition that is appropriate

for the reference trajectory, i.e. a recti-linear or curvi-linear aircraft flight condition.

The linearized aircraft models are described in Appendix C.

• The display transformations, describing the relation between the aircraft state and

the optical cues, can also be linearized. In conjunction with the linearization of the

aircraft dynamics, an attractive operating point of linearization is the situation of

zero aircraft position and attitude errors with respect to the reference trajectory.

The display model then consists of the linearized expressions for the set of optical

cues, i.e. y = T (x). This description will be the subject of Chapter 3.

• The human pilot can be modelled according to the describing function method, which

decouples pilot control behaviour into a causal mathematical description and a rem-

nant model (McRuer, Graham, Krendel, & Reisener Jr., 1965). The implications of

this method are discussed in §2.5.3 and in Appendix E.

The linearization yields a closed loop system that is linear, Fig. 2.9(b).

The single-axis, multi-loop regulation task In most cases in this thesis the pilot

has only one output signal, ` = 1. In controlling an aircraft this means that the pilot

either controls the so-called asymmetric or horizontal aircraft motions or the symmetric

or vertical aircraft motions (Appendix C). This yields the control task that is the starting

point of the analysis here: the single-axis, multi-loop aircraft regulation task of Fig. 2.9(c).

The linear aircraft model Linear dynamic models can be obtained that are represen-

tative for the aircraft symmetric and asymmetric motions (Etkin, 1972). The simplified

linear models, depicted in Fig. 2.10, consist of a cascade combination of three transfer

functions connecting the main elements of the aircraft state vector: the attitude angles

φ (roll) and θ (pitch), the flight-path angle errors χe and γe (defined relative to the

trajectory), and the position errors xe and ve (relative to the trajectory). The transfer

functions are described in Appendix C. In each channel three loops must be closed by a

1The TASK variable affecting the display reflects the properties of the reference trajectory. It is

assumed that these properties are time-invariant: the trajectory is either straight or circular.
2As has been stated in Chapter 1 all sources of information other than those presented by the visual

display, such as motion cues, are neglected in this study.
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Figure 2.10: The simplified linearized aircraft dynamics. The aircraft states for the asymmetric

motion are the roll angle φ, the flight-path angle error χe (which equals the heading

angle error ψe in the no-slip condition) and the lateral position error xe. The

aircraft states for the symmetric motion are the pitch angle θ, the flight-path angle

error γe and the vertical position error ve. The aileron δa and elevator δe controls

are the inputs of the asymmetric and symmetric channels, respectively.

pilot, which are referred to as the inner loop (aircraft attitude), the middle loop (aircraft

flight-path angle error, the direction of motion with respect to the track) and the outer

loop (the aircraft position with respect to the track). Although not shown in Fig. 2.10 the

aircraft disturbances are essential in the experimental analysis, Chapter 4.

The linear display model The display model consists of a set of linearized expressions

relating the aircraft state, x, with the optical cues conveyed by the spatial display: y =

T (x). Fig. 2.11 shows a number of static screen shots of the tunnel geometry, presenting

a straight trajectory, for several combinations of the lateral position error xe and the

heading angle error ψe. In case of perfect alignment of the aircraft with the trajectory

the tunnel image is symmetric, and any deviation from the trajectory yields a distortion

of this symmetrical condition (Theunissen & Mulder, 1994). The optical deviations from

any particular aircraft reference condition can be used for control purposes because they

reflect deviations from the ideal situation (Mulder, 1995). Hence, it can be hypothesized

that the pilot perceives the aircraft motion state relative to the trajectory through the
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Figure 2.11: Distortion of the symmetry in the geometry of a generic tunnel-in-the-sky display.

xe and ψe represent the lateral position error and the heading angle error with

respect to the trajectory, respectively.

optical changes in the tunnel geometry: x̂ = T −1(y). Two intimately related questions are

important here, i.e. ‘what information does the pilot perceive for purposes of control?’, and

‘how is the information presented on the display?’. These topics, referred to as information

processing and information transfer, respectively, are the subject of Chapter 3.

2.5.3 Modelling the human pilot

Many attempts have been conducted in the past to obtain a mathematical description of

human control behaviour for numerous applications. A short retrospective will be given

below, for a more detailed discussion the reader is referred to Appendix E.

The quasi-linear pilot model The human controller is a complex control and informa-

tion processing system. Human controllers are time-varying, adaptive, often non-linear,

and the control behaviour is essentially stochastic (McRuer & Jex, 1967). Such systems

are difficult to be characterized in mathematical terms. Research in the two decades after

WW-II resulted in the successful application of quasi-linear describing function theory

to the problem of modelling human control behaviour in the single-axis compensatory

tracking task (Krendel & McRuer, 1960). The resulting pilot model, referred to as the
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quasi-linear pilot model Fig. 2.9(b), operates in the frequency domain.

Classical control theory: descriptive (structural-isomorphic) pilot models The de-

scribing function modelling technique was applied by McRuer and his colleagues in the

late 1950s and the early 1960s in their research into compensatory control tasks (Krendel

& McRuer, 1960). The model structure and model parameters obtained experimentally

by using the quasi-linear describing function models had predictive significance only in ap-

plications that were similar to the experimental conditions. No attempt was conducted to

relate the model structure or model parameters with the task variables. This changed with

the publication of McRuer et al. (1965), a landmark report that described the phenomenon

that human controllers systematically adapt their control behaviour to the dynamics of the

system to be controlled and the bandwidth of the disturbances. This systematic adapta-

tion of human control behaviour was generalized in the so-called Crossover Model (COM)

theorem, §E.2, that relates the structure and parameters of the causal part of the quasi-

linear pilot model to the task variables. This theorem allows human control behaviour to

be predicted. Attempts to parameterize the causal model yielded the development of the

so-called structural-isomorphic models such as the precision model and the simplified pre-

cision model (McRuer & Jex, 1967). The model parameters can be determined from the

so-called verbal adjustment rules which relate them to the task variables. The descriptive

models are widely used in human-machine studies.

Modern control theory: algorithmic pilot models The advance of modern control

theory in the mid-1960s resulted in the concepts of optimal filtering (LQG) and optimal

control (LQR) (Kwakernaak & Sivan, 1972). One of the first attempts to describe human

control behaviour in the paradigm of optimal control and estimation theory yielded the

Optimal Control Model (OCM) (Kleinman, Baron, & Levison, 1970b, 1970a), see §E.3.

Here, the input-output relation of the human operator is compared with an optimal con-

troller, instead of only a stabilizing controller. The algorithmic model consists of an optimal

observer, generating an optimal state estimate of the system to be controlled, and a deter-

ministic regulator which transfers the estimated state into the optimal output, Fig. E.6.

In contrast with the structural models which describe what the pilot is doing, the optimal

control model is a normative model, i.e. it describes what the pilot should be doing given

the inherent limitations and the task variables at hand. The OCM was believed to be

suitable for a more general application area, having a wider objective than the describing

function models (Kok & van Wijk, 1978; Wewerinke, 1989). In spite of this, however,

the algorithmic model has not become as widely used as the structural models, which can

be attributed primarily to the fact that the algorithmic model is over-parameterized (van

Wijk & Kok, 1977), hampering the model validation significantly.

Modelling approach in this thesis

Manual control studies of human-machine systems have been mainly focused on the single-

input single-output (SISO) control task. In the aircraft control case studied here, the

operator has to perceive and control more than one variable at a time. The number of
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applications of multi-loop operator models has been relatively small (Stapleford, McRuer,

& Magdaleno, 1967; Stapleford, Craig, & Tennant, 1969; Weir & McRuer, 1972; Weir

et al., 1972; van Lunteren, 1979; Reid, 1983). A reason for this could be that, since the

identification of the describing function for single-axis tasks is already a tedious procedure,

these difficulties are tremendous when multiple-loop tasks are considered.

The Multi-Loop Model and the Optimal Control Model The goal of this thesis is

not to develop yet another control-theoretic pilot model. Rather, the analysis focuses on

the applicability of the two pilot modelling approaches introduced above. A multi-loop

structural model, referred to as the Multi-Loop Model (MLM), is applied to represent the

classical modelling approach. It is defined in the frequency domain using elementary trans-

fer functions that consist of basic elements such as gains, lead/lag filters and a time delay.

Generally, developing a MLM pilot model resembles the development of an automatic

controller for the system under control, extended by incorporating the main human limi-

tations, such as the time delay and the neuromuscular dynamics (McRuer & Jex, 1967).

The MLM is described in detail in §E.2. Second, the Optimal Control Model (OCM) is ap-

plied to represent the modelling approach rooted in modern control and estimation theory.

The MLM and OCM models are described in §E.2 and E.3, respectively.

OCM and MLM outputs The frequency domain MLM and the time domain OCM

models both provide model outputs in both the frequency and the time domain. The

frequency domain results are the model descriptions of the various feedback loop closures

of the human pilot, i.e. a set of transfer functions. The OCM also results in a prediction

of the spectrum of the pilot’s remnant signal. The time domain results are the model

predictions of the variances of all signals in the closed loop pilot/aircraft system. The

methods to calculate the MLM and OCM outputs are described in Appendices E and F.

Model validation Validation efforts aim at comparing the model outputs with the

experimental data. The data that are easiest to obtain are the statistics of all measurable

signals in the loop, and many validation attempts of especially the OCM have been based

only on the time domain data (e.g. Grunwald & Merhav, 1976; Wewerinke, 1976). This

can be attributed to the difficulty of obtaining estimates of the pilot frequency responses,

especially in multi-loop cases. In this thesis it is attempted to use the experimental data

in both the domains in the model validation procedure. For this purpose, the pilot describ-

ing functions determining the loop closures depicted in Fig. 2.9(c) must be estimated, a

procedure which is discussed further in Chapter 4. The extensive model validation efforts

of both the MLM and the OCM models will be one of the principal themes of this thesis.

2.5.4 Another model-based approach?

The pilot’s guidance task of following a curved trajectory has been analyzed in this chapter.

A number of sub-tasks can be distinguished that fall in the category of either a regulation

task or an anticipation task (Mulder, 1995). The tunnel display acts as a medium that

shows the guidance information pilots need in performing the task, enabling them to
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Table 2.1: List of experiments described in this thesis. In this table the task can be either a

Regulatory or an Anticipatory control task. The control dimension is either Lateral

or Vertical aircraft control, or both.

thesis control control
experiment chapter task dimension subject of investigation

X1 5 R L the effects of the tunnel size
X2 6 R L the effects of the viewing distance
X3 7 R L & V optical cues in straight tunnel sections
X4 8 R L optical cues in curved tunnel sections
X5 9 R L symbology: a flight-path vector

- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
X6 10 A L curve initiation

interact with the aircraft appropriately. The results of the control actions immediately

result in changes in the tunnel image that allow the pilot to obtain an estimate of the

vehicle motion through the synthetic three-dimensional world. The coupling of perception

and action in the tunnel display stands central in the next two chapters.

Active psychophysics There are many different ways to examine pilot behaviour.

The approach adopted here puts special interest on describing pilot behaviour with math-

ematical models. The ultimate goal of modeling the pilot behaviour is not the model

itself. Rather, the modeling techniques are used to act as a tool to gain insight on how

the tunnel display geometrical design variables affect pilot behaviour as seen from both a

perception and a control perspective. More specifically, the models are used to examine

the changes in pilot behaviour that result from applying different tunnel geometrical de-

signs. A similar approach, referred to as active psychophysics, emerged in the late 1980s

in other investigations (Flach, 1991).

Experimental studies The theories discussed in this chapter and the following two

chapters are evaluated in a total number of 6 experiments, labelled X1 to X6, listed in

Table 2.1. The experiments can be seen as case studies in the attempt to get a grip on

pilot/display interaction with a generic tunnel-in-the-sky display format. All experiments

investigate pilot behaviour in the aircraft regulation task, except for Experiment X6 that

examines anticipation task of intercepting a curved section of the trajectory. The experi-

ments have in common that the tunnel geometrical design acts as the main experimental

variable that is being manipulated. The only exception is Experiment X5 in which the

effect of the flight-path vector symbol, introduced in §2.2.2, is analyzed. Attention is fo-

cused on the effects of these different tunnel display designs on pilot performance, control

behaviour and workload. The specific topics addressed in the experiments all originate

from the findings discussed in the theoretical part of this thesis, in particular Chapter 3.



Chapter 3

Information transfer and

information processing

3.1 Introduction

An investigation of the applicability of a display interface between a human and a machine

must account for the properties of their interaction. In performing the guidance and control

tasks of flying through the tunnel, pilots need information about the aircraft’s motion state

in terms of its attitude, flight-path angle and position, all relative to the trajectory, and

about the trajectory to be followed. The previous chapter addressed the interaction from

the perspective of the pilot’s task. In this chapter the properties of the tunnel display as

a means for providing the control-related information to the pilot will be discussed. This

constitutes the second stage of the cybernetic approach.

Transformation of information The tunnel display shows the aircraft motion state,

x, by means of an array of optical cues, y, Fig. 2.9(c). A complex transformation exists

between both variables: y = T (x). In conventional, planar, cockpit displays that show

the aircraft state through a set of individual indicators, this transformation is simply

a one-to-one mapping. The pilot can pick up the information by scanning the cockpit

instruments. In the tunnel display the aircraft status variables are shown in an integrated

fashion through the projection of a regular geometrical shape on a picture plane, and

the transformation is far more complex. The pilots’ ease in using the perspective display

versus the conventional, planar, displays in controlling their aircraft seems contradictory

when considering the relative complexity in the transformation T applied in both the

presentation methods. Apparently, the perspective tunnel display conveys the control-

related information in a way that is compatible to a human perceptual system, and pilots

seem to pick up this information immediately from the array of optical cues. Some refer

to this phenomenon as holistic perception (Wickens, 1992) a term that seems to stem from

the philosophical standpoint of direct perception in ecological psychology (Gibson, 1986).
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But what does this mean? To answer this question two intimately related cybernetic issues

must be dealt with: information transfer and information processing.

Information transfer and information processing These terms do not indicate stages

in perception. Rather, they are used here to distinguish between those properties of pilot-

display interaction that can be described in mathematical terms and those that can not.

Information processing deals with the question of how pilots perceive and use the infor-

mation presented in conducting their task. It focuses on the perceptual and cognitive

mechanisms of the human observer and is rooted in the research disciplines of psychology

and physiology. The knowledge collected in these domains guides the selection and analysis

of the most informative optical cues conveyed by the display, i.e. what cues are important

and what cues are not. Information transfer refers to a mathematical description of the

characteristics of the optical cues in terms of the aircraft motion state, the display design

variables, and the properties of the perspective projection. In short, information transfer

is a matter of geometry, whereas information processing is a matter of psychology. The

first issue can be solved analytically, the second one can not (Warren & Owen, 1982).

In the tunnel display context the most important issue in investigating human information

processing is the visual perception of three-dimensional scenes in motion. The earliest de-

velopments in this field were conducted by perceptual psychologists, most notably Gibson,

who focused on the empirical question of what is the mechanism by which humans per-

ceive visual motion (Gibson, 1950). Later, the computational vision scientific community

addressed the issue from both a normative (what should be the mechanism) and a theo-

retical (what could be the mechanism) standpoint (Singh, 1991), in order to formulate a

theory of visual motion perception that can be used in an automaton, i.e. machine vision.

Results of a literature survey in the research domains of psychology, physiology, human

engineering and computational vision, summarized in §3.2 form the basis of this chapter.

For a preliminary study, the reader is referred to (Mulder, 1994).

Recti-linear and curvi-linear motion In accordance with the analysis of the pilot’s

guidance and control tasks, conducted in §2.3, the information conveyed by the tunnel

display is analyzed for the two elementary aircraft stationary flight conditions:

1. recti-linear motion, the motion along a straight trajectory, and

2. curvi-linear motion, the motion along a circular trajectory.

In both cases1 the discussion starts with a mathematical analysis, information transfer, of

potential optical cues (§3.4 and §3.6), with the goal of investigating how small deviations

from the two reference flight conditions are coded in the perspective display. Then, the

pilot’s perception and use, information processing, of a selected set of optical cues in order

to control the aircraft in the two motion conditions will be discussed (§3.5 and §3.7).

Here, the functionality of the optical cues for the pilot’s task is analyzed at the hand of

the findings reported in literature in conjunction with their characteristics revealed by the

mathematical analysis. Summarizing, the chapter starts with a survey of literature on

1The transition between straight and curved sections in the trajectory will be discussed in Chapter 10.
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human visual motion perception in §3.2 (the human-side of the HMI) followed by a brief

introduction of perspective projection methods in §3.3 (the machine-side of the HMI). The

two aircraft reference flight conditions of recti-linear and curvi-linear motion are analyzed

in §3.4 to §3.7. The chapter concludes with a retrospective of the main findings, §3.8.

3.2 Human – Human visual motion perception

A short introduction of human visual motion perception, in particular the ecological ap-

proach, will be given in §3.2.1. To clarify the theoretical issues an example is provided in

§3.2.2, which will prove to be very relevant in the tunnel display context. The determina-

tion of the functionality of a source of optical information is the subject of §3.2.3.

3.2.1 Ecological optics and the visual perception of egomotion

The question ‘how do humans perceive their environment’ has puzzled scientists for cen-

turies. The visual system, in particular the eye, has long been regarded as an organic

analog of a camera. The eye’s pupil serves as the center of projection of all incoming light

rays, projecting the three-dimensional world onto a two-dimensional surface, the retina.

Because in this projection one dimension, depth, was lost, the primary issue in visual

perception was the reconstruction of the ‘lost’ dimension, i.e. ‘how do humans perceive

depth?’ It was hypothesized that perception started with form, a static representation

of the environment. Then, a number of cues for depth could be used to ‘add’ the third

dimension: the monocular depth cues of linear perspective, apparent size, light and shade,

relative motion, aerial perspective and accommodation, and the binocular depth cues of

binocular disparity and convergence. During WW-II the psychologist Gibson assisted the

USAF in developing their pilot selection and training programs. Equipped with the theory

of depth perception, tests were developed with the objective to predict the success or fail-

ure of a student pilot in tasks as landing an aircraft. None of these tests were successful,

disappointing Gibson to the point that he believed that “the whole theory of depth percep-

tion was false” (Gibson, 1986). In the decades that followed Gibson developed a radically

different theory of visual perception. He noted that “optical rest is a special case of op-

tical motion, and not the other way around ” (Gibson, 1955). Therefore, the “psychology

of aircraft landing does not consist of the classical problems of space perception and the

cues for depth. It is a psychology of locomotion, that occurs in time as well as in space,

and the problems are those of the judgements required for the control of locomotion. The

fundamental visual perception is that of approach to a surface ” (Gibson, Olum, & Rosen-

blatt, 1955). And “What gives rise to the perception of motion ... it is not the motion

of light over the retina ... but something that happens in ambient light. This is not easy

to specify and measure, but it is surely a change in the structure of the array ” (Gibson,

1968). Now we know that Gibson discovered the optic flow field, or, as Koenderink (1986)

puts it, “Gibson was the first to notice that the deformation of the retinal image due to

egomotion ... is not just a nuisance but actually a rich source of information concerning
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the world.” Gibson recognized that during locomotion the cues of motion perspective –

the gradients of velocities in the visual field corresponding to the elements of a physical

surface – carry information about one’s locomotion as well as information about the sur-

face itself (Gibson, 1954). The optic flow field is considered the ecological stimulus for

vision because it is a stimulus that is inherently spatio-temporal (Lee, 1980b): it reveals

information about the environment to a larger degree than static optic arrays do (e.g.

Lee, 1974, 1980a; Clocksin, 1980; Longuet-Higgins, 1984; Koenderink, 1986). Conversely,

perception is necessary to guide movements of the body. This reciprocity of perception and

action leads to the ecological axiom that both constitute the same functional unit (Rieger,

1983). “The active observer (during locomotion) ... controls the flow and thus objectifies

his information in a sense that is impossible in the static case” (Koenderink, 1986).

Principles of ecological optics Ecological optics is the study of the information avail-

able in light (Gibson, 1961). The principles of ecological optics relevant in the study of

visual perception of locomotion are (Warren & Owen, 1982):

• The light coming to a moving point of observation is structured owing to the structure

of the environment and the observer’s travel.

• The optical structure is constantly changing, owing to the observer’s travel and to

events in the environment.

• Over the changing structure or transformation of optical structure, there remain

properties that do not change and that are thus invariant over the transformation.

The latter properties, referred to as optical invariants, are claimed to form the basis of the

information used by active observers to control their locomotion through the environment.

An example is the visual angle subtended between the optic horizon and the aim point

during an approach along a straight line to a surface (Lintern & Liu, 1991).

The visual perception of egomotion

Gibson (1968) postulated that for the control of locomotion two types of information are

needed: (i) exterospecific information about the layout of the surfaces in the environment,

and (ii) propriospecific information about the human’s own body movements. To capture

the relativistic nature of the perception and action cycle, Lee and Lishman (1977) proposed

a third type of information, labelled expropriospecific information, marking information

about the position, orientation and movement of the body relative to the environment.

Expropriospecific information is necessary to guide the body through the environment,

allowing the observer to foresee his motion relative to the environment (Lee & Lishman,

1977). These types of information are in principle contained in the optic flow field (Lee,

1980b, 1980a; Koenderink & van Doorn, 1981; Rieger, 1983; Koenderink, 1986).

The components of optic flow The optic flow field is the optical concomitant of the

observer’s egomotion through the environment (Warren, 1976). It consists of four basic
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components (Koenderink, 1986): (i) translation, resulting from movement in a plane per-

pendicular to the viewing axes, (ii) isotropic expansion/contraction, resulting from move-

ment along the viewing axis, (iii) rotation, resulting from a rotation along the viewing

axis, and (iv) shear, resulting from a rotation perpendicular to the viewing axis. Whereas

translation and rotation do not result in a deformation of the visual field, the other compo-

nents do. Translation leads to a lamellar (parallel) flow pattern, rotation leads to a rotary

pattern, expansion/contraction leads to a radial pattern and shear leads to a deformed

pattern. The pattern of the total changing optic array is determined by the addition of

the components that are specific for the locomotion and structure of the environment.

Information in optic flow fields The structure of the optic array is determined by

the layout of the environment and the locomotion of the observer. Locomotion of the

observer yields information about the segmentation of the visual field into coherent entities

and of the visual world into coherent objects (Gestalt law of ‘common fate’) (Koenderink,

1986). Two types of locomotion are commonly studied: recti-linear and curvi-linear motion

(Gordon, 1965, 1966b). Recti-linear motion with respect to a surface results in a radial

expansion pattern when looking in the direction of motion. The direction of motion is

specified in the optic flow field by the focus of radial outflow (FRO), i.e. the point in the

optic array that does not move relative to the observer (Gibson, 1950). Hence, the FRO

is an optical invariant of the optic flow field, the perception of which can aid the moving

observer in judging the heading of the locomotion with respect to the environment (Gibson,

1950). When the FRO is positioned on the optical horizon, the locomotion is parallel to

the ground surface. When the FRO is positioned below the horizon, the observer will

collide into the ground plane at the point in the visual field specified by the FRO. In

principle, this could be the strategy of pilots in estimating their touchdown point when

conducting a landing (Gibson et al., 1955). But there is still more to it.

Again, it was Gibson who suggested that “the length of time before touching down seems

to be given by the optical information in an univocal manner” (Gibson et al., 1955). It has

been convincingly shown in many studies (Lee, 1974; Lee & Lishman, 1977; Lee, 1980a;

Lee & Reddish, 1981) that observers can indeed perceive temporal cues in the optic flow

field. These temporal cues, e.g. Time-To-Contact (TTC), provide information for timing

actions relative to the environment. Examples exist of the successful use of a time-to-

contact cue in the recti-linear approach of planar surfaces under different angles (Lee,

1980a; Lee & Reddish, 1981; Regan & Vincent, 1995; Mulder, Pleijsant, van der Vaart,

& van Wieringen, 1999) and also for angular or rotational approaches (Lee, Young, &

Rewt, 1992). Temporal information can also be extracted from the optic flow field when

the observer is not on a collision course with some element of the environment (Kaiser &

Mowafy, 1993). These are referred to as Time-To-Passage (TTP) cues.

Related topics

Peripheral and central stimulation The ‘normal’ viewing condition is that of unlim-

ited viewing of the total optic array, stimulating both the foveal and peripheral vision.
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With a tunnel display the viewing onto the synthetic three-dimensional world is restricted

to a small ‘window’ (the display screen). Hence, because only foveal vision is stimulated,

an important issue is whether this affects human visual motion perception. In the past

it was generally agreed that peripheral vision dominates the perception and control of

egomotion and that central vision is relatively insensitive to information specific to ego-

motion. This is known as the peripheral dominance hypothesis (Brandt, Dichgans, &

Koenig, 1973). Psychophysical experiments show that motion discriminations in the pe-

ripheral field have larger thresholds (Johnson & Leibowitz, 1976) and result in smaller

reaction times (Hosman, 1996). Furthermore, research applicable to virtual reality ap-

plications showed that restricting the field of view leads to perceptual and visuomotor

decrements when performing tasks such as reaching for and grasping objects (Alfano &

Michel, 1990). More recent research proved the inadequacy of the peripheral dominance

hypothesis. Information about egomotion can be perceived with central vision (Andersen

& Braunstein, 1985), and judgements about ego-heading are even more accurate when

conducted with central rather than peripheral vision (Warren & Kurtz, 1992). A consid-

eration of the ecology of retinal flow during self-motion reveals that central flow can have

a variety of patterns (radial, rotary, lamellar), whereas peripheral flow is almost always

locally lamellar (Warren & Kurtz, 1992). This led Warren and Kurtz (1992) to state the

functional specificity hypothesis, in which central and peripheral vision are differentially

sensitive to the information that is characteristic of each retinal region. The finding that

central vision is more sensitive to radial flow patterns and peripheral vision more sensitive

to lamellar-specific flow has also been reported in Crowell and Banks (1993). Time-to-

contact estimates in foveal vision are reported robust under various conditions, whereas

these estimations in peripheral vision are not (Regan & Vincent, 1995). In conclusion,

with a small display there is certainly a loss of information due to the absence of peripheral

stimulation. Recent findings in literature, however, show that heading judgements (War-

ren & Kurtz, 1992) and temporal judgements (Regan & Vincent, 1995) are consistent and

more accurate with central vision than with peripheral vision.

Visual motion processing in the brain Motion, which used to be considered a mere

by-product of segmenting static sequences of images by using form and color cues, has

come to be regarded as a separate perceptual channel (Ballard & Kimball, 1983). The

transformation of stimuli is considered visual information itself, and the task of the brain is

to extract the constant, invariant features of objects from the changing array of information

it receives from them (Regan, Beverly, & Cynader, 1979). Recent neurophysiological and

psychophysical work supports the concept of a functional specialization in the visual cortex,

that supposes that color, form, motion and other attributes of the visual environment are

processed separately (Zeki, 1992). In (Nakayama & Loomis, 1974) it is hypothesized that

motion-sensitive cells exist in the visual system that operate on the optic flow pattern on

the retina, structuring the visual field in terms of distinct surfaces at varying distances

from the observer. This reasoning was taken a step further in Koenderink (1986), who

suggested that the physiological mechanisms processing optic flow fields could be based
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on logic consequences from the extraction of information from optic flow. Thus, the visual

system consists of mechanisms that are sensitive to specific flow gradients, e.g. motion

detectors (translation, rotation) and looming detectors (expansion, contraction).

Computational vision The information richness of the optic flow field forms the basis

of the research in computational vision (Prazdny, 1980, 1981). Movement through the

environment maps environmental characteristics on the optic flow pattern. In Lee (1974)

it was suggested that it should be possible to derive information about the environment

and the locomotion of the observer when given the optic flow pattern. This would mean

deriving an inverse mapping (Clocksin, 1980). The determination of (i) the locomotion

through the environment and (ii) the environment itself from the optic flow generated

by a sequence of camera images could allow the development of machines that can see.

The first problem is referred to as the passive navigation problem (Bruss & Horn, 1983).

Computer vision approaches typically formulate the egomotion and environmental shape

estimation problem as a mathematical optimization problem in three stages: (i) the com-

putation of the optic flow field from the changing camera image, (ii) the estimation of

egomotion based on the optic flow, and (iii) the estimation of a map of relative depth

(or impact-time) of the environment (Bajcsy & Lieberman, 1976; Horn & Schunk, 1981;

Zacharias, Caglayan, & Sinacori, 1985b, 1985a; Zacharias, Miao, & Warren, 1995). The

computational vision community has substantiated many of the mere philosophical ideas

from (ecological) psychology (Singh, 1991).

3.2.2 Example: control of altitude as a function of optical texture

Control of altitude above a flat ground surface In the 1980s a number of empiri-

cal studies was conducted to investigate the potential sources of information for altitude

control (Wolpert, Owen, & Warren, 1983; Wolpert & Owen, 1985; Bennett, Johnson,

Perrone, & Phatak, 1986; Wolpert, 1988; Johnson, Bennett, O’Donnel, & Phatak, 1988;

Johnson, Tsang, Bennett, & Phatak, 1989; Owen, 1990). In these experiments, subjects

actively controlled their altitude during locomotion above a flat ground surface. Three

ground textures were examined: lines parallel to the direction of motion (Fig. 3.1, top),

lines perpendicular to the direction of motion (Fig. 3.1, bottom), and the combination of

both textures. Disturbances were introduced as velocities perpendicular and parallel to

the direction of motion. The attitude of the observer with respect to the ground surface

remained constant. The projection on the viewplane of the lines parallel to the direction

of motion makes optical splay angle information available (Biggs, 1966; Naish, 1971; Wew-

erinke, 1978). The projection of the lines perpendicular to the direction of motion conveys

optical depression angle information, also referred to as optical density. Both variables

are isolated components from the global optical expansion pattern that results from an

approach to a flat ground surface (Gibson, 1950; Gibson et al., 1955). Texture parallel to

the viewing direction isolates the perspective gradient whereas texture perpendicular to the

viewing direction isolates the compression gradient (Cutting & Millard, 1984). The main
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Figure 3.1: Parallel (top row) and perpendicular (bottom row) texture used in the altitude

control experiments summarized in Flach et al. (1992).

interest in the experiments listed above was which source of optical information proved to

be the most useful one for the control of altitude above a surface. The experimental re-

sults were rather contradictory: in (Wolpert et al., 1983; Wolpert & Owen, 1985; Wolpert,

1988) it was concluded that optical splay angle was the functional variable in altitude con-

trol, whereas in (Bennett et al., 1986; Johnson et al., 1988) it was found that the optical

density led to the best performance. In an attempt to connect these experimental results

and take away the controversy, additional experiments were conducted by Flach, Hagen,

and Larish (1992). Prior to these experiments a mathematical analysis of the optical cues

was conducted, discussed below, at the hand of (Flach et al., 1992).

Mathematical analysis The following expression holds for the optical splay angle of

the projection of a line segment on the display screen, Fig. 3.1:

Ω = arctan
(y

z

)

, (3.1)

with z the height above the ground and y the lateral distance between the observer and

the particular line segment (both in [m]). The splay rate is defined by:

Ω̇ = −
(
ż

z

)

cos Ω sinΩ

︸ ︷︷ ︸

changes in
altitude

+

(
ẏ

z

)

cos2 Ω

︸ ︷︷ ︸

changes in
lateral position

, (3.2)

an expression that specifies changes in splay angle resulting from changes in altitude and

lateral position. Both terms are scaled by the height above the ground surface, z. The

(ż/z)-term represents the fractional change in altitude (reciprocal to the time-to-contact
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of (Lee, 1974)). The sine and cosine terms define the dependence of the splay rate on

optical location, i.e. the splay angle itself. The contribution of the first term (change in

altitude) will be zero for splay angles of 0◦ (perpendicular to the horizon) and 90◦ (the

horizon), and will be maximal for a splay line of 45◦. The contribution of the second term

(changes in lateral position) is zero for a splay angle of 90◦ (the horizon) and maximal for

a line perpendicular to the horizon (Ω =0◦). These characteristics were already reported

by Wewerinke (1978). The same holds for the optical depression angle of a line segment:

δ = arctan
( z

x

)

, (3.3)

with z the height above the ground and x the longitudinal distance between the observer

and the particular line segment (both in [m]). The depression angle rate is given by:

δ̇ =

(
ż

z

)

cos δ sin δ

︸ ︷︷ ︸

changes in
altitude

−
(
ẋ

z

)

sin2 δ

︸ ︷︷ ︸

changes in
longitudinal position

. (3.4)

The first and second terms specify changes in δ due to changes in altitude and longitudinal

position, respectively, both scaled with altitude. The (ẋ/z)-term is referred to as the global

optical flow rate (Warren, 1982). Similar to the optical splay angle, the sine and cosine

terms show the dependence of the depression angle rate on the optical location, i.e. the

depression angle itself. The contribution of the first term is maximal for a depression

angle of 45◦ below the horizon and zero for a depression angle of 0◦ (the horizon) and 90◦

(below the observer). The contribution of the second term is zero for a depression angle

of 0◦ (the horizon) and maximum for a depression angle of 90◦ (below the observer).

The mathematical analysis proved to be extremely useful in explaining the contradictory

results in literature (Flach et al., 1992). Consider the situation in which the observer can

only move in vertical direction (ẋ = ẏ = 0). In this case the optical splay and density

cues provide identical information about fractional changes in altitude (ż/z). When a

longitudinal velocity disturbance is added (ẋ 6= 0, ẏ = 0) this only affects the density and

not splay. In the altitude control task this means a clear advantage of using splay in this

situation. When a lateral velocity disturbance is added (ẋ = 0, ẏ 6= 0), however, this only

affects splay and not density, yielding superior performance when using the latter variable.

When all disturbances except ż are set to zero and longitudinal (forward) motion is active

(ẋ = −V , with V the velocity of locomotion) this means that with perpendicular texture

the observer must detect a change in depression angle due to a change in altitude on top of

the optic flow created by the forward motion. This could lead to poorer performance. For

the display showing the parallel lines, the forward motion has no effect at all: the optic

splay angles create no optic flow information specifying forward motion (Crowell & Banks,

1996). The example shows that a sound pre-experimental mathematical analysis of the

available optical cues, besides reducing the number of experiments, could help distinguish

between valuable experimental findings and those that are mere artifacts caused by an

inappropriate experimental design. Flach et al. (1992) states that the question of what
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type of texture is superior to others in terms of altitude regulating performance is stated

inappropriately. Rather, “the amount of optical activity associated with changes in altitude

(= signal) relative to the amount of activity associated with changes other than altitude (=

noise) ” should be investigated. The issue of functionality of an optical cue for a certain

task will be discussed further below. Besides the importance of the altitude regulation

example from a theoretical perspective, in the remainder of this chapter it will be shown

that there is more to it. The control of distance with respect to a planar surface is very

relevant in the task of guiding the aircraft through a tunnel. Following the reference

trajectory simply means to stay within the center of the tunnel. The tunnel walls limit

the lateral (left/right) and vertical (top/bottom) motion of the aircraft. Except for the

theoretical case of perfect guidance along the trajectory, the aircraft will always approach

two of the tunnel planes. Because the tunnel is presented by means of a perspective

wireframe the same cues as introduced above – optical splay and optical density, or,

equivalently, the gradients of perspective and compression – could well be important.

3.2.3 The functionality of sources of optical information

Although a spatial visual scene conveys a substantial number of potentially informative

cues that allows the perception and control of locomotion, “it is possible for two cues to

specify the same referent equally in a geometric sense, but not be equally useful to a pilot”

(Warren, 1988). An important question is which optical variables are selected and used

by the human observer. A straightforward approach to infer a human’s strategy or cue

utilization would be the use of a questionnaire. Visual motion perception, however, is

a skill-based activity which happens unconsciously, significantly reducing the effectivity

of interviews. A well-designed questionnaire could provide clues to what cues are used,

narrowing-down the options (Johnson & Phatak, 1990a).

Ecological functionalism In ecological optics, investigating the phenomena of persis-

tence and change in optical information, attention focuses on optical invariants. These

invariants can be either static (a constant (visual) angle or distance) or dynamic (charac-

teristics of optic flow, e.g. the focus of radial outflow). Research into optical invariants

aims at assessing the usefulness of an invariant by showing mathematically that it is capa-

ble of specifying its source. Then, the actual use of that invariant is examined empirically.

In (Warren & Owen, 1982) the ecological functionalism concept is advocated to address the

problem of how to study the sensitivity to optical invariants. In the context of the percep-

tion and action paradigm of (Gibson, 1986) (the reason for perception is to guide actions

and the goal of all behaviour is to control what is perceived), a fundamental principle

exists, i.e. that of perceptual learning: the easier the parameters of an event are to detect,

the easier they are to control (Owen, 1990; Johnson & Phatak, 1990a). Furthermore, a

correspondence exists between sensitivity and effectiveness in sustained control, i.e. what

is easier to detect initially, is easier to control subsequently (Owen, 1990). In (Warren

& Riccio, 1985) the existence of a cue dominance hierarchy is postulated. When faced

with a large amount of information the observer’s initial task would be to determine what
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sources of information are the most useful to the task at hand. Performance improves to

the extent that the observer uses the appropriate cues. The perceptual learning process

indicates that strong cues are learned faster than weak cues.

Functional and contextual variables Based on these findings and on an extensive

body of empirical data (Wolpert et al., 1983; Wolpert & Owen, 1985; Bennett et al., 1986;

Wolpert, 1988; Johnson et al., 1988), Owen (1990) suggested that two classes of event

variables exist that influence sensitivity of visually perceiving changes in locomotion:

1. Functional variables: variables of an optical flow pattern that are used to select and

guide a control action.

2. Contextual variables: optical properties that merely influence the sensitivity of a

functional variable.

The operational distinction between the two classes is assumed to become evident in

the structure of the psychophysical functions (Owen, 1990): functional variables have

an asymptotic effect on performance, whereas contextual variables reveal an optimum

level (quadratic form) of performance. Contextual variables are related to the operating

characteristics of the sensory system supporting sensitivity to functional variables (Owen,

1990). Although this is an intellectually attractive theory, Owen himself pointed out that

whether an optical variable is functional or contextual depends also on the task (Owen,

1990; Johnson & Phatak, 1990b): the characteristics of the perceptual mechanism depends

on the task. In this respect, the example of §3.2.2 illustrated that the functional value of

visual information must be considered in the context of an event. Flach et al. (1992) argue

that in comparing alternative visual scenes conveying various sorts of optical information,

two factors are important: (i) the specificity of the information to the task, and (ii)

the level at which the visual system is tuned to the optical information sources: “the

perceptual system ... may be designed simply to resonate to specificity ”. What matters is

the amount of optical activity associated with changes in the variables it specifies (and

that is important to the task performance) with respect to the amount of activity in that

optical variable that is not specific to the variable to be controlled (Flach et al., 1992).

An ideal observer regulates the locomotion with optical variables that vary solely with the

degree of freedom to be regulated (Johnson & Phatak, 1990a).

Ideal observer models The performance of human observers as a function of different

visual stimuli depends on several stimulus properties, some of which cannot be manipulated

or isolated experimentally. A disadvantage of psychophysical experiments is that they

measure the performance of the visual system as a whole. The observation that a change in

stimulus properties leads to a change in performance does not yield a simple interpretation.

Do these results tell us something about the information in the displays or about the

perceptional mechanisms of the observer? The classification of visual cues as functional

and contextual is an attractive but difficult to apply concept, that is per definition a

posteriori. An interesting approach could be the development of so-called ideal observer

models (Crowell & Banks, 1996) that quantify the informativeness of an optical stimulus.
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The observer models are not meant to mimic human behaviour, but only to assess the

information content in optical stimuli. It is shown that these models can handle the

question whether changes in performance are attributable to either the informativeness of

the optical stimulation or to the more efficient neural mechanism of processing it.

Pre-experimental analysis The functionality of an optical source of information can

be addressed before experimental testing through a mathematical analysis of its charac-

teristics (Warren & Owen, 1982). Although the classification of a cue as a functional or a

contextual variable depends on the task as well, the analysis of Flach et al. (1992) proved

to be very useful. Based on the literature survey a number of questions can be stated that

can guide the (mathematical) analysis of the characteristics of an optical cue:

1. ‘is the cue – i.e. the variable it represents, the motion referent – important for the

task at hand?’: task-specificity;

2. ‘is the cue easy to detect/identify?’: detectability;

3. ‘is the cue conveyed by a single display element or through the combination of several

elements?’: observability;

4. ‘what are the degrees of freedom of a cue?’: kinematics;

5. ‘is the cue easy to use? For instance, what are the dynamic relationships of changes

in the cue with respect to the observer’s control signal?’: dynamics;

6. ‘does the cue depend only on one variable/referent or is it a function of more than

one variable?’: specificity;

7. ‘when the cue is a function of more than one variable, what are the relative contri-

butions of these variables to that particular cue?’: signal-to-noise ratio.

Besides these questions, two other properties are important in the tunnel display context.

First, the characteristics of the optical cues depend on the tunnel geometrical design and

the properties of the perspective projection. Second, in the control of an aircraft more

than one motion state needs to be controlled simultaneously. This makes the application

of the guidelines stated above essentially multi-dimensional, increasing the importance of

investigating the relations between the (characteristics of) the cues.

Categorization of optical cues A categorization that will prove to be useful for the

tunnel display investigation is to distinguish between static and dynamic optical cues.

Static cues are defined as those sources of information that are conveyed by a single

snap-shot or frozen image of the display. For instance, all tunnel figures of this thesis

convey static cues. Dynamic cues, on the other hand, are defined as those sources of

information that are conveyed by the animated picture resulting from the motion through

the tunnel. These dynamic cues can be categorized one step further. First, there are the

time derivatives of the static optical cues that are labelled indirect dynamic cues. Second,

the cues resulting from the optic flow of the animated image are labelled direct dynamic

sources of information. Before applying the knowledge obtained in this section to analyze

the characteristics of information transfer and information processing of the tunnel display,

attention will be dedicated to the properties of the perspective projection.
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Figure 3.2: The perspective projection method and the principal terminology.

3.3 Machine – Perspective projection methods

Perspective projection methods are treated extensively in many books on computer graph-

ics (e.g. (Foley, van Dam, Feiner, & Hughes, 1992)). At the hand of Fig. 3.2 the main

terminology will be introduced in §3.3.1, followed by a mathematical description in §3.3.2.

3.3.1 Terminology

The 3-D world is projected on the viewplane defined by the Viewing Reference co-ordinate

system2 Fvr with axes U , V and N (the viewplane normal). The origin of Fvr, the View-

Reference Point (VRP), is the center of the viewplane. The Center Of Projection (COP)

is the point in which all projectors coincide. The COP lies on the N axis at a distance κ,

the so-called distance-to-the-screen, from the VRP (in [m]). This parameter is determined

by the screen size (horizontal HSC; vertical V SC (in [m])) and the geometrical Field Of

View (FOV) of the projection (horizontal HGFOV ; vertical V GFOV (in [deg])):

κ =
HSC

2 tan(HGFOV /2)
=

V SC

2 tan(V GFOV /2)
(3.5)

The COP is the origin of the Viewing co-ordinate system Fv, that is defined with its

longitudinal axis – the central viewing axis – along the viewplane normal but in opposite

direction: Xv = −N . The Yv and Zv axes are positive in the direction of U and −V ,

respectively. The part of the 3-D world that is projected on the viewplane is determined

by the view volume. A finite view volume is defined by two planes parallel to the viewplane,

a front and a back clipping plane at minimum and maximum viewing distances Dmin
v and

Dmax
v , respectively. Anything outside of the pyramidal view volume is clipped out.

2All co-ordinate systems applied in this thesis are orthogonal and right-handed.
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3.3.2 Properties of the perspective mapping

Perspective projection procedure In a perspective tunnel display the center of pro-

jection COP can be positioned in the aircraft center of gravity. The Viewing axes are then

fixed and aligned with the aircraft Body axes, i.e. Fv ≡ Fb. The attitude of the Body

axes is determined by the three Euler angles (ψ, θ and φ) that relate Fb to the Geodetical

axes Fg (Appendix C). The Geodetical axes move along with the aircraft, its attitude

fixed relative to the Earth. The World axes Fw are defined similarly as Fg, except that its

position is fixed with respect the Earth. The co-ordinates of the aircraft center of gravity,

i.e. the COP, in Fw is referred to as xwCOP . An arbitrary point P in Fw is mapped onto

the viewplane with the perspective projection. First, the co-ordinates of this point in Fv

(≡ Fb) must be computed, which is conducted in two steps (Appendix D):

xvp = RX(φ)RY (θ)RZ(ψ)
︸ ︷︷ ︸

rotation of Fw to
align Fwwith Fv

·
(
xwp − xwCOP

)

︸ ︷︷ ︸

translation of
Fw to the COP

, (3.6)

with RX , RY and RZ the orthogonal rotation matrices defined in Appendix C. Eq. 3.6 is

a rigid-body transformation (Foley et al., 1992). When the co-ordinates of a point P are

known in Fv (=Fb), the projection onto the viewplane is given by (using similar triangles):

up = κ

(
yvp
xvp

)

; vp = −κ
(
zvp
xvp

)

. (3.7)

Effect on the roll angle on the projection An important property of the perspective

projection is that the final rotation in Eq. 3.6 is conducted along the aircraft longitudinal

Body axis Xb (≡ Xv). Hence, the aircraft rotation φ along Xb yields an orthogonal

transformation within the viewplane, preserving angles and distances (Appendix D):

up = up|φ=0 cosφ− vp|φ=0 sinφ, and vp = up|φ=0 sinφ+ vp|φ=0 cosφ. (3.8)

Any relation that is defined with respect to the display horizon is independent of the

aircraft roll angle, a property that simplifies the computation of many cues.

Derivatives of the perspective projection co-ordinates A first – heuristic – analysis

of the dynamic properties of a projection point can be conducted by differentiating the

static relationship between a point P and its projection, Eq. 3.7:

u̇p = κ

(
ẏvp
xvp

)

− up

(
ẋvp
xvp

)

; v̇p = −κ
(
żvp
xvp

)

− vp

(
ẋvp
xvp

)

. (3.9)

The velocity of the projection of a point on the screen is scaled by the distance of that

point to the COP. Because ẋbp < 0 and xbp > 0 for all visible points, the velocity in the

viewplane will generally be positive for the right and top half of the viewplane (and vice

versa), illustrating the radial flow. Eq. 3.9 exemplifies the fact that forward motion is

amplified for points located farther from the display center (up and vp large). Lateral and

vertical motion perpendicular to the viewing axis yields an equal velocity component for

all points on the screen. These findings will be elaborated further in the next sections.
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Figure 3.3: The general situation of flying through a straight tunnel section.

3.4 Information in straight tunnel sections

The potential sources of information conveyed by the tunnel display for the pilot task of

following straight trajectories are discussed in this section (Mulder, Mulder, & Stassen,

1999b). A generic tunnel geometry is defined in §3.4.1. The static cues conveyed by a

single snap-shot of the tunnel display are discussed in §3.4.2. The dynamic cues resulting

from the animated picture when moving through the tunnel are discussed in §3.4.3.

3.4.1 Definition of the situation

The general situation considered here is illustrated in Fig. 3.3(a) that shows a bird’s eye

view of the aircraft – represented by its Body axes Fb – flying through a straight tunnel.

Fig. 3.3(b) shows the corresponding (instantaneous) tunnel display image. In the tunnel,

three elements can be distinguished: (i) the tunnel frames (marked gF ) that are positioned

in longitudinal direction; (ii) the longitudinal frame lines gLi (i=1–4) connecting the vertices

of the tunnel frames, and (iii) the altitude poles gA that connect each individual frame with

the Earth’s surface. As one can see from the position of the far end of the tunnel with

respect to the horizon gH , the trajectory has a non-zero downslope.

Mathematical description A mathematical description of a generic tunnel geometry

can be obtained at the hand of Fig. 3.4. Here, the straight tunnel is shown from the left-

hand side, including an inset that shows a tunnel cross-section (view A–A). The tunnel

has a width Wt and a height Ht (both in [m]), a ground slope Γt (in [rad], defined positive

when downward) and a reference track angle χt (in [rad]). To facilitate the analysis χt is

assumed to be zero. The tunnel frames are positioned at intermediate distances 4D (in

[m]) and are numbered 1, 2, . . . starting from the first visible frame.

The aircraft is positioned in the tunnel with an arbitrary position and attitude with respect

to the tunnel centerline. The attitude of the aircraft is defined with respect to Fg by means

of the three Euler angles. The origin of the World reference frame Fw is positioned on the
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Figure 3.4: Generic tunnel geometry used in the analysis (side view).

cross-point of the tunnel centerline and a plane perpendicular to this centerline through

the aircraft center of gravity. The Xw axis is defined along the direction of the horizontal

projection of the tunnel centerline. Another useful reference frame is the Tunnel frame

of reference F t, the origin of which coincides with that of Fw. The longitudinal axis is

aligned with the tunnel centerline: F t is similar to Fw except that it is rotated around Yw
with the downslope angle Γt. The aircraft position error can now be defined relative to F t

in lateral, xe, and vertical, ve, direction (in [m]). A longitudinal position error is defined

zero in the analysis. The inset of Fig. 3.4 (view A–A) shows that xe and ve are defined

positive when the aircraft is positioned to the right and below the tunnel centerline.

Perspective display mapping The position of an arbitrary point P of the tunnel can

be defined in F t at a distance Dt into the tunnel, measured along Xt. After transforming

this point from F t to Fw the perspective mapping procedure (Eqs 3.6-3.7, Appendix D)

yields the projection of that particular point P on the viewplane: (up, vp).

3.4.2 Static optical cues

Cue inventory

When the aircraft is positioned in the generic tunnel of Fig. 3.4, with an arbitrary posi-

tion and attitude with respect to the trajectory, the display image will resemble that of

Fig. 3.3(b). The main static cues in this image are described at the hand of Figs 3.5 to

3.7 which show three subsets of cues (defined in Fvr) resulting from the projection of the
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longitudinal, vertical and lateral elements of the tunnel geometry. The aircraft attitude

angles θ and φ are directly coded in the display, Fig. 3.5. The following cues are defined:3

1. The position of the infinity point (u∞, v∞), defined as the projection on the viewplane

of an arbitrary point of the tunnel when the distance Dt into the tunnel goes to

infinity (Fig. 3.5).

2. The optical splay angles Ωi (i=1–4), defined as the angles of the longitudinal frame

lines with respect to the horizon. Another optical splay angle can be defined for the

‘virtual’ line connecting the tops of all altitude poles (Ω5) (Fig. 3.5).

3. The lateral displacements εi (left) and ηi (right) of the vertical frame lines (frame i)

with respect to the rotated viewplane centerline V ′. The lateral displacements πi of

the altitude poles are similar cues (Fig. 3.6).

4. The relative lateral displacements εij (left), ηij (right) and πij of the vertical frame

lines and the altitude poles of frames i and j (Fig. 3.6).

5. The quotient of the relative lateral displacements εij and ηij , a quantity that is

referred to as the lateral compression ratio (Fig. 3.6).

6. The vertical frame line angles ζi (left) and ξi (right) of the vertical frame lines with

respect to V (Fig. 3.6).

7. The vertical displacements µi (bottom) and νi (top) of the lateral frame lines (frame

i) with respect to the rotated viewplane centerline U ′ (Fig. 3.7).

8. The relative vertical displacements µij (bottom) and νij (top) of the lateral frame

lines of frames i and j (Fig. 3.7).

9. The quotient of the relative vertical displacements µij and νij , a quantity that is

referred to as the vertical compression ratio (Fig. 3.7).

10. The lateral frame line angles ρi (bottom) and σi (top) of the lateral frame lines with

respect to U (Fig. 3.7).

Mathematical expressions can be derived that relate the optical cues to the aircraft position

and attitude with respect to the trajectory. These expressions, listed in Appendix D, are

in principle non-linear and must be linearized for later use. A suitable linearization point

that is applied throughout the analysis is the situation of zero position errors and small

attitude angles. The latter assumption allows the application of the small angle equivalents

of geometric functions. The linearized expressions, discussed below4, can be used to study

the effects of (small) deviations from the linearization point on the tunnel image.

(1) The position of the infinity point The position on the viewplane of the infinity

point, marking the projection of the trajectory at infinity, can be approximated by:

u∞

∣
∣
∣
φ=0

= −κ
(

tanψ 1
cos θ

)

≈ −κ (ψ) ;

v∞

∣
∣
∣
φ=0

= −κ (tan (θ + Γt)) ≈ −κ (θ + Γt) .
(3.10)

3Cues resulting from intersections of the tunnel geometry with the viewplane borders are neglected.
4The angular cues (6) and (10) are less important and are discussed in Appendix D.
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Figure 3.5: The first subset of static optical cues in a straight tunnel section: the longitudinal

tunnel cues (1)–(2). All symbols are explained in the text.

As has been discussed in §3.3.2, the roll angle φ results in an orthogonal transformation

with respect to the origin of Fvr. The co-ordinates of the infinity point for a non-zero

φ can therefore be computed using Eq. 3.8. The position of the infinity point in lateral

and vertical direction represents the lateral (ψ) and vertical (Γt + θ) angular difference

between the aircraft longitudinal axis Xb and the tunnel centerline Xt. Its position is

independent of the aircraft position error. Extending the planes of the top and bottom

tunnel walls into the distance results in a horizontal pseudo-horizon located -κΓt below

the true horizon, Fig. 3.5. Similarly, extending the planes of the left and right tunnel walls

into the distance yields a second – vertical – pseudo-horizon, perpendicular to the true

horizon. The infinity point is the crosspoint of both pseudo-horizons. The importance of

the two pseudo-horizons, depicted by the dotted lines in Fig. 3.5, will become clear below.

(2) The optical splay angles The non-linear relations for the optical splay angles

Ω1 . . .Ω5, Eqs D.5, are linearized to obtain expressions for the change in splay angle ωi
from the reference condition Ω0i

:

ω1 = −
(

2Wt

W 2
t +H2

t

)

ve −
(

2Ht

W 2
t +H2

t

)

xe; (3.11)

ω2 = −
(

2Wt

W 2
t +H2

t

)

ve +

(
2Ht

W 2
t +H2

t

)

xe; (3.12)
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Figure 3.6: The second subset of static optical cues in a straight tunnel section: the lateral

tunnel cues (3)–(6).

ω3 = +

(
2Wt

W 2
t +H2

t

)

ve +

(
2Ht

W 2
t +H2

t

)

xe; (3.13)

ω4 = +

(
2Wt

W 2
t +H2

t

)

ve −
(

2Ht

W 2
t +H2

t

)

xe; (3.14)

ω5 = −
(

2

Ht

)

xe. (3.15)

These expressions – as in the non-linear case – are independent of the perspective projec-

tion (κ), the aircraft attitude (ψ, θ, φ) and the distance Dt into the tunnel. The reference

condition of the splay angles of the longitudinal frame lines and the ‘virtual’ splay angle

Ω5 are equal to arctan(Ht/Wt) and 0, respectively. In other words, when the position

errors are zero and the tunnel is square (Wt = Ht), the reference condition is that of two

perpendicular lines at 45◦ of the horizon. The splay angles are only a function of the

position error with respect to the trajectory and the tunnel size. They provide strong cues

for symmetry, especially when either the vertical or lateral position error is zero. This

yields symmetrical conditions with respect to the horizontal and vertical pseudo-horizons,

respectively. When neither xe nor ve are zero the situation is not symmetric and all splay

angles are rotated due to the effects of both position errors. Hence, the position errors

are shown in a coupled fashion. The effects of a lateral and vertical position error can be

distinguished by computing ω1 + ω2 (or ω3 + ω4) to obtain ve and ω2 + ω3 (or ω1 + ω4)
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Figure 3.7: The third subset of static optical cues in a straight tunnel section: the vertical tunnel

cues (7)–(10).

to obtain xe. The splay angle of the virtual line connecting the altitude poles, however, is

only a function of the lateral position error. When ve is zero and the tunnel is square, the

change in this splay angle for a non-zero xe is twice as large as for any other splay angle.

(3)–(5) The lateral displacement cues The vertical lines of the tunnel frames that

convey the lateral tunnel cues (3)–(6) are illustrated in Fig. 3.6. All displacement cues are

derived in the rotated Fvr frame of reference. For a small heading angle ψ and when the

distance to the frame Di is large relative to (Wt + 2xe), the following linearized expressions

hold (Appendix D):

εi = κ

[

ψ +

(
Wt + 2xe

2Di

)]

; ηi = −κ
[

ψ −
(
Wt − 2xe

2Di

)]

; πi = κ

[

ψ +
xe
Di

]

. (3.16)

The relative lateral displacements εij (left frame lines) are defined as εij = εi− εj . Similar

expressions hold for ηij and πij . Linearized expressions for all lateral displacement cues

are collected in Table 3.1, showing their values in the linearization point and the relative

change in these variables due to small deviation(s) from this point (i.e. ε0i
and δεi).

(7)–(9) The vertical displacement cues The lateral lines of the tunnel frames that

convey the vertical tunnel cues (7)–(10) are illustrated in Fig. 3.7. The derivation of the
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vertical displacement cues is similar to that of their lateral counterparts, yielding:

µi = κ

[

(θ + Γt) +

(
Ht − 2ve

2Di

)]

; νi = −κ
[

(θ + Γt) −
(
Ht + 2ve

2Di

)]

. (3.17)

All other vertical displacement cues are listed in Table 3.1.

The displacement cues show the aircraft attitude and the position errors in an uncoupled

fashion: the lateral expressions are independent of the variables in the vertical dimension

and vice versa. The displacements of a frame i on the display (Eqs 3.18 and 3.21) are due

to two components: (i) the attitude with respect to the tunnel, and (ii) the position error.

The contribution of the position error is scaled with the distance to the frame Di. When

the distance goes to ∞, the lateral/vertical displacement of the infinity point is obtained

(Eq. 3.10). The relative displacements of two tunnel frames i and j only depend on the

position error and a compression factor (Eqs 3.19 and 3.22). The compression factor is the

same for both dimensions and is determined by the distances to the frames involved. The

quotient of the relative displacements (Eqs 3.20 and 3.23), the compression ratio, is only a

function of the position error and the tunnel size. When the infinity point is taken as the

reference, the vertical displacement of a lateral frame line with respect to this point – or,

equivalently, with respect to the horizontal pseudo-horizon – is similar to the depression

angle introduced in §3.2.2. Consider Fig. 3.6. A position error to the left of the trajectory

leads to a compression of the ‘texture’ of the left tunnel wall, composed by the vertical

lines of the tunnel frames at the left of the vertical pseudo-horizon, and an expansion of

the ‘texture’ of the right tunnel wall, composed by the vertical lines of the tunnel frames

at the right of the vertical pseudo-horizon:

εi∞ = εi − ε∞ = κ

(
Wt + 2xe

2Di

)

; ηi∞ = ηi − η∞ = κ

(
Wt − 2xe

2Di

)

. (3.24)

The same holds in the vertical dimension, Fig. 3.7:

µi∞ = µi − µ∞ = κ

(
Ht − 2ve

2Di

)

; νi∞ = νi − ν∞ = κ

(
Ht + 2ve

2Di

)

, (3.25)

for the compression of the ‘texture’ on the bottom and top tunnel walls, respectively.

The two pseudo-horizons serve as the main reference for the compression of the texture

elements, the lateral and vertical lines of the tunnel frames, composing the tunnel walls.

Summarizing, the static optical cues can be categorized in cues that represent the gradient

of optical perspective, the splay angles, and those that represent the optical compression

gradient, the relative displacements. The aircraft attitude with respect to the trajectory is

conveyed by the infinity point. The position of the aircraft with respect to the trajectory

is conveyed, in a coupled fashion, by the splay angles, and, in an uncoupled fashion, by the

relative displacements of the tunnel frame lines with respect to the vertical and horizontal

pseudo-horizons. Thus, the cues in a tunnel display are essentially the same as those

reported in §3.2.2. The discussion shows clearly that the static cues in principle do not

convey any information about the aircraft relative motion with respect to the trajectory.
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Table 3.1: Expressions for the linearized displacement cues in straight tunnels.

Lateral displacement cues

(3) lateral displacements of frame i (3.18)

ε0i
= κ Wt

2Di
δεi = κ

(
ψ + xe

Di

)

η0i
= κ Wt

2Di
δηi = - κ

(
ψ + xe

Di

)

π0i
= 0 δπi = - κ

(
ψ + xe

Di

)

(4) relative lateral displacements of frames i and j (3.19)

ε0ij
= κWt

2

(
Dj−Di

DiDj

)

δεij = κxe

(
Dj−Di

DiDj

)

η0ij
= κWt

2

(
Dj−Di

DiDj

)

δηij = - κxe

(
Dj−Di

DiDj

)

π0ij
= 0 δπij = - κxe

(
Dj−Di

DiDj

)

(5) quotient of relative lateral displacements of frames i and j (3.20)

(
εij

ηij

)

0
= 1 δ

(
εij

ηij

)

= 4xe
Wt

Vertical displacement cues

(7) vertical displacements of frame i (3.21)

µ0i
= κ

(
Γt + Ht

2Di

)
δµi = κ

(
θ − ve

Di

)

ν0i
= - κ

(
Γt −

Ht

2Di

)
δνi = - κ

(
θ − ve

Di

)

(8) relative vertical displacements of frames i and j (3.22)

µ0ij
= κHt

2

(
Dj−Di

DiDj

)

δµij = - κve

(
Dj−Di

DiDj

)

ν0ij
= κHt

2

(
Dj−Di

DiDj

)

δνij = κve

(
Dj−Di

DiDj

)

(9) quotient of relative vertical displacements of frames i and j (3.23)

(
µij

νij

)

0
= 1 δ

(
µij

νij

)

= 4ve
Ht
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3.4.3 Dynamic optical cues

Definition of a recti-linear flight condition

Definition The recti-linear flight condition is most relevant for the analysis of straight

tunnel sections. In this condition the aircraft travels along a straight line: the aircraft

velocity vector is constant in direction (with respect to the World) and magnitude.5

Aircraft kinematics In Appendix C it is shown that the aircraft velocity vector is

aligned with the longitudinal axisXa of the Aerodynamic reference frame Fa. The attitude

of Fa relative to Fb is determined by two aerodynamic angles: the angle of attack α and

the angle of slip β. The aircraft velocity vector and the rotation vector are defined within

Fb with V b = (ub, vb, wb) and Ωb = (pb, qb, rb), respectively. The direction of motion with

respect to Fw can be determined by transforming the velocity vector from Fa, via Fb and

Fg, to Fw. In recti-linear motion, the rotation vector can be neglected: Ωb = 0.

Flight-path angle and flight-path angle error The aircraft flight-path angle deter-

mines the aircraft direction of motion in Fw. In the simplified – but representative – case

of small aircraft attitude and aerodynamic angles, the following relations hold:

uw = Vtas; vw = Vtas (ψ + β)
︸ ︷︷ ︸

χw

; ww = Vtas (θ − α)
︸ ︷︷ ︸

γw

. (3.26)

Here, χw is defined as the flight-path azimuth angle and γw the angle of climb. Vtas is the

velocity. The direction of motion relative to F t – the tunnel centerline, i.e. the reference

trajectory (Fig. 3.3) – can then also be defined using two angles:

χt = χw; γt = − (Γt + γw) . (3.27)

Following the straight reference trajectory implies that the aircraft velocity vector must

remain aligned with Xt. Hence, the latter two angles constitute the flight-path angle error:

χe = χt and γe = γt. When the flight-path angle error is small, the following equations

hold for the derivatives of the position errors xe and ve in F t:

ẋe = Vtasχe; v̇e = Vtasγe. (3.28)

Derivatives of the static optical cues: indirect dynamic cues

The static cues of §3.4.2 are conveyed by a frozen tunnel image. When moving through the

tunnel the magnitudes of these cues change in time, and the derivatives of these essentially

local cues form the first category of dynamic cues, the indirect dynamic cues.

The position of the infinity point, Eq. 3.10, is determined by the aircraft attitude (lateral

ψ, vertical (θ + Γt)) relative to the tunnel centerline Xt. The motion of this point on the

display is therefore a function of the aircraft angular velocities (ψ̇ ≈ rb and θ̇ ≈ qb, see

Appendix C) which are assumed zero. Hence, in recti-linear motion the position of the

5It is assumed that the atmosphere is calm, neglecting effects of turbulence and wind.
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infinity point on the display remains the same: it does not convey any information about

the direction of motion with respect to the trajectory. The derivatives of the splay angles,

Eqs 3.12 - 3.15, are a function only of the derivatives of the position errors, determined

by the flight-path angle error χe and γe (Eq. 3.28). E.g. for the splay rate ω̇1:

ω̇1 = −
(

2Wt

Wt
2 +Ht

2

)

Vtasγe −
(

2Ht

Wt
2 +Ht

2

)

Vtasχe. (3.29)

The direction of motion relative to the tunnel trajectory is coded by means of the rotation

velocities of the splay angles. Similar to the splay angles themselves, the splay rates show

the lateral and vertical direction of motion in a coupled fashion: a change in any splay

angle can be due to a lateral or a vertical flight-path angle error, or both. An interesting

property of the splay angles is that when the flight-path angle error is zero, so are the

splay rates, and the splay angles remain constant. Now consider the relative displacements

of the tunnel frames. Whereas the positions of the frames on the viewplane are a function

of both the attitude and the position relative to the tunnel, the relative displacements are

only a function of the position errors. Comparing the velocity of a frame and the stationary

infinity point conveys information about the flight-path angle error. The derivatives of

the lateral displacements relative to the vertical pseudo-horizon (Eq. 3.24) are:

ε̇i∞ = +

(
ẋe

Wt/2 + xe

)

︸ ︷︷ ︸

fractional change
in distance to the
left tunnel wall

εi∞ +

(
Vtas

Wt/2 + xe

)

︸ ︷︷ ︸

global optical
flow rate

ε2i∞/κ;

η̇i∞ = −
(

ẋe
Wt/2 − xe

)

︸ ︷︷ ︸

fractional change
in distance to the
right tunnel wall

ηi∞ +

(
Vtas

Wt/2 − xe

)

︸ ︷︷ ︸

global optical
flow rate

η2
i∞/κ,

(3.30)

for the left and right tunnel walls, respectively. The same holds for the derivatives of the

vertical displacements with respect to the horizontal pseudo-horizon:

µ̇i∞ = −
(

ẋe
Ht/2 − ve

)

︸ ︷︷ ︸

fractional change
in distance to the
bottom tunnel wall

µi∞ +

(
Vtas

Ht/2 − ve

)

︸ ︷︷ ︸

global optical
flow rate

µ2
i∞/κ;

ν̇i∞ = +

(
v̇e

Ht/2 + ve

)

︸ ︷︷ ︸

fractional change
in distance to the
top tunnel wall

νi∞ +

(
Vtas

Ht/2 + ve

)

︸ ︷︷ ︸

global optical
flow rate

ν2
i∞/κ.

(3.31)

The rates of the relative displacements with respect to the appropriate pseudo-horizon

are a function of the flight-path angle error in each dimension. These equations show the

additive properties of two elements of flow (Flach et al., 1992). The first terms on the right-

hand side show the fractional change in distance to the appropriate tunnel wall, i.e. the
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temporal cue of time-to-contact with that particular wall. The second terms on the right-

hand side show the relationship with the global optical flow rate. The flow components

are both scaled with the displacement relative to the infinity point, or, equivalently, the

two pseudo-horizons. Eqs 3.30 and 3.31 also show the influence of the relative distance

between the pseudo-horizon and the local tunnel feature itself. When this distance is large,

the effect of the second component on the right-hand side of the equations is amplified,

whereas for smaller distances to the pseudo-horizons it is especially the effect of the first

component that is strong. These phenomena will be discussed further in §3.5.

The optic flow field: direct optical cues

Computational aspects The velocities of the projected points of the tunnel on the

viewplane constitute an optic flow pattern. The optic flow equations are a function of the

position and the velocity of an arbitrary point P in Fb. The position of this point in Fb

(xbp) is known through the perspective mapping formulas. The velocity of this point (fixed

to Fw) in Fb can be computed with the following expression (Etkin, 1972):

V bp = −V b − Ωb × xbp, (3.32)

with V b and Ωb the aircraft velocity and rotation vector in Fb (Appendix C). Substituting

the vector components in this equation yields the image field equations (Singh, 1991):

u̇p =
(
−κvb + upu

b
)
/xbp

︸ ︷︷ ︸

u̇Tp

+
(
−κ2rb − κvpp

b − upvpq
b − u2

pr
b
)
/κ

︸ ︷︷ ︸

u̇Rp

; (3.33)

v̇p =
(
+κwb + vpu

b
)
/xbp

︸ ︷︷ ︸

v̇Tp

+
(
−κ2qb + κupp

b − upvpr
b − v2

pq
b
)
/κ

︸ ︷︷ ︸

v̇Rp

. (3.34)

The velocity of a projected point on the viewplane consists of a translational component

(u̇Tp , v̇
T
p ) and a rotational (u̇Rp , v̇

R
p ) component (Longuet-Higgins & Prazdny, 1980).

The focus of radial outflow In the recti-linear flight condition studied here the as-

sumption was that the aircraft rotation vector can be neglected: Ωb = 0. The velocity of

a projected point on the viewplane can then be expressed in the translational components

in Eqs 3.33 and 3.34 only. The focus of radial outflow (FRO) marks the origin of the radial

expansion pattern resulting from recti-linear motion (Gibson, 1950). The position of the

FRO on the viewplane can be computed with:

u̇p = 0 −→ up = u0
p = +κ

(

vb

ub

)

= +κ
tan(β)
cos(α)

≈ +κ(β);

v̇p = 0 −→ vp = v0
p = −κ

(

wb

ub

)

= −κ tan(α) ≈ −κ(α).
(3.35)

For small angles the position (u0
p, v

0
p) of the FRO on the viewplane is determined by the

aircraft aerodynamic angles α and β. Thus, the FRO shows the direction of the velocity
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vector with respect to the aircraft Body axes: i.e. it shows the attitude of Fa in Fb.

The radial expansion pattern In (Longuet-Higgins & Prazdny, 1980) it is shown that,

with the position of the FRO known, the optic flow pattern resulting from the recti-linear

flight can be described as straight radial lines through the FRO:

u̇p =
(
up − u0

p

) ub

xbp
; v̇p =

(
vp − v0

p

) ub

xbp
. (3.36)

Fig. 3.8 shows the radial expansion pattern resulting from recti-linear flight. The velocity

vector of an arbitrary point is determined by: (i) the distance between the position of the

FRO and the projection of that particular point on the viewplane: close to the FRO all

velocities diminish; (ii) the distance with respect to the COP: points that are positioned

farther away move not as fast as points closer to the viewpoint (motion parallax), and (iii)

the velocity of the locomotion: when the velocity increases the magnitude of all flow vectors

increase. Hence, the radial expansion pattern provides information about translation and

relative depth (Bruss & Horn, 1983). The future path, when the current state of motion

remains the same, is specified in the optic flow pattern by the locomotor flow line, i.e. the

flow line passing directly below the observer (Lee & Lishman, 1977), see Fig. 3.8.

Effects of a flight-path angle error and a position error The expressions for the

position and the velocity of a point in Fb can be substituted in Eqs 3.33 and 3.34. In

the following, it is assumed that the aircraft position errors, the attitude angles and the

aerodynamic angles are small. In this simplified – but representative – situation the

following expressions can be derived for the velocities of points positioned on the left (l),

right (r), top (t) and bottom (b) walls of the tunnel:

u̇lp = − κχe

(
Vtas
Dt

)

− κ
(
Wt+2xe

2Dt

)(
Vtas
Dt

)

;

u̇rp = − κχe

(
Vtas
Dt

)

+ κ
(
Wt−2xe

2Dt

)(
Vtas
Dt

)

;
(3.37)

and:

v̇tp = + κγe

(
Vtas
Dt

)

+ κ
(
Ht+2ve

2Dt

)(
Vtas
Dt

)

;

v̇bp = + κγe

(
Vtas
Dt

)

− κ
(
Ht−2ve

2Dt

)(
Vtas
Dt

)

.
(3.38)

These formulas are in principle identical to those derived for the relative displacements,

Eqs 3.30 - 3.31. They illustrate that the flight-path angle error (χe,γe) results in an equal

contribution of flow for all points on the display, scaled by their distance to the COP. The

effect of a position error is scaled twice by the distance, indicating that the contribution

in flow asymmetry due to a position error is strongest for those points on the tunnel that

are close to the COP. Deriving the flow pattern characteristics from the local properties of

the tunnel geometry and from the global optic flow equations yields identical properties.

Cues specifying temporal information

The optic flow pattern equations as well as those describing the derivatives of local proper-

ties of the tunnel display, contain elements specifying temporal cues. For instance, setting
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ψ
β

θ α

γΓt
γe

χe

(a) recti-linear flight with a non-zero flight-path angle error

ψ
β

θα

γ Γt

(b) recti-linear flight with a zero flight-path angle error

Figure 3.8: Radial flow pattern in recti-linear motion. In this figure, the dotted lines show the

theoretical radial flow pattern originating from the focus of radial outflow (circle).

The dashed lines show the viewplane centerlines. The dash-dot lines mark the

position of the infinity point. The thick dashed line shows the locomotor flow line,

projected on the bottom tunnel wall. The arrows show the velocities of the tunnel

frame elements on the viewplane. The aircraft attitude angles (ψ, θ), aerodynamic

angles (α, β) and flight-path angles (χ, γ) are as indicated. The following state

is plotted: Wt=Ht=45 [m]; Γt=3◦; Vtas=70 [m/s]; β=+3◦; α=+7◦; ψ= +4◦,-3◦;

θ=+3◦,+4◦; γe=+1◦,0◦; χe=+7◦,0◦; xe=-15 [m]; ve=+5 [m].
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the optical velocities to zero in Eqs 3.37 and 3.38, i.e. when considering the FRO, yields:

(
ẋe

Wt/2+xe

)

=
(

v̇e

Ht/2+ve

)

=
(
Vtas
Dt

)

= 1/TTC.

The location of the FRO with respect to the tunnel geometry yields information about

time-to-contact with the tunnel walls when continuing the recti-linear motion. The impact

point is locally specified by the FRO, but also by the entire radial expansion pattern.

Consider Fig. 3.8(a). Crossing the vertical flow line emerging from the FRO with the

right tunnel wall shows the location of impact with that wall. The same holds for crossing

the horizontal flow line emerging from the FRO with the bottom tunnel wall. When the

FRO is put at the infinity point, Fig. 3.8(b), the flight-path angle error is set to zero and

the recti-linear motion is aligned with the tunnel centerline: TTC → ∞. The position error

shows through the asymmetry of the optic flow pattern. The ‘texture’ compression rates

in the lateral, Eq. 3.30, and vertical, Eq. 3.31, dimensions convey similar, and uncoupled,

temporal cues in terms of the fractional change in distance to the tunnel walls. The greater

the magnitude of the fractional change in distance, the larger the flight-path angle error,

and the smaller the time before impact with one of the tunnel walls.

3.5 Perception and control of recti-linear motion

In recti-linear motion all rotation effects are neglected and the aircraft travels through the

world along a straight line. This is a simplified abstraction of reality. Recti-linear motion

is nothing but a special case of curvi-linear motion, discussed in §3.6, namely that case in

which the radius of circular motion is extremely large. The recti-linear motion condition

is important in the analysis of optical cues because many concepts can be derived for this

elementary state of locomotion. Guided by the findings reported in literature (§3.2) the

tunnel display has been analyzed mathematically in §3.4. In this section the sources of

optical information are studied from the perspective of the pilot. The principal hypothesis

– rooted in the early work of (Gibson et al., 1955) – is that the main stimulus of a pilot in

controlling recti-linear motion through a straight tunnel is that of an approach to a plane.

Instead of only one plane limiting the motion in one direction, the tunnel consists of four

planes, limiting the motion in four directions. The discussion is categorized with respect

to the perception of the motion referents that are important for controlling the aircraft

along the trajectory. These referents, defined with respect to the reference trajectory,

are: (i) the aircraft attitude and, (ii), position, (iii) the relative motion (flight-path),

the forward velocity and the temporal situation. The first three referents represent the

variables necessary for the control of the aircraft inner, outer and middle loops, respectively

(Chapter 2). The characteristics of the optical cues conveying information about a motion

referent are analyzed with the guidelines of §3.2.3 in mind.



3.5 Perception and control of recti-linear motion 73

(i) The aircraft attitude

The attitude of the aircraft serves as the inner loop variable necessary for aircraft control.

The attitude of the aircraft Body axes Fb with respect to the world, Fw, is determined

by the three Euler angles. The aircraft roll angle φ and pitch angle θ are shown by the

tunnel display in similar fashion as in conventional primary flight displays, i.e. through the

translation and rotation of the horizon with respect to the display center. For a discussion

of the mechanisms of perceiving a moving horizon display, the reader is referred to (Hosman

& Mulder, 1997). The attitude of the aircraft with respect to the tunnel is conveyed by

the tunnel display through the infinity point, marking the projection of the reference

trajectory at infinity. As indicated in Fig. 3.5 the two parallel lateral tunnel planes and

the two parallel vertical tunnel planes at infinite distance yield two perpendicular axes, the

pseudo-horizons, which are rotated with the aircraft roll angle φ with respect to Fvr. The

downslope Γt of the tunnel trajectory results in a vertical displacement of the horizontal

pseudo-horizon with which the vertical attitude with respect to the tunnel, θ + Γt, can

be perceived. The vertical pseudo-horizon marks the lateral attitude – the heading ψ –

of the aircraft with respect to the tunnel trajectory. The perception of aircraft attitude

is hypothesized to be direct. The presentation is not influenced by the tunnel geometry

itself. Limiting the viewing volume (i.e. the minimum and maximum viewing distances

Dmin
v and Dmax

v , §3.3.1), however, could deteriorate the perceivability of the infinity point.

These issues are studied in Experiment X2, discussed in Chapter 6.

(ii) The aircraft position

The aircraft position with respect to the trajectory is conveyed by the tunnel display

through the gradients of optical perspective and optical compression.

The gradient of optical perspective The splay angles are a function of the aircraft

lateral and vertical position errors and the tunnel size, Eqs 3.12-3.15. A clear disadvantage

of the splay angles is that a change in any splay angle can be due to a lateral or a vertical

position error, or both. In the automobile driving research in which the potential use of

splay angles is advocated (Biggs, 1966; Riemersma, 1981, 1984; Beall & Loomis, 1996) this

disadvantage does not occur because the automobile motion is limited to the horizontal

plane (ve=0). The fact that the splay angles show the position referents ve and xe in

a coupled fashion led to inferior performance in several altitude control studies in which

both lateral and vertical velocity disturbances were present (Bennett et al., 1986; Johnson

et al., 1988, 1989). Although it is possible that the pilot can mentally distinguish between

the effects of a lateral and a vertical position error on splay, §3.4.2, this requires cognitive

processing. The splay angles also have some important virtues. First, because it is a

property of the entire line the change in splay angle is the same for all points on the line:

the splay gain is independent on which part of the line is being perceived (Beall & Loomis,

1996). Second, the splay angles are unaffected by the aircraft longitudinal motion. Third,
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the splay angles are unaffected by the attitude of the aircraft relative to the tunnel.

The gradient of optical compression The displacements of the tunnel frame lines

with respect to the two pseudo-horizons convey optical density information, Eqs 3.24 and

3.25. An advantage of the compression gradient cues is that they show the information in

both dimensions in an uncoupled fashion. The relative position with respect to the four

tunnel walls is shown through the relative compression of the ‘texture’ – the lines of the

tunnel frames in the appropriate planes – in the two planes that are being approached,

and through the relative expansion of the ‘texture’ in the two planes that recede from the

pilot. The relative change in compression and expansion of the tunnel frame elements with

respect to the pseudo-horizons, however, also depends on the position of the particular

elements that are perceived. Hence, the gain in presenting the position error referent de-

pends on the distance to the local element perceived, an important disadvantage. Another

disadvantage of the fact that relative displacements must be perceived is that these dis-

placements themselves are affected by the longitudinal motion, and a pilot must perceive a

change in these displacements between frames on top of the displacements of these frames

due to the forward motion (Crowell & Banks, 1996). This could have been the reason

why splay angles were found superior in some of the altitude control studies (Wolpert

et al., 1983; Wolpert & Owen, 1985; Wolpert, 1988). A final comment must be made.

Considering the relative position of the tunnel walls as such, i.e. perceiving the walls as

walls instead of the concatenation of tunnel frames, with respect to the pseudo-horizons,

is not affected by the forward motion. It can be hypothesized that when enough tunnel

frames are presented (the intermediate frame distances 4D are small), the percept will

be that of a global density instead of merely a local relative displacement, improving the

effectivity of the compression gradient.

Concluding, there are two main sources of optical information that specify a position

error. Both are static cues. There also exists an asymmetry in the optic flow pattern for

a non-zero position error, especially for those frames close by (§3.4.2). The projection of

the tunnel geometry conveys such salient and informative cues by itself, however, that it

can be hypothesized that the flow field cues can be regarded as contextual rather than

functional. The functional cues are those of optical splay and optical compression. Both

have their specific virtues and it depends on the characteristics of the task and the display

which of the cues is most effective in specifying the position error referent. This is one of

the main themes of Experiment X3, described in Chapter 7.

(iii) The flight-path

The attitude of the aircraft does not reveal the direction of locomotion with respect to the

trajectory. The aerodynamic angles α (vertical) and β (lateral) depict the direction of the

aircraft velocity vector with respect to the aircraft Body axes Fb (≡ Fv). Together with

the aircraft attitude angles θ and ψ these angles determine the direction of motion with

respect to the World, i.e. the flight-path (γw, χw). According to literature and supported
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by the analysis of §3.4.3 there are two ways of perceiving the aircraft direction of motion.

The perception of flight-path from the global optic flow field Recti-linear motion

results in a radial optic flow pattern, Fig. 3.8. Since the direction of motion is specified

by the focus of radial outflow, Gibson postulated that the FRO serves as an optical basis

for the perception of heading (Gibson, 1950). However, it is not the (local) FRO per se

that specifies the direction of motion, but rather the global flow pattern (Warren, Morris,

& Kalish, 1988). The direction of motion is implicit everywhere in the flow field, even

when the FRO is not in view (Warren, 1976). This is illustrated in Fig. 3.8, showing

that the magnitudes of the optic flow field velocity vectors depend on the distances to the

environmental objects, whereas the directions of these vectors are completely determined

by the direction of locomotion. The future path is specified in the locomotor flow line.

In the past, research focused on determining the accuracy with which observers are able

to perceive the FRO. One of the first studies, investigating the accuracy of estimating

heading during the approach to a fronto-parallel plane, reported that accuracy was lack-

ing (Johnston, White, & Cumming, 1973). More recent findings, however, investigating

the accuracy of estimating the impact point during motion parallel to a plane, confirm

Gibson’s hypothesis. The optical flow patterns provide sufficient basis for motion direction

judgements during recti-linear motion at a level prerequisite for the control of locomotion

(Warren et al., 1988), irrespective of eye movements (Warren & Hannon, 1990), and in-

dependent on the fact whether the FRO is visible or not (Warren, 1976). A Grunwald

and Kohn (1993) reported experiments in which subjects had to estimate the flight-path

during passive recti-linear and curvi-linear motion over different types of texture. Results

indicated that the accuracy in estimating the direction of recti-linear motion increased

and estimation times decreased with the global optical flow rate. It was also concluded

that the far visual field as opposed to the near visual field is essential in estimating the

flight-path. This was attributed to the larger local expansion rates of the optic flow –

defined as the change in flow vector direction per unit angular distance – in the far visual

field. Due to the smaller magnitudes of the flow field velocities in the far visual field,

however, estimation times became larger.

The perception of flight-path from local gradients The splay angle rates are a

function of the flight-path angle error in both the lateral (χe) and vertical (γe) direction,

Eq. 3.29. The characteristics of these rates are similar to those of the splay angles them-

selves. A clear disadvantage is that the splay rates are affected by both the lateral and

vertical referents of relative motion. The splay rate gain, however, is the same for the

entire line and the splay rates are unaffected by the longitudinal motion. Another prop-

erty of the splay rates is that the forward velocity itself acts as a gain: when the velocity

increases, so do the splay rates for the same flight-path angle error. Most importantly,

when the flight path angle error is zero, so are the splay rates and the splay angles remain

constant: the splay angles coincide with the directions of the radial flow lines (Gordon,

1966b; Lee & Lishman, 1977). Hence, the splay angles could act as an optical invariant for

the relative distance to any of the four tunnel walls. The displacements of the tunnel frame
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lines with respect to the two pseudo-horizons are only a function of the lateral and vertical

position errors. The derivatives of these displacements, Eqs 3.30-3.31, in each dimension

are only a function of the flight-path angle error in that particular dimension. This is

an important virtue. Similar to the relative displacements themselves, and probably even

worse, is that the rates of the changes in relative displacements must be perceived on top

of the motion of the local tunnel elements due to the forward motion (§3.2.2). Again,

when enough frames are positioned to give the impression of a ‘wall’ instead of just a set

of frames receding in the distance, this disadvantage could become less important.

The redundancy in optical information specifying flight-path could be one of the key issues

in explaining the relative success of using the tunnel display for aircraft guidance tasks.

It is hypothesized, however, that the local gradient cues of perspective and compression

are more important than the cues of the global optic flow pattern. This assumption

originates from the observation that the tunnel display does not contain any elements

(such as texture) that can ‘carry’ the flow, except for the tunnel geometry itself. This is

a fundamentally different stimulus situation than those applied in the experiments listed

above where the visual field presented was information-rich, consisting of fields of random

texture elements. The discussion above clearly showed that the changing tunnel geometry

provides strong cues for the flight-path relative to the trajectory. Thus, why would a

pilot bother about the location of the FRO when the changing tunnel geometry itself

conveys the task-relevant information? Results of automobile driving experiments support

this hypothesis (Biggs, 1966; Gordon, 1966b; Fry, 1968; Riemersma, 1981, 1984; Beall &

Loomis, 1996; Kappé, 1997). Some of these issues are investigated in Experiment X5,

discussed in Chapter 9.

The perception of the velocity of recti-linear motion

A subject of interest that has not been addressed in this chapter before is the pilot percep-

tion of the velocity of the recti-linear motion. In automobile driving, a generally acknowl-

edged finding is that the major sensation of speed experienced by the driver is due to the

streaming of the peripheral visual field across the periphery of the retina (Gordon, 1966a;

Salvatore, 1968; Denton, 1980; Hills, 1980). With a small display, however, stimulating

only foveal vision, other perceptual mechanisms must apply. Generally, two aspects of the

optic array are identified that affect the perception of the velocity of motion: optical edge

rate and global optical flow rate (Larish & Flach, 1990). Optical edge rate is defined as

the rate at which local discontinuities cross a fixed point of reference in the observer’s field

of view (Warren, 1982). The effectiveness of optical edge rate has been demonstrated in

automobile driving, where placing stripes at exponentially decreasing intervals on roads

approaching traffic roundabouts (yielding the perpendicular texture of Fig. 3.1) resulted

in a significant reduction in speed (Denton, 1980). Global optical flow rate, introduced

in §3.2.2 and defined as the ratio of the velocity of motion and the altitude above the

ground surface, Eq. 3.4 and Eqs 3.30-3.31, is a global multiplier that affects every point in
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the visual array, independent of the surface texture. When the distance to the surface be-

comes smaller, the global optical flow rate increases, whereas the optical edge rate remains

constant. Results in literature suggest that optical edge rate is the functional variable for

the perception and control of forward velocity, whereas the global optical flow rate acts as

a contextual variable (Denton, 1980; Owen, Warren, Jensen, Mangold, & Hettinger, 1981;

Awe, Johnson, & Schmitz, 1989; Larish & Flach, 1990).

Concerning the tunnel display, it is clear that the splay angles and splay rates do not convey

any information about forward motion, not to mention its magnitude. The approaching

tunnel frames, on the other hand, do provide the edge rate and global optical flow rate

cues introduced above. Eqs 3.30-3.31 show the relationships between the compression rate

gradient and the pilot’s recti-linear motion. These equations show that smaller tunnels

yield an increase in the global optical flow rate and could lead to an illusive perception of

increasing forward velocity. A secondary effect is that a position error leads to a (small)

increase in the global optical flow rate of the texture at the near wall and to a (small)

decrease in this quantity of the texture elements of the opposite wall. The effect of the

global optical flow rate decreases at larger distances. Hence, an equilibrium state exists in

the velocities of the local texture elements (a restatement of the flow asymmetry of §3.4.3).

Perceiving the velocity of the frame elements at some fixed location on the viewplane –

the optical edge rate – could well be the pilot’s strategy to determine the perception of

forward velocity. When the intermediate distances between frames is constant, a change in

optical edge rate always depicts a change in velocity, independent of a change in position

relative to the plane in which the frame elements lie.

Temporal cues

Temporal cues form the basis of all anticipatory behaviour (Lee, 1974; Lishman, 1981). In

the tunnel display the main temporal cues are those conveying information about time-

to-collision with the four tunnel walls and the fronto-parallel planes of the approaching

tunnel frames. The discussion above shows that the tunnel frames are essential for the

perception of forward velocity. In a recti-linear flight condition through a straight tunnel

section the direction of motion is generally almost perpendicular to the tunnel frames and

the resulting isotropic expansion of the frames conveys information about time-to-contact

(Lee, 1980b, 1980a). When the aircraft forward velocity and the distance between frames

is constant, the passing frames constitute a temporal unit, which could form the basis of

all pilot’s spatio-temporal behaviour (Lee, 1980b; Rieger, 1983), including for instance

the anticipation of oncoming changes in the trajectory. This is studied in Experiment X6,

discussed in Chapter 10. The temporal cues conveying information about time-to-collision

with a tunnel wall provide information about the future aircraft trajectory relative to the

spatial constraints. In this respect, the use of a temporal cue labelled the time-to-wall-

crossing (TWC) variable, similar to the time-to-line-crossing (TLC) variable of Godthelp

(1984) (Chapter 2), has been hypothesized to specify the temporal distance between the

aircraft and a tunnel wall (Mulder et al., 1995). The TWC is based on an extrapolation
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of the future aircraft path, which is assumed to be either straight or circular yielding a

first and second order TWC, respectively. The first order TWC equals the conventional

TTC specified by the optic flow and can be considered most relevant in the study of recti-

linear motion. In automobile driving the use of the quotient of the splay angle and the

splay angle rate for temporal purposes has been hypothesized (TLC = TTC = Ωi/Ω̇i)

in (Kappé, 1997). In the context of the tunnel display, however, the use of splays for

this purpose is questionable, essentially because the splay angles and their derivatives are

affected by the motion referents in both the lateral and vertical dimension. Whereas the

splay angles can in principle be de-coupled, this will involve cognitive processing. The

same – and probably even worse – holds for the splay rates. Hence, it is questionable if,

when both the splays and the splay rates are processed this way, pilots use the quotient

of these relatively uncertain quantities to estimate TTC with the tunnel wall. Another

important argument for the rejection of the functionality of splay for temporal purposes is

the availability of another powerful temporal cue, namely that of the optical compression

gradient. The relative displacements of the tunnel frame elements with respect to the

pseudo-horizons provide information about the position relative to the tunnel walls in an

uncoupled fashion. Furthermore, the rates of the optical compression gradients in lateral

and vertical dimension directly convey temporal information about time-to-contact with

the tunnel walls, Eqs 3.30 - 3.31. Thus, it is hypothesized that the main temporal cues

for the estimation of time-to-collision with any of the four tunnel walls are the optical

compression rates, and not those of splay as suggested in (Theunissen, 1997).

3.6 Information in curved tunnel sections

The potential sources of optical information conveyed by the tunnel display for the pilot

task of following circular tunnel trajectories are studied in this section (Mulder, Mulder,

& Stassen, 1999a). A generic tunnel geometry is defined in §3.6.1. The discussion of the

static and dynamic cues in §3.6.2 and §3.6.3 is similar to those in straight tunnel sections.

3.6.1 Definition of the situation

A bird’s eye view of the situation is shown in Fig. 3.9(a), whereas Fig. 3.9(b) shows the

corresponding tunnel image. The optical cues originate from the projection of the main

elements of the tunnel geometry – the frames gF , the altitude poles gA and the longitudinal

lines gLi connecting the frames – on the viewplane. An important difference between the

current situation and the case of straight tunnels is that, when looking farther into the

tunnel, the tunnel geometry does not vanish to infinity but bends off towards one of the

sides of the viewplane. This has major consequences for the optical information.

Mathematical description A generic geometrical definition of a right curve6 is il-

lustrated in Fig. 3.10, showing a top view of the situation in Fig. 3.9. To facilitate the

6Below, only trajectories curved to the right are discussed; left curves lead to similar results.
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Figure 3.9: The general situation of flying through a curved tunnel section.

analysis, it is assumed that the downslope Γt of the circular trajectory is zero. As can

be seen from Fig. 3.10, the circular tunnel is approximated by a concatenation of straight

segments bridging an angular distance – measured along the tunnel centercircle – of 4Ss,
corresponding with a fixed angle 4Ψ : 4Ss = Rt4Ψ . The vertices of a tunnel segment si
are positioned on the tunnel inner and outer (top and bottom) circular boundaries. The

tunnel frames are placed at every cth quadruple of these vertices: the angular distance

4Sf between frames equals c4 Ss. The aircraft is positioned in the tunnel (width Wt,

height Ht) with an arbitrary position and attitude with respect to the tunnel centercir-

cle. The origin of the World reference frame Fw lies on the cross-point of the tunnel

centercircle and a plane perpendicular to the centercircle through the aircraft center of

gravity. The Xw axis is tangential to the centercircle and the Yw axis points to the center

of the circular trajectory. Because the tunnel downslope angle Γt is zero, the tunnel frame

of reference F t is identical to Fw. The aircraft position error is defined similarly as for

straight tunnels (view A–A of Fig. 3.4). The aircraft attitude is defined with respect to Fg

with the Euler angles ψ, θ and φ, of which the heading angle ψ is defined with respect to

the (instantaneous) tangent of the tunnel centercircle. The perspective display mapping

is identical to that of straight tunnel sections, with the exception that now the angular

distance St (measured along the tunnel centercircle) is used instead of Dt.

3.6.2 Static optical cues

Cue inventory

Positioning the aircraft with an arbitrary position error and attitude with respect to the

trajectory results in a tunnel image similar to that of Fig. 3.9(b). The primary static

cues are described at the hand of Fig. 3.11 showing two subsets of cues (defined in Fvr)

resulting from the projection of the longitudinal (Fig. 3.11(a)) and vertical (Fig. 3.11(b))
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= Ψ0 + (si − 1) 4 Ψ

Frames : σfi
= σfi−1 + c4 Ψ

Figure 3.10: Generic circular tunnel geometry used in the analysis (top view).

elements of the tunnel geometry.7 The following cues can be defined:

1. The distance into the tunnel Smaxt (angular distance σmax), defined as the maximum

distance along the tunnel centercircle that is visible on the viewplane (Fig. 3.11(a)).

2. The position of the infinity points (u∞, v∞)si
that result from extrapolating the four

longitudinal segment lines – for each segment si – to infinity (Fig. 3.11(a)).

3. The relative distances between the infinity points (4u∞,4v∞)si,sj
of segments si

and sj (Fig. 3.11(a)).

4. The optical splay angles (Ω1...4)si
defined as the angles of the longitudinal segment

lines of segment si with the horizon (Fig. 3.11(a)).

5. The lateral displacements εfi
(left), ηfi

(right) and πfi
(poles) of the vertical frame

lines and the altitude poles of frame fi with respect to the rotated viewplane cen-

terline V ′ (Fig. 3.11(b)).

6. The relative lateral displacements εfifj
(left), ηfifj

(right) and πfifj
(poles) of the

vertical frame lines and the altitude poles of frames fi and fj (Fig. 3.11(b)).

7The cues resulting from the projection of the lateral elements of the tunnel geometry – the vertical

displacement cues – are similar to those of straight trajectories (§3.4.2 with Γt=0).
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(a) the longitudinal tunnel cues (1)–(4).
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(b) the lateral tunnel cues (5)–(7).

Figure 3.11: Two subsets of static optical cues in a circular tunnel section. The top figure

shows the elements of the tunnel geometry that convey the longitudinal cues with

continuous lines and the elements that convey the lateral and vertical cues with

dashed lines. In the bottom the elements conveying the lateral cues are shown with

continuous lines. All symbols are explained in the text.
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7. The position of the tangent point on the viewplane, defined as that point of the inner

curve tunnel wall that has the smallest lateral displacement η (Fig. 3.11(b)).8

An important difference with the inventory of static cues for straight tunnels is that instead

of only one infinity point and one set of splay angles, the curved trajectory yields similar

quantities but now for all tunnel segments si. Furthermore, because the circular trajectory

is shown through a concatenation of planes, no pseudo-horizons emerge in the display.

Rather, every segment introduces its own pseudo-horizon, which makes the situation fairly

complicated. Mathematical expressions are derived that relate the optical cues to the

aircraft attitude and position with respect to the circular tunnel trajectory (Appendix D).

The linearization point is the situation of zero position errors and small attitude angles.

The aircraft roll angle, however, can have a considerable non-zero value.

(1) The (angular) distance into the tunnel The maximum distance into the curve,

along the tunnel centercircle, that is visible on the viewplane is given by:

Smaxt = Rtσ
max = Rt(2ψ + HGFOV ). (3.39)

For a certain perspective projection (HGFOV ) the maximum distance depends only on the

radius of the circular trajectory and the aircraft heading with respect to the centercircle.

(2)–(3) The positions of the infinity points The co-ordinates of the infinity point of

segment si can be approximated by:

u∞si

∣
∣
φ=0

= κ

[

tan(σsi
− 4Ψ

2
) −

(

1 + tan2(σsi
− 4Ψ

2
)

)

ψ

]

; (3.40)

v∞si

∣
∣
φ=0

= −κ (θ) . (3.41)

For the relative positions of the infinity points of two consecutive segments si and si + 1

the following expressions hold:

4u∞sisi+1

∣
∣
φ=0

≈ κ4 Ψ ; 4v∞sisi+1

∣
∣
φ=0

= 0. (3.42)

The location of the infinity points of segments si are – as in the case of straight tunnels –

only a function of the aircraft attitude with respect to the trajectory. The relative positions

of the infinity points mark the angular difference 4Ψ of the consecutive segments si and

si+1. They are unaffected by the aircraft attitude and position relative to the trajectory.

(4) The optical splay angles Analytic expressions for the splay angles Ω1 . . .Ω4 of

segment si are collected in Appendix D. Linearizing these relations yields expressions for

the change in splay angle ωjsi
from the reference condition Ωjsi

(j = 1 . . . 4):

ω1si
= − KV 1

si
ve − KX1

si
xe;

ω2si
= − KV 2

si
ve + KX2

si
xe;

ω3si
= + KV 3

si
ve + KX3

si
xe;

ω4si
= + KV 4

si
ve − KX4

si
xe.

(3.43)

8Actually, the tunnel conveys a tangent line segment.
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The gains relating xe and ve with the changes of the four splay angles are listed in

Appendix D. The splay angle changes are a function of the position error only, and are

independent of the attitude with respect to the trajectory. Similar to the situation of

straight tunnels, the splay angles show the position errors in a coupled fashion. There

are two important differences. First, there exists no symmetric condition for the lateral

dimension. As one can see in Fig. 3.11(a) the splay angles of the outer curve tunnel wall

always remain positive and go to 0◦ for segments at a larger distance St. The splay angles

of the inner curve wall are small for small St’s, approximate 90◦ near the tangent point,

and become 180◦ when the distance St becomes large. Second, it is shown in Appendix D

that the splay gainsKV 1
si

, etc., are a function of the angular viewing distance σsi
, Eqs D.13.

Fig. D.1 illustrates that the splay angle gains decrease for larger viewing distances: the

splay angles convey information for a position error only at smaller viewing distances.

(5)–(7) The lateral displacement cues The lateral displacements εfi
, ηfi

and πfi
of

the vertical frame lines and the altitude poles can be computed and linearized similarly as

for the straight tunnel sections (Appendix D). The linearized expressions are summarized

in Table 3.2, showing the values of the cues in the linearization point and the change in

these variables that result from a change in the aircraft state. Due to the curvature of

the tunnel geometry, two situations must be distinguished: (i) frames close to the aircraft

(σfi
< 30◦)9, and (ii) frames farther away into the tunnel (σfi

> 30◦). As one can see

from Table 3.2, the expressions resemble those of straight tunnel sections, especially for

small angular distances St. The vertical displacement cues are the same as those for

straight tunnels, Eqs 3.21-3.23 with Γt=0 and Di replaced by Sfi
. Similar to straight

tunnels, the linearized displacement cues show the aircraft attitude and position errors in

an uncoupled fashion: the lateral expressions are independent of the aircraft and/or tunnel

characteristics in the vertical dimension and vice versa. The curvature of the trajectory

only affects the lateral displacement cues. For small distances Sfi
the displacement of a

frame fi from its reference condition, Eq. 3.45, is due to the aircraft attitude and position

with respect to the tangent of the centercircle. The effect of the position error is scaled with

the angular distance to the frame. For large distances, Eq. 3.46, only the heading angle

with respect to the centercircle tangent is presented. The relative displacements of two

consecutive frames fi and fi + 1 for small angular distances depend on the position error

only, scaled by a compression factor that is similar to that of straight tunnels, Eq. 3.48. For

large viewing distances the effects of the aircraft attitude and position error on the change

in relative displacements vanish completely, Eq. 3.49. Rather, these relative displacements

mark the angular heading difference c4Ψ of the consecutive frames.

The tangent point, of which the initial position on the inner curve wall is determined by

the tunnel geometry, Wt and Rt, and shows the lateral attitude and position error in a

way similar to the other lateral displacement cues. The effect of a position error on the

change in position of the tangent point is scaled by the tunnel width.

9These limits are mere indications.
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Concluding, the static optical cues in curved tunnels resemble those of straight tunnels.

The splay angles of the curve segment lines and the lateral and vertical displacements of

the tunnel frames show information about the aircraft attitude and position with respect to

the centercircle. There are three important differences. First, in curved trajectories there

exists no vertical pseudo-horizon that could act as a reference for the lateral displacements

of the tunnel frames. Second, due to the trajectory curvature in the lateral dimension

no symmetric condition in splays nor in lateral displacement cues is available in this

dimension. Third, the displacement cues and the splay angles convey information about

a position error only at small viewing distances σsi
.

3.6.3 Dynamic optical cues

Definition of a curvi-linear flight condition

Definition The curvi-linear flight condition in which the aircraft travels along a cir-

cular trajectory is most relevant for the analysis of circular tunnel sections. Because the

downslope Γt of the reference trajectory is zero, the curvi-linear flight condition studied

here is a stationary, horizontal turn. The aircraft velocity vector is constant in magnitude

but rotates within the horizontal plane with an angular velocity of Vtas/Rt (in Fw).

Aircraft kinematics The aircraft makes a turn by rotating its wings with a roll angle

φ with respect to the horizon. For a stationary horizontal turn with velocity Vtas and

a curve radius Rt the reference bank angle Φt
10 equals arctan(g0Rt/V

2
tas), with g0 the

gravitational acceleration (9.80665 [m/s2]). The rotation vector in Fb is then given by:

Ωb =

(
g0
Vtas

)

(− sin θ tanφt cos θ tanφt sinφt cos θ sinφt)
T
. (3.51)

Flight-path angle error and yaw rate error Here, the same properties hold as in

straight tunnels (§3.4.3). The direction of the aircraft velocity vector in Fb can be defined

with the attitude of the Aerodynamic reference frame Fa. The direction of motion with

respect to Fw, however, must be corrected for the aircraft roll angle (Appendix C):

α = −(χw − ψ) cos γ sinφ + (θ − γw) cosφ;

β = (χw − ψ)
︸ ︷︷ ︸

βw

cos γ cosφ + (θ − γw)
︸ ︷︷ ︸

αw

sinφ. (3.52)

Because Fw = F t the flight-path angle errors χe and γe equal χw and γw, respectively.

In the horizontal turn studied here γe equals zero. Note that for curvi-linear motion, yet

another variable determines the success in following the trajectory. As indicated above,

the radius of the stationary turn depends on the aircraft roll angle: when the roll angle

is not equal to the reference roll angle φt the trajectory curvature is not correct. Hence,

10When the aircraft pitch angle is small, the bank angle equals the roll angle: Φt = φt.
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Table 3.2: Expressions for the linearized lateral displacement cues in circular tunnels.

(5) lateral displacements of frame fi (3.44)

ε0fi
= ε01fi

+ ε02fi
δεfi

= δεXfi
+ δεψ1

fi
+ δεψ2

fi

ε01fi
= −κ tan(

σfi

2
) δεXfi

= κ xe

Rt sin(σfi
)

ε02fi
= κ tan( Wt

2Rt tan(σfi
)
) δεψ1

fi
= κψ

δεψ2
fi

= κψ tan2(
σfi

2
)

η0fi
= η01fi

+ η02fi
δηfi

= δηXfi
+ δηψ1

fi
+ δηψ2

fi

η01fi
= κ tan(

σfi

2
) δηXfi

= −κ xe

Rt sin(σfi
)

η02fi
= κ tan( Wt

2Rt tan(σfi
)
) δηψ1

fi
= −κψ

δηψ2
fi

= −κψ tan2(
σfi

2
)

small viewing distances (σfi
<30◦) (3.45)

ε0fi
= −κ

(
σfi

2
− Wt

Sfi

)

δεfi
= κ

(

ψ + xe

Sfi

)

η0fi
= κ

(
σfi

2
+ Wt

Sfi

)

δηfi
= −κ

(

ψ + xe

Sfi

)

large viewing distances (σfi
>30◦) (3.46)

ε0fi
= −κ tan(

σfi

2
) δεfi

= κ
(
1 + tan2(

σfi

2
)
)
ψ

η0fi
= κ tan(

σfi

2
) δηfi

= −κ
(
1 + tan2(

σfi

2
)
)
ψ

(6) relative lateral displacements of frames fi and fi + 1 (3.47)

small viewing distances (σfi
<30◦) (3.48)

ε0fifi+1
= κWt

2

(
Sfi+1−Sfi

Sfi
Sfi+1

)

δεfifi+1 = κxe

(
Sfi+1−Sfi

Sfi
Sfi+1

)

η0fifi+1
= κWt

2

(
Sfi+1−Sfi

Sfi
Sfi+1

)

δηfifi+1 = −κxe

(
Sfi+1−Sfi

Sfi
Sfi+1

)

large viewing distances (σfi
>30◦) (3.49)

ε0fifi+1
= −κ

(
c4Ψ

2

)
δεfifi+1 = 0

η0fifi+1
= κ

(
c4Ψ

2

)
δηfifi+1 = 0

(7) tangent point of the inner curve wall (3.50)

ηTP0 = κ
√

Wt

Rt
δηTP = −κ

(

ψ +
√

Wt

Rt

xe

Wt

)

Note: the lateral displacement cues of the altitude poles are the same as those
listed with η, except for the following initial conditions:

π02fi
= 0, π0fifi+1

= 0 and π0fi
= κ
(
σfi

/2
)

for small viewing distances.
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Figure 3.12: The effects of a yaw rate error rwe and a flight-path angle error χwe on following a

horizontal, circular tunnel trajectory.

even when the velocity vector is (instantaneously) aligned with the tunnel centercircle, an

incorrect roll angle results in another path error, labelled the yaw rate error:

rwe = rw − rwt = Vtas/R − Vtas/Rt = Vtas/Rt

(
tanφt
tanφ

− 1

)

. (3.53)

For small attitude angles the yaw rate approximates the heading angle rate (rw ≈ ψ̇).

Combinations of a flight-path angle error and a yaw rate error are illustrated in Fig. 3.12.

Derivatives of the static optical cues: indirect dynamic cues

The derivatives of the static cues provide information about the flight-path and the radius

of curvi-linear motion. A yaw-rate error can be regarded as the difference between the

translational velocity of the complete tunnel geometry on the viewplane with respect to

its reference translational velocity. When the radius is too small, the tunnel geometry

sweeps across the viewplane at a rate that is higher than desired and vice versa.

The flight-path angle error is conveyed by similar cues as in straight tunnel sections. For

small viewing distances St the derivatives of the splay angles and the relative lateral

displacements of the tunnel frames are only a function of the flight-path angle error. The

virtues of these cues are discussed before. An important difference between the condition

of straight tunnels, however, is that in curved trajectories no (stationary) vertical pseudo-

horizon exists that could facilitate the use of the relative lateral displacement cues.

The optic flow field: direct dynamic cues

Computational aspects Now, both the rotational and the translational components of

the velocity of a point on the viewplane are present in the image field equations, Eqs 3.33-

3.34. Due to the curvi-linear motion the radial optical expansion pattern changes into

a hyperbolic optic flow pattern that is quite complicated. Heuristically (Prazdny, 1981;

Rieger, 1983), it can be stated that each of the three components of the rotation vector
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Ωb, pb, qb, rb, adds a component to the optic flow velocity vectors, Eqs 3.33 and 3.34.

The rotation along Xb (pb), parallel to the viewplane, leads to a circular flow pattern

(rotary flow): (u̇Rp , v̇
R
p ) = (−vp, up)pb. The rotation along Yb (qb), perpendicular to the

viewplane, leads to a hyperbolic flow pattern (translation and shear) in the direction of −V :

(u̇Rp , v̇
R
p ) = (−upvp,−κ2 − v2

p)q
b/κ. Similar, the rotation along Zb (rb), also perpendicular

to the viewplane and the most relevant here, leads to a hyperbolic flow pattern in the

direction of −U : (u̇Rp , v̇
R
p ) = (−κ2 − u2

p,−upvp)rb/κ. A further study of these rotations

reveals that the rotational component of the optic flow velocities on the viewplane is

independent of the geometry of the 3-D world. Rather, the component only depends

on the position of the projected points on the viewplane itself. The flow field provides

no information about (relative) depth of the environment, but only of the rotation with

respect to the World (Bruss & Horn, 1983). It can be shown that, essentially because

Fv ≡ Fb, the optic flow pattern on the viewplane is independent of the aircraft roll angle

φ. Hence, this variable yields a rigid body transformation not only of the position field

(the optic array), stated in §3.3.2, but also of the velocity field (the optic flow).

The FRO and the optic flow pattern The curvi-linear motion condition leads to a

hyperbolic flow field that can be seen as the sum of two components, i.e. a translational

component resulting in the radial expansion pattern, and a rotational component, yielding

a solenoidal flow pattern (Gordon, 1965; Prazdny, 1981; Warren, Mestre, Blackwell, &

Morris, 1991). The addition of both the flow patterns implies that no focus of radial

outflow is present in the flow field (Gordon, 1965, 1966b). Rather, the entire flow field

is curved into the direction of the curvi-linear motion, Fig. 3.13. The curvi-linear field

resembles the radial field near the observer where the effects of the translation are large.

For larger viewing distances the rotational effects overshadow those of translation (Gordon,

1966b). In the hyperbolic flow field two elements require some explanation. Similar to the

straight tunnels the future path of the curvi-linear motion is specified by the locomotor

flow line (Lee & Lishman, 1977), the streamline that passes directly below the observer.

Second, as was discovered by (Gordon, 1966b), the hyperbolic flow field of the elements on

the inside of the path show an interesting property: they reverse their lateral direction of

motion on the viewplane. The line connecting these elements is referred to as the reversal

boundary (Warren et al., 1991; Raviv & Herman, 1994).

Effects of a flight-path angle error and a yaw rate error Fig. 3.13 illustrates the

effects of a flight-path angle error χw and a yaw rate error rwe on the optic flow field.

To exemplify the pattern of the optic flow field the theoretical flow lines are shown of an

array of points located on the horizontal plane of the bottom tunnel wall. The reference

condition is shown in the center, illustrating the fact that in this situation the locomotor

flow line follows the trajectory while the reversal boundary lies in the inner side of the

curve, crossing the tangent or reversal point (Raviv & Herman, 1994). The flow velocities

of the tunnel elements are all perfectly aligned with the circular tunnel trajectory. When

the yaw rate becomes too large (rwe > 0, the left column of Fig. 3.13) all flow velocities

of the tunnel elements increase in magnitude and the whole geometry sweeps across the
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screen. When the yaw rate is too small, the flow velocities decrease in magnitude, especially

for larger viewing distances St: the tunnel image does not show the desired translatory

motion and the percept will be one of going off the trajectory. The effects of a flight-path

angle error are especially salient near the observer, e.g. by the location of the locomotor

flow line and the reversal boundary near the bottom border of the screen. Fig. 3.13 shows

that the effects of errors in yaw rate and in flight-path angle can either amplify or attenuate

each other, exemplifying the difficulty of conceptualizing the flow in curvi-linear motion.

3.7 Perception and control of curvi-linear motion

The study of curvi-linear motion is far more complex than that of the rather elementary

recti-linear motion condition. In the previous section the tunnel display was analyzed

mathematically in order to investigate how the aircraft motion referents are presented.

Based on a literature survey and the findings of the former sections, the sources of optical

information are examined below from the perspective of the pilot. Similar to the study

of recti-linear motion in §3.5, the investigation is categorized with respect to the motion

states that must be perceived to control the aircraft along the circular trajectory.

(i) The aircraft attitude The aircraft roll angle φ and pitch angle θ can be perceived

from the horizon. In contrast to the situation of straight tunnels where the heading angle

ψ with respect to the trajectory is conveyed by the infinity point, the trajectory curvature

prevents the use of this feature. Rather, the aircraft heading angle must be perceived

through the lateral translation of the tunnel geometry as a whole on the viewplane with

respect to a reference condition. This is not a simple task, especially in a situation in

which the pilot must continuously compensate for the effects of turbulence. Furthermore,

one should realize that, due to the projection method, the part of the trajectory located

directly near the aircraft is not shown on the display. In a right curve with zero position

and heading errors with respect to the centercircle, the first visible part of the tunnel

is translated somewhat to the inner side of the curve (Fig. 3.11). Hence, the heading

conveyed by this part of the tunnel is to the right, even when the instantaneous heading

is correct (Eq. 3.40), resulting in a bias in the perception of heading directed to the outer

curve wall (Appendix D). In straight tunnels this problem does not occur because the

tunnel heading is constant (it does not depend on the viewing distance).

(ii) The aircraft position Similar to straight tunnels, the position of the aircraft with

respect to the trajectory is conveyed by the splay angles – in a coupled fashion – and the

relative displacements of the tunnel frames – in an uncoupled fashion. Both the cues are

only useful at small viewing distances. Due to the trajectory curvature in the lateral plane,

no vertical pseudo-horizon is present in the display, impeding the use of the relative lateral

displacement cues for the perception of the lateral position error xe considerably. The

property that the most nearby part of the curved trajectory is not shown by the display

also has its consequences for the perception of a position error. As discussed in §3.6, no

symmetric condition exists for the splay angles and displacement cues in curved tunnels.
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The distortion in symmetry, even for zero position and attitude errors, with respect to the

‘natural’ condition, i.e. that of straight tunnels, results in a bias in the perception of the

position error. For curves to the right the display conveys a small lateral position error

to the right, i.e. towards the inner curve wall. These presentation biases are discussed in

Appendix D and are one of the themes of Experiment X4 (Chapter 8).

(iii) The flight-path Similar to recti-linear motion there are in principle to ways to

perceive the instantaneous direction of curvi-linear locomotion: (i) via the global optic flow

field, and (ii) through the gradients of local elements in the visual field. Not many studies

in literature have investigated the curvi-linear motion condition. Warren et al. (1991)

studied the perception of the future course of movement on circular paths, referred to as

circular heading as opposed to the tangential heading of the motion, from optical flow.

Three sources of information about circular heading were identified: (i) the locomotor

flow line; (ii) the reversal boundary, and (iii) the vector normals specifying the location

of the rotation axis. Experimental findings led Warren et al. (1991) to conclude that

local features of the flow pattern – (i) and (ii) – are unnecessary for the judgement of

circular heading, and that this variable is specified by the motions of only a few elements.

Observers could distinguish circular from tangential heading and could perceive the former

with an accuracy sufficient for the control of locomotion (thresholds of 1.2◦).

In a series of experiments of (Grunwald & Kohn, 1993) subjects were asked to estimate

their flight-path – tangential heading – while being passively flown in curvi-linear motion

above a flat textured surface. It was concluded that in curvi-linear motion, the flight-path

is considerably more difficult to estimate than for straight motion, and that judgements

are more sensitive to the level of global optical flow rate. Obscuring the near part of the

visual field – small Sts – led to considerably larger flight-path estimation errors than when

the far part of the visual field was obscured, at least for low levels of the global optical flow

rate. When the latter variable increased, the estimation errors when using the far visual

field decreased and those of using the near visual field increased. In both cases, estimation

times decreased with global optical flow rate. Furthermore, the presence of a constant,

randomly chosen, unknown sideslip angle increased the flight-path estimation errors and

estimation times when the near part of the visual field was obscured. Grunwald suggests

that for the perception of a sideslip angle especially the near field is used – to estimate

the location of the locomotor flow line – whereas the far field could be used to obtain

an estimate of the reversal boundary. According to Grunwald and Kohn (1993), the key

issue in explaining the relative difficulty with respect to recti-linear motion (the estimation

errors were approx. 5◦) lies in the fact that the curved flight-path estimates must rely on

the entire flow pattern, whereas for recti-linear motion the estimate can be based on the

distant field only. This statement is supported by the analysis in this chapter.

The experiments cited above both applied information-rich displays, conveying salient

optic flow patterns. Similar to the situation of straight tunnels it is questionable whether

the tunnel display presents the same level of flow pattern stimuli. The display does not

contain units of texture other than the elements of the tunnel geometry itself. Recall that
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in Fig. 3.13 the flow properties such as the locomotor flow line and the reversal boundary

could be shown only after including a whole array of texture elements that are normally

not there. The only ‘normal’ flow originates from the motion of the segment vertices and

the tunnel frames shown by the arrows in Fig. 3.13. It is a safe assumption that the

flow properties other than those conveyed by the changing tunnel geometry cannot be

perceived and are useless. Therefore, it is hypothesized that especially the local gradients

of motion perspective form the basis of flight-path perception. In this respect, similar cues

play a role as in straight tunnels, i.e. the splay rates and the compression rates. An

important difference with the case of straight tunnels, however, is that only for smaller

viewing distances these cues are useful. Furthermore, the compression rates cannot be

perceived relative to a pseudo-horizon (at least, in the lateral dimension) because of the

trajectory curvature. Hence, it is hypothesized that the splay angle rates are the main cue

for the perception of flight-path relative to the trajectory in curved tunnels.

(iv) The yaw rate error Probably the easiest way to determine the yaw rate error

is to estimate the difference between the actual and the reference roll angle. For a given

curve radius and aircraft velocity, the roll angle φt to achieve the required yaw rate, is

constant. The reference roll angle can be presented with some bug on the bank angle

indicator, or by rotating the tunnel frames with the reference roll angle. This feature,

invented by Grunwald et al. (1981), and others are studied in Experiment X4, discussed

in Chapter 8.

The yaw rate error can also be perceived from the optic flow pattern (Fig. 3.13). When

the yaw rate is too large, the whole tunnel geometry sweeps across the screen at a velocity

that is too large. When the yaw rate is too small, the curvature of the aircraft flight path

is too shallow and the flow field shows only a marginal lateral velocity on the viewplane,

especially for points located farther into the curve: here, the translational component of

the flow dominates. When the yaw rate and flight-path angle errors are zero, the tunnel

geometry maintains a steady-state condition (Gordon, 1966b; Lee & Lishman, 1977).

Velocity and temporal cues The cues conveying information about forward velocity

are probably the same as in straight tunnels. The tunnel frames that approach and pass

the observer when moving through the tunnel allow the use of optical edge rate, while

the tunnel size manipulates the subjective velocity through the global optical flow rate.

When the curvi-linear motion condition is correct and the frames are positioned at equal

distances, the optical expansion of the passing frames – allowing the perception of time-

to-contact – constitute a temporal unit.

Concerning the temporal situation with respect to the tunnel boundaries one should dis-

tinguish between the vertical dimension – that is essentially the same as in straight tunnels

– and the lateral dimension – which is quite different. In assessing the spatio-temporal

situation of approaching the inner or outer curve walls, whereas in curvi-linear motion,

the observer must incorporate some component that is of higher order than those that are

used in the recti-linear motion. In other words, besides the flight-path that determines

the instantaneous direction of the motion, also the yaw rate component should be incor-
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porated that determines the rotation of the velocity vector with respect to the World,

i.e. the change in the direction of motion in time. This is a relatively unexplored area of

research. In (Lee et al., 1992) it was shown that besides the conventional translational

time-to-contact cues, also angular time-to-contact cues exist that e.g. allow somersaulters

to judge the time before contact with the ground. As has been discussed in §3.5, the use

a first and second order time-to-wall crossing variable has been analyzed in (Theunissen

& Mulder, 1995a) in straight tunnels. Because the second order TWC is based on the

assumption that the future aircraft path is circular, it could be a useful variable to de-

scribe pilot anticipatory behaviour. The problem, however, is that it can not be linked

with any source of optical information: no optical concomitant exists for the perception of

the second order TWC. Theunissen (1997) argued that this variable can be estimated by

the pilot by computing the quotient of a splay angle and its predicted value, the prediction

based on splay, splay rate and the splay acceleration. Hence, a rather difficult relation is

suggested that inevitably demands cognitive processing. But this could well be besides

the point. With only little imagination many relations among individual optical cues can

be conceived that could, in theory, be used by pilots. The strength of e.g. the time-to-

contact cue, however, lies in the fact that it is linked to an optical invariant, namely the

relative dilation of the visual image on the retina (Lee, 1980b; Lee & Reddish, 1981), that

allows a direct perception of this variable. To ‘prove’ that ‘in principle’ optical information

exists for the estimation of higher order temporal cues by simply combining a bunch of

individual cues into a single referent does not seem to make much sense. The origin and

use of temporal cues in curved tunnel sections remains a subject of future research.

3.8 Retrospective

The findings in this chapter illustrate the fact that with the tunnel display the same low-

level perceptual mechanisms can be applied as in ordinary locomotion tasks. Hence, with

the application of the perspective tunnel display the ecology is brought back in the cockpit.

With this in mind, the main findings are summarized below, and an approach is chosen

that will guide the experimental efforts discussed in the remainder of this thesis.

Information transfer and information processing

In controlling an aircraft, pilots need information about the state of their vehicle with

respect to some reference. The tunnel display presents this information through the trans-

formation of a regular geometrical object in a synthetic 3-D world. The stimulus array that

results from this transformation is compatible to the stimuli that emerge during every-day

locomotion through the environment. All human goal-directed behaviour involves per-

ception and action in space and time (Gibson, 1986). Hence, the ecological stimulus for

vision is that of the optic flow field which is inherently spatio-temporal (Lee, 1980a). The

changing pattern of light that enters the eye during locomotion is structured and conveys

information about the structure of the environment, the nature of the locomotion and the
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temporal situation relative to the environment (Lee & Lishman, 1977). The information-

richness of the optic flow field allows observers to control their locomotion using vision

only, a highly proficient perception and action cycle.

The tunnel display has been analyzed for the two most important stationary flight, recti-

linear and curvi-linear motion. In both conditions the effects of acceleration have been

neglected, yielding stationary flow fields. Although actual flight conditions cannot be per-

fectly stationary, the assumption of stationary flight conditions served well to exemplify the

sources of information from tunnel displays. Based on a literature survey in the domains

of psychology, physiology, computational vision and human engineering, the cybernetic

issues of information transfer (‘how is the information presented?’) and information pro-

cessing (‘how is the information used?’) are treated. The main hypothesis, adopted from

the ecological approach to visual perception of (Gibson, 1986), was that the main pilot

stimulus when moving through a bounded environment as depicted by the tunnel display

is that of an approach to a surface. In both recti-linear and curvi-linear motion the air-

craft position and attitude relative to the trajectory can be perceived through the cues of

linear perspective, cues that emerge from a static tunnel image. The aircraft flight-path,

velocity, and temporal situation are conveyed by the changing tunnel geometry through

the cues of motion perspective, cues that are essentially dynamic. It is hypothesized that

essentially the local cues conveyed by the dynamic transformation of the tunnel image

are used to control locomotion. This hypothesis originates from the fact that the display

does not present any information other than the tunnel geometry itself, which makes it

questionable whether the global cues of the optic flow field (such as the FRO) are used.

Concluding, probably one of the key issues in assessing the relative ease in using the tun-

nel display for aircraft guidance is that the information conveyed by the display is highly

redundant. Almost all aircraft motion states can be perceived through a set of optical

cues. The tunnel display conveys all information needed for controlling the aircraft in a

truly ecological fashion (Mulder et al., 2000).

The remainder of this thesis

The goal of the remainder of this thesis is to obtain an understanding of the relation

between the visual information conveyed by the tunnel display for the pilot’s perception

of the aircraft motion through the tunnel, and the pilot’s use of that information in

controlling the locomotion. The redundancy in optical information about the status of

the locomotion is one of the main virtues of the perspective tunnel display. Warren

(1988) pointed out, however, that although sources of optical information can specify

the same referent in a geometrical sense, they may not be equally useful to the pilot.

Ecological functionalism (Warren & Owen, 1982) is a paradigm with which these issues

can be investigated in a theoretical and practical sense. The theoretical issues have been

studied in this chapter. Central in the empirical evaluation that follows is that the pilot

perception and action cycles remain intact. Hence, the experiments will be interactive

in the sense that pilots perform a continuous task of adjusting their locomotion through
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the environment using the same perceptual and activation mechanisms as they would

apply in real flight. This approach resembles active psychophysics (Owen & Warren, 1982;

Flach, 1991). Irrespective of the approach taken, the redundancy of optical information in

spatial displays such as the tunnel display is a difficult entity to test empirically. The main

problem in testing the relative functionality of a set of redundant cues is that these cues

can not be isolated. For instance, in the tunnel display the global flow pattern (specifying

the FRO) and the derivatives of local elements (e.g. splays) cannot be separated. Hence,

experiments designed to assess the utilization of different optical cues in visual displays

are often subject to alternate interpretation, facing the experimenter with problems of

determining which of the, redundant, sources of information is actually responsible for the

pilot’s performance (Warren & Owen, 1982; Owen & Johnson, 1992). In this respect, recall

that in the introduction of this chapter the process of information transfer was symbolized

as y = T (x), i.e. a transformation of the aircraft state into a set of optical cues. Whereas

the former, i.e. x, can be considered extrinsic to the self-motion event the latter, optical,

variables are definitely intrinsic to the self-motion event (Owen, 1990). In assessing the

inverse of this process, i.e. estimating the aircraft state from the display, it is important

to stand still at the specific nature of this state estimation. Are pilots really interested

in the state variables themselves or is it the information conveyed by the transforming

visual array that is important? Engineering approaches generally assume the former,

i.e. that humans rely on optical variables to retrieve estimates of the state variables,

x̂ = T −1(y), that are, in turn, used for control (Johnson & Phatak, 1990a). The study in

this chapter revealed that both the extrinsic and the intrinsic variables are coupled in the

transforming visual array and that an inverse transformation is not needed: pilots can use

the information conveyed by the optical cues directly for control. Hence, in evaluating the

sources of information it is important to keep in mind that although the environmental

variables – that usually form the independent measures in experimental testing – are

manipulated, it are really the optical variables – the effects of the environmental variables

on the visual array – that are important (Owen, 1990). The direct manipulation of optical

variables could allow for inferences to be made directly from those that are manipulated

instead of implying them from indirect relations among environmental variables (Larish

& Flach, 1990; Owen & Johnson, 1992).



Chapter 4

Philosophy of the experimental

method

4.1 Introduction

In the previous two chapters the pilot manual control task with a perspective tunnel-in-the-

sky display has been analyzed from both a control-oriented and an information-oriented

perspective. These theoretical investigations constitute the first two steps of the cybernetic

approach (§1.4), and attempt to understand the manner in which the tunnel display design

affects pilot behaviour. The third and fourth steps of the approach concern experimental

studies addressing the hypothesized relations, and attempts to model the pilot control

behaviour, respectively. The experiments must be defined such to allow an evaluation

of the data in both a psychological as a control-theoretical sense. This is not a trivial

procedure. During the course of the research and based on the experiences reported in

similar areas of research, a structured methodology of experimenting has been developed

that provides as much support as possible to the cybernetic evaluation. This method has

been applied for all experiments and forms the subject of the current chapter.

Purpose of the experiments

The experiments discussed in this thesis, listed in Table 2.1, are aimed at improving the

understanding of the interaction between the pilot and the tunnel display. The optical

cues resulting from the projection of the tunnel geometry convey information about the

aircraft’s attitude, flight-path, and position with respect to the tunnel. These are the

motion states the pilot needs to control the aircraft along the designated path and it is

his primary task to perceive them from the optical cues. To examine the characteristics of

this observation process the experiments will systematically vary the amount and nature

of the optical information. The main objective of the experiments is to obtain specific

knowledge on how and why the various tunnel display design variables affect pilot perfor-
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mance, control behaviour, and workload. The ultimate goal in obtaining this knowledge is

to specify the tunnel display design guidelines from a human-centered perspective.

Alternative experimental approaches

Passive modes of interaction Various ways exist to examine a human-machine in-

terface. A legitimate and popular approach is to conduct psychophysical experiments in

an attempt to correlate the psychological responses to the physical dimensions of a stim-

ulus. In passive Stimulus-Response (SR) tasks the perceivability of a specific source of

information is measured in terms of observation accuracies, thresholds and time delays.

These experiments have over the years resulted in a vast amount of human response data

(Boff, Kaufman, & Thomas, 1986). Despite the fact that this data can provide useful

insights into the perceivability of a certain aircraft motion state from the tunnel display,

it is difficult to apply the data in a real control situation (Bennett et al., 1986; Wewerinke,

1989). Although it is true that in most cases the perceivability of a variable affects its

usability, the SR-data are often of less avail in situations where the pilot must use that

variable in an active fashion. Examples exist of pilot strategies that are completely differ-

ent when studying the behaviour in an active rather than a passive fashion (Johnson &

Kaiser, 1991). The domination of the passive interaction modes in psychological research

has often led to inappropriate generalizations (Flach, 1991).

Active psychophysics A useful starting point in the analysis here would be the prin-

cipal assumption of ecological psychology: perception is essentially a matter of interaction

between the observer and the environment (Gibson, 1986). The pilot’s task of controlling

an aircraft with a tunnel display fits well in this theory. It is a condition of continuous

observation of the environment by means of an ecological display, and a continuous ma-

nipulation of the (ego-) motion through that environment. The pilot is closing the loop

through the optical array. So, instead of taking the pilot out of the control loop and exam-

ining only his (passive) observation characteristics, an ecological approach requires that

the interaction properties are studied in an active fashion. This approach is referred to as

active psychophysics (Johnson & Phatak, 1990a, 1990b), “...a study of human performance

that does justice to the intimate coupling between perception and action.” (Flach, 1991).

The notion of dynamics Many experimental studies focus the research interests on

the characteristics of the visual scene and neglect the notion of dynamics completely. The

dynamics of the vehicle to be controlled, however, can significantly alter the set of visual

cues that a human might use in conducting the task. A study of human control behaviour

cannot neglect the fundamental feedback structure. In the current analysis considerable

attention will be given to the effect of the aircraft dynamics. This could facilitate the

extrapolation of the experimental findings to the practical in-flight control situation.

Taking a model-based approach The methodology of the experiments described in

this thesis is related to active psychophysics, in which theories of ecological psychology are

coupled with concepts of control theory. In conjunction with the discussion in §2.5.2 and
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§2.5.3, an attempt is made to describe the pilot manual control situation in mathematical

terms. An essential step in the investigation is the validation of the pilot models. In

§4.2 the model identification and validation procedure is described that is applied in this

thesis. Some of the consequences of taking a model-based approach are discussed in §4.3.

In §4.4 the experimental method and the main data-processing flows are discussed that

result from the model-based approach. The Human-Machine Laboratory is described in

§4.5. The findings of this chapter are summarized in the retrospective, §4.6.

4.2 Pilot model identification techniques

4.2.1 The two-stage identification method

In the single-axis, multi-loop pilot regulation task, illustrated in Fig. 2.9(c), all elements

except the pilot ‘block’ are known and can be described in mathematical terms. In order to

conduct a control-theoretical analysis of the closed loop pilot/aircraft system, an objective

estimate of the pilot control characteristics must be obtained.

Problem statement Although methods for identifying the human element in closed

loop tracking tasks have been known since the early applications of (Krendel & McRuer,

1960), it took until the late 1970s until these methods were formalized mathematically in

(van Lunteren, 1979). The main problems encountered in the identification of the human

control behaviour in the single-axis, multi-loop tracking tasks considered here, are:

• The pilot is operating in closed loop fashion, resulting in undesirable correlations

between the various signals due to the feedback loops.

• The pilot uses more than one input signal, which requires the identification of a

multi-loop feedback system.

• The observation time is limited due to, for example, pilot fatigue or boredom.

Another difficulty, i.e. that the human operator is essentially a non-linear system, is solved

by applying the describing function theory introduced in §2.5.2. The non-linear pilot

dynamics are replaced by a multi-dimensional linear describing function model including

a stochastic remnant signal, see Fig. 2.9(c). A generic method that can handle these

difficulties in a satisfactory manner is developed by van Lunteren (1979). This method

is discussed below in general terms. For a formal description the reader is referred to

Appendix F.

A two-stage identification method What has become common practice in human-

machine systems research is the identification of the human control behaviour in two

stages. The first stage in this procedure is the application of a non-parametric identi-

fication method, discussed in §4.2.2, which yields an estimation of the multi-loop pilot

describing function, the so-called frequency responses. The second stage in the identifica-

tion procedure is the application of a parameter estimation method, discussed in §4.2.3.
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4.2.2 Non-parametric identification

The instrumental variable method

Consider the general single-axis, multi-loop regulating task of Fig. 2.9(c). When the

aircraft disturbances are set zero, all stochastic effects in the closed loop are caused by the

pilot’s remnant signal n. An open loop identification method would use the signals u and

y (m inputs) to estimate the multi-loop pilot describing function Hp(1 ×m), yielding an

estimate Ĥp. It can be shown that this estimate is considerably biased because, due to the

feedback, the pilot output signal and the input signals are all correlated with the pilot’s

remnant signal (van Lunteren, 1979). This problem can be solved by inserting measurable

input signals in the loop that are uncorrelated with the pilot noise (and with each other).

Such a method is known as the Instrumental Variable (IV) method (Söderström & Stoica,

1989). The main advantage of this method is that it can be applied with a minimum

amount of a priori knowledge about the system to be identified. It dictates that for each

frequency response to be estimated an uncorrelated input signal, a forcing function, must

be inserted in the closed loop (van Lunteren, 1979). This means that m forcing functions

must be applied here. The insertion of a forcing function signal leads to some disturbance

in the closed loop that could otherwise be non-existing. Reasonable questions would then

be where these signals must be inserted, and, what do they look like?

Inserting the forcing function signals Fig. 2.9(c) shows that the forcing functions

can be inserted in the display model, or in the aircraft model, or in both models. Intro-

ducing these signals in the display model, however, means that the relation between the

aircraft state and the optical information is disturbed. This is highly undesirable because

it disturbs the interfacing properties of the display that are essentially the subject of in-

vestigation here. Another, more feasible option would be to insert the forcing functions

in the aircraft model. A satisfactory solution would be to ‘use’ the aircraft atmospheric

disturbances for this purpose, as this would lead to a realistic pilot task, namely that of

controlling an aircraft along the tunnel trajectory in the presence of turbulence.

Type of the forcing function signals The forcing functions must appear random. If

they were predictable, the human controller would inevitably make use of this property,

leading to a totally different situation from the regulating task defined here (Krendel &

McRuer, 1960; McRuer & Jex, 1967). An obvious choice would be to insert m mutually

uncorrelated random noise signals in the loop with well-chosen properties. Common prac-

tice in human-machine studies, however, is the use of signals that each consist of a sum of

sinusoids. There are several reasons for this practice. Most importantly, sinusoidal signals

are deterministic and periodic, which means that they excite the (non-linear) system in a

deterministic and reproducible way. This also means that, given the periodic character of

the input signal, time-averaging can be used to attenuate the effects of the noise, without

affecting the deterministic input-output behaviour of the system to be identified.

The signal-to-noise ratio Support for the use of sinusoidal input signals can also be

given heuristically. Consider Fig. 2.9(c), initially assuming the SISO case. The aircraft dis-
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turbances are replaced by a single forcing function consisting of a sum of sinusoids acting

at a particular set of frequencies. Now, when it is assumed that all systems in the loop are

linear and that the pilot’s noise signal is zero, the superposition principle of linear system

theory dictates that all signals in the control loop are deterministic and consist of a sum of

sinusoids with power at the same set of frequencies as the forcing function. An unbiased

estimate of the pilot’s describing function can now be obtained by simply computing the

quotients of the Fourier coefficients of the operator’s output and input signals at those

frequencies. The only problem with this open loop method is that in reality the pilot’s

noise signal is not zero. A common assumption is that this stochastic remnant signal has

a continuous spectrum: it contains energy at all frequencies. Then, all signals in the loop,

except of course the forcing function, become stochastic and contain energy at all frequen-

cies, i.e. also at those frequencies not belonging to the set of frequencies of the forcing

function. In case of a well-designed forcing function the contribution of this deterministic

forcing function to the energy of an arbitrary signal at those frequencies of the forcing

function’s frequency-set is generally larger than the contribution of the stochastic noise

signal to the energy of that signal. The ratio of these two contributions at a particular

frequency is known as the Signal-to-Noise Ratio (SNR). The SNR is usually small at those

frequencies that do not belong to the set of frequencies of the forcing function. At those

frequencies that do belong to this set, the SNRs can be expected to be large enough to

obtain a useful estimate of the operator’s describing function at those frequencies. Hence,

only estimates of the describing function are obtained at the set of frequencies of the sinu-

soids of the forcing function. The uncertainty in an estimate at a particular frequency is

reciprocal to the SNR computed at that frequency: a large SNR leads to an good estimate

and vice versa. The concept of the SNR and its use for computing the uncertainty of

estimates of the pilot describing function is formalized in Appendix F.

The use of sinusoidal forcing functions is advantageous in cases where one wants frequency

response estimates at discrete frequencies in the presence of random noise process noise

(present case) or measurement error signals. If a random signal would be used, the energy

of the forcing function is ‘spread’ over the frequency range of interest, and the uncertainties

of the frequency response estimates at selected discrete frequencies are larger. A disad-

vantage of the use of sinusoids is that the frequency responses can only be estimated at a

limited set of frequencies. However, one can shift frequencies in different experiments to

explore the shape of the frequency response in order to be sure that no peaks are overseen,

or one can add more frequencies. What to do is a matter of experience.

How many forcing functions can be applied? In order to identify the pilot model

one uncorrelated forcing function must be inserted in the closed loop for each model input.

The number of forcing functions that can be inserted is limited, however, because:

• Each forcing function signal must be compensated for by the pilot: it increases the

task demand load.

• To increase the number of forcing function signals in the loop without increasing the

pilot workload, one could decrease the amplitudes of all occurring forcing functions
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in the loop. This also leads, however, to decreasing SNRs and will therefore lead to

larger uncertainties in the obtained estimates.

• The insertion of forcing function signals could perturb the ‘normal’ relationships

between the variables in the loop. This affects the realism of the simulated task that

might lead to a deterioration of a subject’s motivation and performance.

• The limited observation time restricts the number of frequencies in each disturbance

signal to be used, in particular in the low-frequency region, see Appendix F.

In conclusion, the number of forcing functions that can be applied simultaneously in the

regulating task is limited: only a limited amount of signal power can be inserted in the

closed loop. The necessity that the SNRs remain sufficiently large prevent the division of

this energy over too many frequencies, or, equivalently, over too many forcing functions.

Constraints on model validation; restatement of the general situation

The fact that the number of forcing functions that can be applied is limited, restricts the

possibilities of pilot model identification. Although often several model properties can be

determined using only a single estimated describing function, the fact remains that the

number of describing functions that can be determined is rather small. In the experiments

described in this thesis, it was found that the maximum number of forcing functions that

can be used is three, but in most cases this number is reduced to two. The identification

constraints force a restatement of the ambitious model validation proposal of §2.5.2. Re-

consider Fig. 2.9(c). The aircraft state vector (x ∈ Rn) for a linearized stationary flight

condition generally consists of 3 to 6 elements (Etkin, 1972). From the tunnel display the

pilot can perceive a number of states directly, e.g. the aircraft’s attitude from the horizon.

Other states, such as the aircraft position relative to the tunnel, can be estimated using

a set of cues. Hence, the number of elements of the observation vector, y ∈ Rm, the

pilot input, is larger than that of the state vector: m � n. It would be a challenge to

identify all feedback loop closures of the observation vector, a procedure that would allow

an analysis of which elements of the observation vector are important and which ones are

not. From the discussion above, however, it is clear that this is very difficult. Given the

fact that only two or three loop closures can be identified, all that can be achieved would

be the identification of the primary pilot feedback loops of aircraft attitude, flight-path

and position. This will be the approach followed here, its consequences discussed in §4.3.

Restatement of the general situation A general definition of the closed loop control

situation is shown in Figs 4.1 and 4.2 for the case of three and two parallel feedback loops,

respectively. The situation is generalized to allow the identification method to be applied

for both the asymmetric and the symmetric aircraft motion. The pilot model can have

a parallel multi-loop model structure, Fig. 4.1(a), in which all feedback loops are closed

simultaneously, or a serial model structure, Fig. 4.1(b), in which all feedback loops are

closed sequentially. For a discussion of these two model structures the reader is referred

to Appendices E and F. The aircraft model represents the generalized linear cascaded
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Figure 4.1: Generalized pilot describing function model for three input signals in a disturbance

task. In this figure, Hc1 , Hc2 and Hc3 represent the inner, middle and combined

outer loop aircraft dynamics, respectively (Fig. 2.10). In (a) Hp
px

, Hp
py

and Hp
pz

are the inner, middle and outer loop describing functions of a parallel pilot model,

whereas in (b) the pilot is modelled through their serial counterparts Hs
px

, Hs
py

and

Hs
pz

. The forcing function signals i1, i2 and i3 are inserted before the feedback of the

inner, middle and outer loop signals x (attitude), y (flight-path) and z (position).

model structure illustrated in Fig. 2.10. The display model seems to have disappeared

completely, which is only partly true. Recall that the situation illustrated in Fig. 4.1(a)

is an abstraction of reality. The display model, i.e. the set of linearized equations trans-

forming the elements of the aircraft state into a set of optical cues, is included in the pilot

observation model which in turn is hidden in the set of describing functions. It depends on

the modelling approach whether the observation process is explicitly modelled, as in the

OCM, or not, the MLMs. The aircraft disturbances are inserted for each state variable

before the hypothesized pilot feedback of that variable. The manner in which the forcing

functions disturb the aircraft motion is an abstraction of reality. Especially the insertion
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of disturbance signal i3 requires some further attention, for the following reason.

The disturbance on the aircraft flight-path angles The addition of a disturbance

signal to the aircraft flight-path angle, i.e. i3 on y in Fig. 4.1, disturbs the relation between

the aircraft’s direction of motion and its attitude with respect to the trajectory: the

direction of the aircraft’s motion is not fixed any more with respect to the aircraft’s Body

axes. Chapter 3 revealed that this could have important consequences for the pilot’s use of

the tunnel display. Without the disturbance on flight-path, the aircraft direction of motion

is conveyed explicitly by the display through the infinity point. With the disturbance on

flight-path, the aircraft direction of motion is displayed implicitly by the display via the

cues of motion perspective. This exemplifies how the insertion of forcing functions affects

the pilot’s task and could conflict with other experimental factors.

Identifying three loops with two input signals In the experiments described in

this thesis the tasks are restricted to the condition in which the aircraft motion is fixed

with respect to its Body axes. The only exception is Experiment X5, investigating the

effects of a flight-path vector (Chapter 9). This restriction conflicts with the necessity of

inserting the disturbance signal i3 to identify the pilot feedback of the aircraft position

error. A possible solution for this problem is granted by the structure of the simplified

aircraft model. Consider the aircraft asymmetric motion. In the absence of i3, i.e. no

side-slip, the relation between the aircraft’s position and heading error with respect to the

trajectory is that of an integrator with a gain: ẋe = Vtasψe. Both the feedback loops can

then be identified as one combined feedback loop, assuming that the pilot response to this

combined signal consists of a proportional and a differential component. The estimation of

the combined middle and outer loop feedback results in the control situations illustrated in

Fig. 4.2. The combined feedback describing function can be estimated through either the

use of the middle loop signal (y, the aircraft’s flight-path angle), Fig. 4.2(a), or the outer

loop signal (z, the aircraft position), Fig. 4.2(b). This method, discussed further in §F.4.4,

is applied in all experiments of this thesis, except in Experiment X5. The generalized

models of Figs 4.1(a) and 4.2 are the starting points of the formal description of the non-

parametric identification method in Appendix F. Below, the results of the method will

be discussed for the situation with two forcing functions as depicted in Fig. 4.2(b). The

situation for three forcing functions is similar.

Definition of the measurement method

Consider Fig. 4.1(a). During a single measurement run, that lasts Tm [s], all measurable

signals of interest, u, x, y and z. are sampled with a sample frequency fs [Hz]. This

results in data arrays of all variables with N elements, where N = Tm/fs, e.g. u(k; ζ), k =

1, . . . , N (a ζ indicates that a variable is a realization of a stochastic process). Conducting

a discrete-Fourier transform (DFT) for these signals results in complex arrays representing

the Fourier coefficients of these signals at discrete frequencies, i.e. U(νk; ζ), k = 1, . . . , N/2.

The minimum frequency is referred to as the ground frequency ν0 and is determined by

the length of the measurement interval: ν0 = 1/Tm [Hz]. Due to the use of a DFT all



4.2 Pilot model identification techniques 103

d d-? ?- d- - -?

n i1 i2

u+ + +

+ +

x y

x
y

d- ?d
6
- -0

+
-

-

-

d
6

-0

+

++

-
+

Pilot

Hc1 Hc2Hp
px

Hpc

py

(a) estimation of the combined outer loop using the middle loop signal

d d-? ?- d- - -?

n i1 i2

u+ + +

+ +

x z

x

z

d- ?d
6
- -0

+
-

-

-

d
6

-0

+

++

-
+

Pilot

Hc1 Hc2,3Hp
px

Hpc

pz

(b) estimation of the combined outer loop using the outer loop signal

Figure 4.2: Generalized parallel describing function model for two input signals in a disturbance

task. In these figures, Hc1 , Hc2 and Hc2,3 represent the inner, middle and combined

outer loop dynamics of the aircraft. Hp
px

is the inner loop describing function. Hpc

py

and Hpc

pz
are the describing functions representing the combined outer loops using

the middle and outer loop signals, respectively. The forcing functions i1 and i2 are

inserted before the feedback of the inner and middle loop variables x and y.

other frequencies are an integer multiple of the ground frequency, i.e. νk = kν0.

Definition of the forcing functions The forcing functions i1 and i2 are each defined

as a sum of sinusoids that have power at a limited set of frequencies, e.g. i1 is defined as:

i1(t) =

j=Nf∑

j=1

A1j
sin
(
k1j

ν0t+ φ1j

)
, (4.1)

withA1j
and φ1j

the amplitude and phase component of i1 at the jth frequency component,

Nf representing the number of frequencies in the signal. Each sinusoid period in the forcing

function fits an integer number of times in the measurement interval Tm. Hence, when

discrete-Fourier transformed, the forcing functions i1 and i2 contain power only at the

pre-defined sets of frequencies:

νi1 = k1ν0 =
{

ν11
, ν12

, . . . , ν1Nf

}

; and νi2 = k2ν0 =
{

ν21
, ν22

, . . . , ν2Nf

}

,
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with ν0 the ground frequency, and

k1 =
{

k11
, k12

, . . . , k1Nf

}

, and k2 =
{

k21
, k22

, . . . , k2Nf

}

,

the indices of the discrete Fourier coefficients.

Estimation of the describing functions

The generalized parallel pilot model for two inputs in a disturbance task is shown in

Fig. 4.2(b). The linear part of the pilot’s control behaviour is characterized by the de-

scribing functions Hp
px

and Hpc

pz
that give the contribution to the control signal u resulting

from the feedback of the inner and outer loop system outputs x and z, respectively. The

non-linear part of the control behaviour is represented by the stochastic remnant signal n.

In Appendix F it is described how the pilot frequency responses can be estimated from the

discrete-Fourier transformed data, at the two sets of frequencies of the forcing functions

i1 and i2: Ĥ
p
px

(νk; ζ) and Ĥpc

pz
(νk; ζ) for νk ∈

[
νi1 ∪ νi2

]
. The principal assumption that

is made in the estimation procedure is that at these frequency sets the contribution of the

pilot remnant noise to a signal is small relative to the contribution of the forcing function.

The uncertainty in the estimated describing functions depends on the validity of this as-

sumption. In Appendix F analytic expressions are derived for the bias and variance of

the estimated frequency responses, which depend on the dynamics of the various elements

in the closed loop (the aircraft and the pilot). Most importantly, they are a function

of the signal-to-noise ratios introduced above. It can be stated that, generally, as these

signal-to-noise ratios are larger, the estimation bias and variance will be smaller.

Crossover frequencies and phase margins After transforming the estimated fre-

quency responses of the parallel pilot model to their serial counterparts, the serial pilot

describing functions can be combined with the cascade aircraft dynamics of Fig. 2.10. This

allows a computation of the bandwidth and stability of all feedback loops, variables that are

referred to as the crossover frequency and phase margin, respectively. Whereas the phase

margin reflects the notion of stability, the crossover frequency reflects the performance of

the closed loop system. In general, these variables are antagonistic. From a performance

perspective, the crossover frequencies should be as high as possible. Due to the human’s

limitations, in particular the processing time delay, the crossover frequency cannot become

too large, for this would lead to an unacceptably low level of system stability.

The multi-loop aircraft control situations described here have a clear loop-for-loop feed-

back structure, starting from the inner loop outwards to the outer loops. Generally, the

crossover frequencies of the outer loops can be expected to be lower than the bandwidth of

the inner loops. This reflects the fact that in closing more loops the operator’s limitations

and especially his time delay, lump together (McRuer & Jex, 1967). This decreases the

phase margin (i.e. system stability) that can only be recovered by lowering the crossover

frequency. Heuristically, one could also state that it makes no sense to have an outer loop

crossover frequency that exceeds the inner loop closed loop bandwidth, for in that case

the equivalent inner loop system would be too slow for the outer loop controller.
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As has been discussed in §2.5.2, three elementary loops are closed in the control of the

aircraft motion. These three loops result in three pairs of crossover frequencies and phase

margins: (ωinc ,ϕinm ), (ωmidc ,ϕmidm ) and (ωoutc ,ϕoutm ). In the identification method described

here, however, the middle and outer loops are identified as a combined outer loop. The

latter two pairs cannot be determined from the estimated frequency responses alone, and

a parameterization is necessary to distinguish between these two loops (§4.2.3). The

crossover frequency and phase margin of the combined outer loop frequency response

(ωout
c

c ,ϕout
c

m ), which can be computed from the data, have a limited physical meaning.

This is a disadvantage of the method using only two forcing functions.

4.2.3 Model parameter estimation

The identifiability of the parameters The non-parametric identification procedure

has led to the estimation of the linear part of the pilot’s control behaviour at a limited

set of frequencies. The frequency responses serve as objective building blocks for the val-

idation of the two modelling approaches proposed in §2.5.3: the MLM and OCM models.

The non-parametric method does not make any assumption about the model structure

M(θ), nor the parameter vector θ. When identifying the parameters in a model structure

M(θ), an important issue is the identifiability of the parameters: does the identification

of the parameter vector θ from experimental data lead to a unique result? The identi-

fiability of the parameters is a property of a model structure, and some methods exist

to test this property of certain classes of model structures (Söderström & Stoica, 1989).

During the parameter estimation procedure a model may appear to be either too simple

(underparameterized) or too complex (overparameterized). The OCM suffers from the

problem of overparameterization (Phatak, Weinert, Segall, & Day, 1976; Kok & Stassen,

1980). According to van Wijk and Kok (1977) either the OCM weighting matrices, the

regulator variables, or the OCM observation and motor noise ratios, the observer variables,

can be identified. So, problems can be expected in applying the OCM.

Parameter estimation and the minimization of criteria The parameter estimation

techniques are essentially optimization problems: a criterion J is minimized that quantifies

the mismatch between the results of the parameterized model and the experimental data:

θ̂ = arg min
θ
J(θ). (4.2)

The definition of a loss function J is not trivial and depends on experience in parameter

estimation and a priori knowledge on the model’s characteristics. In Appendix F three

criterion functions are described that are used in this thesis. These are referred to as JF
and JT , that operate on the frequency and time domain data, respectively, and JFT , a

criterion that combines both the domains. In these criterion functions the mismatch in

modelling the experimental data is squared and weighted with the uncertainty in obtaining

the experimental data. The application of such quadratic criterion functions leads to a
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weighted least-squares estimate of the parameter vector θ.

The uncertainty in the estimated parameters Minimizing a criterion J(θ) leads

to an estimate θ̂ of the true parameter vector θ0, Eq. 4.2. Additional information can

be gained about the validity of the estimated parameters. For instance, there exists a

theoretical lower bound for the covariance of an estimated parameter:

E
{

(θ̂ − θ0)(θ̂ − θ0)
T
}

≥M−1
θθ , (4.3)

which is known as the Cramer-Rao lower bound (Söderström & Stoica, 1989). In this

expression Mθθ represents the Fisher information matrix, which is defined as:

Mθθ = E

{
∂2 J(θ)

∂θ∂θ

}∣
∣
∣
∣
θ̂ = θ0

. (4.4)

In Appendix F a method is derived that allows a computation of the Fisher information

matrix and the Cramer-Rao lower bound for a frequency domain criterion JF . In all

parameter estimation applications described in this thesis the uncertainty in the estimated

parameters is computed with the Cramer-Rao lower bound.

4.3 Consequences of including a model-based analysis

4.3.1 Model identification constraints

The nature of the perspective tunnel display, with its multiply confounded set of optical

variables hampers an isolation of cues which could facilitate the analysis. It are essentially

the elements of the aircraft motion state that are needed for control. It can be hypothesized

that, generally, when the presentation of one of these elements is improved (and everything

else remains constant), it facilitates the pilot perception. This, however, cannot be directly

measured but must be inferred from the pilot’s overt behaviour. The effect of changing a

presentation must be examined by investigating the hypothesis that it affects pilot control

behaviour, pilot performance and pilot workload. From the discussion in the previous

section, it is clear that it is not possible to identify the pilot’s feedback of the complete

set of optical cues. Rather, only the pilot feedbacks of the main aircraft motion states

can be determined, yielding a minimal representation of pilot control behaviour. In the

parameterization stage this does not mean, however, that the number of model parameters

needs to be decreased. One could for instance estimate the outer loop feedback (position

error) frequency response and parameterize this response by summing up all individual

contributions of a set of optical cues for this position error. This would be similar to

the approach in studies determining models for the pilot’s use of motion stimuli (van der

Vaart, 1992; Hosman, 1996). In those studies, however, a physical interpretation could be

given to all contributions based on a priori knowledge of the human vestibular system.

This knowledge is not available here, however, and it is questionable whether such data

is extractable at all. Furthermore, this approach would lead to a considerable increase
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in the number of parameters that needs to be estimated, which stands diametral to the

common policy of parameter economy in model identification. It can also be expected

that in this case the uncertainty in the parameter estimates increases significantly. Note

that the limitation of extracting the effects from individual contributions of the total set

of optical cues to a variable under control, is universal. It is not just a disadvantage of the

cybernetic perspective adopted here but an impossibility of any method, at least, when

examining pilot behaviour in an active rather than a passive manner.

4.3.2 The pilot adaptation process

The non-parametric identification method allows the determination of the main aircraft

state feedback loop closures. Such a minimal representation of pilot control behaviour can

be parameterized with the data following this identification procedure, resulting in a par-

ticular set of parameters for the experimental condition that is studied. By repeating this

modelling procedure for all experimental conditions, a parameterized model is obtained

for each of these conditions. The set of parameter vectors that is determined provides

knowledge into how one should change the parameters of the model in order to describe

the changing pilot’s control behaviour for the experimental conditions. When assuming

that the model truly reflects the control behaviour, this approach allows an understanding

of the manner in which pilots adapt their control behaviour to the experimental conditions.

In other words, insight is gained into the pilot’s adaptation process.

In a way, studying the adaptation process is both a direct as an indirect method. It directly

examines the adaptation process of the regulator-side of the pilot addressing the question

of how the pilot adapts as a function of some experimental variable. It examines the

observer-side of the pilot in an indirect fashion, quite simply because the observer process

cannot be measured. In other words, the method does not address the question of why

the human controller adapts, simply because the answer to this question is hidden in the

observer model. The cause(s) for the adaptation must be inferred from studying the char-

acteristics of the set of optical cues that are present on the display, an analysis of which

the foundation has been laid in the previous chapter. The determination of the adaptation

of the (modelled) pilot’s control behaviour allows a study of pilot behaviour that extends

common methods which mainly address the performance-related time domain variables.

These methods, however, do not say much about the constraints originating from the

fact that a dynamic system is controlled. A model-based analysis provides knowledge

about the stability of the system and allows a control-theoretic analysis to be conducted

of the close loop pilot/aircraft system (van Paassen & Mulder, 1998a). The antagonism

of performance and limitations can then be studied in a quantitative fashion.

4.3.3 Design of the experiment

The model identification that is essential for such an approach has a great impact on the

design and definition of an experiment. In particular the non-parametric identification
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procedure puts some strict demands on the experimental definition. Some of these issues,

such as the choice of the aircraft dynamic model and design guidelines for the input signals,

are discussed in Appendices C, E and F.

Averaging of time histories The modelling and identification efforts require that

many replications are needed for each experimental condition. First, these replications

are needed to obtain consistent estimates of the empirical data of the experiment such as

the variances. Second, repeating the same condition allows a time-averaging procedure of

the measured time histories. Averaging the time histories attenuates the remnant effects,

which in turn yields a significant increase in the signal-to-noise ratios. Repeating the ex-

perimental conditions is therefore beneficial from an identification perspective. Because

the available time for experimenting is limited (availability of pilots and apparatus), how-

ever, the need for repeating the same experimental condition restricts the total number of

experimental conditions.

Isolation of cues Studying the pilot adaptation process is an indirect method of

examining the effects of varying levels of information in the tunnel display. To increase

the chance of success of determining the adaptation to such a varying optical source of

information, the experiments must attempt to decrease the degrees of freedom in other

sources of information that are possibly related. Because an ecological display such as the

tunnel is inherently confounded, this is often a difficult task. It forces a well-considered

choice of free optical variables to be studied.

Realism of the task The use of a simplified aircraft model and the insertion of

forcing function signals are essential for model identification purposes. The most important

drawback of this demand is that it could affect the realism of the pilot’s task environment.

Naturally, one would rather use a full-scale simulation environment incorporating extensive

non-linear aircraft and atmospheric disturbance models. This is not possible here. When

the level of realism of the environment, however, is insufficient, it can be questioned

whether the results of the experiments are applicable for the practical in-flight situation.

In this context it is important to realize that the research objectives addressed in this thesis

require a laboratory approach. It is impossible to infer such fundamental pilot/display

interaction characteristics from the real environment. The highest level of realism must

be attempted to be realized within the constraints of the laboratory environment.

4.4 Methodology of the experiments

4.4.1 METHOD

The experimental method is illustrated in Fig. 4.3. Four stages can be distinguished.

Stage I: DESIGN The goal of the experiments is to examine the effects of varying a

tunnel display design variable on pilot performance, control behaviour and workload. The

experimental variables are typically a mixture of display-centered and aircraft-centered

variables, a combination that should allow an examination of how the display affects
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Figure 4.3: The experimental method applied in the cybernetic approach, starting with a defi-

nition of the purpose of the experiment (DESIGN), and ending with a transition of

the knowledge obtained to the practical situation (SYNTHESIS).

pilot behaviour and also whether this depends on characteristics of the aircraft to be

controlled. The independent measures follow from a pre-experimental evaluation, rooted

in the information-analysis of Chapter 3, addressing the specific levels of the stimuli to

be investigated. Finally, hypotheses are stated concerning the possible outcomes of the

experiment, i.e. ‘how do the independent measures affect the dependent measures?’.

Stage II: IMPLEMENTATION The actual experiment itself is referred to as the

implementation stage, in which three sub-stages can be distinguished.

Pilot briefing Several days before the start of an experiment, all subjects received

a pilot briefing, which contained information on the purpose of the experiment, the exper-

imental variables, the task(s) to be performed and an experiment time schedule. Before

the experiment was started the main instructions were verbally repeated to a subject.
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Figure 4.4: The effort scale used in the experiments (McDonnel, 1968).

Experiment During the experiment, subjects interacted with the laboratory appa-

ratus. All experiments consisted of two phases: (i) a learning phase, in which the subjects

were getting accustomed to the experiment. This phase leads to a relatively constant level

of performance and control activity, as expressed by their variances: (ii) a measurement

phase, in which all data are measured and recorded. Generally, the learning phase required

about 30–50% of the available time, depending on the subject and the experiment.

Pilot questionnaire When all experimental trials were done, the subjects were re-

quested to complete a pilot questionnaire. The questionnaire aims at collecting subjective

or qualitative data that can substantiate the quantitative data. It contains a list of specific

questions on the experiment, motivating subjects to put their comments on paper. The

questions generally address the control strategy, the effect of the varying experimental

conditions, the experienced realism of the simulation and the level of effort subjects expe-

rienced in conducting the task. The effort ratings were collected through the use of a 0–10

scale (Fig. 4.4), which was selected from the available effort scales for its simplicity. The

ratings are used to discriminate between the experimental conditions on the basis of effort.

The purpose is not to obtain some general effort rating parameter for the tunnel display,

but only to allow an examination of the differences in the experienced effort. To reduce

the two main effects of inter-subject variation, central tendency and leniency (Wewerinke,

1989), the ratings were transformed into Z-scores. Here, the set of ratings collected for a

subject for all experimental conditions are transformed to an array of Z-scores having a

mean of zero and a standard deviation of one.

A representative example of a pilot briefing and questionnaire is given in Appendix B.

Stage III: ANALYSIS After completion of the experiment two sets of data are avail-

able: (i) the qualitative data, consisting of the pilot questionnaire and occasionally some

additional pilot comments, and (ii) the quantitative data, i.e. the time histories of all

variables of interest. The data-processing flows of the second set of data are discussed in

§4.4.2. The data must be analyzed for the experimental condition under investigation to

obtain an understanding of the observed pilot behaviour. The qualitative data directly

provide some insight into this behaviour and can serve as a priori knowledge in the mod-

elling procedure. The quantitative data are analyzed statistically before they are used

in the pilot modelling efforts, discussed in §4.2. These efforts are expected to provide

objective evidence for the manner in which the pilot adapts his control behaviour to the

varying experimental conditions.
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Stage IV: SYNTHESIS The analysis stage in principle provides insight into how

the experimental conditions have affected pilot behaviour with the tunnel display. This

knowledge can then be used to define guidelines for specific tunnel display design issues.

The transformation of the experimental insights into design guidelines, however, is non-

trivial. Results of experiments in general do not lead to clear-cut and unequivocal solutions

to a certain problem. They are sometimes ambiguous and could even lead to a whole set of

other useful experiments. Hence, the development of design guidelines for an (ecological)

display is essentially an iterative procedure (Roscoe et al., 1981; Wickens et al., 1989),

which is illustrated by the ‘feedback’ loop in Fig. 4.3.

4.4.2 Data-processing flows of the quantitative data

The elementary data-processing flows of the quantitative data are illustrated in Fig. 4.5.

The time domain results Starting point in the analysis are the time histories of all

measured variables. The experimental condition is repeated R times, yielding R recordings

of each variable. The statistics of a particular time history, e.g. variable xr(k; ζ) for

replication r, can be computed, resulting in for instance an estimate of the standard

deviation (STD) of that variable for that replication: σ̂rx. Repeating this procedure R times

yields an array of measured STDs: σ̂1
x . . . σ̂

R
x . Because this set represents the statistics of

a variable for the repetition of the same experimental condition, they can be averaged,

resulting in µ̂σx
and σ̂σx

. These quantities are the main results in the time domain. They

are analyzed with statistical tests such as an Analysis of Variance (Hicks, 1982).

Averaging of time histories The forcing function signals are the same for each ex-

perimental condition. Because they are deterministic, the time histories can be averaged

in the time domain. This yields an averaged time history for each variable (xa(k; ζ)),

attenuating the effects of the pilot’s remnant considerably. The statistics of this averaged

time domain response (σ̂ax) are therefore significantly smaller than the averaged statistics

of the individual responses, i.e. σ̂ax < µ̂σx
. They do show the same trends, however.

Frequency domain results In principle, all time histories can be discrete-Fourier

transformed (xr(k; ζ) → Xr(νk; ζ)). The frequency domain data can be used to obtain es-

timations of the pilot’s describing functions, i.e. Ĥpr

px
(νk; ζ) and Ĥpcr

pz
(νk; ζ), with the non-

parametric identification method discussed in §4.2.2. Combining these estimates with the

aircraft dynamics for that particular experimental condition allows a computation of the

inner loop and combined outer loop crossover frequencies and phase margins, (ωinc
r
, ϕinm

r
)

and (ωout
c

c

r
, ϕout

c

m

r
), for that condition. Repeating this procedure for all R replications al-

lows a computation of their averages: (µ̂ωin
c
, σ̂ωin

c
), (µ̂ϕin

m
, σ̂ϕin

m
), etc. A drawback of using

the raw time histories is that they contain the unattenuated pilot remnant. The estimated

crossover frequencies and phase margins based on the frequency responses of the raw data

can therefore be expected to be not very good. This problem was countered in two ways.

First, a least-squares algorithm was used to estimate these quantities from the open loop
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Ĥ
p p
x
(ν
k
;ζ

)
Ĥ
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frequency responses, which reduced the variance in the estimates considerably (Appendix

F). Second, by averaging the results the variation is further decreased.

The estimate of the frequency response to be used for the modelling purposes, is based

on the averaged time histories (xa(k; ζ) → Xa(νk; ζ)). The time domain averaging signifi-

cantly attenuates the pilot remnant, yielding better results than when using the raw time

histories. The inner loop and the combined outer loop bandwidths and stability margins

can be computed: (ωinc
a
, ϕinm

a
), (ωout

c

c

a
, ϕout

c

m

a
). Note that the time-averaging procedure

does not change the bandwidths and stability margins of the estimates. Hence, these

quantities can be compared with those obtained by averaging the raw responses, i.e. ωinc
a

should in principle be the same as µ̂ωin
c

.

Model parameterization The estimated pilot describing functions Ĥpa

px
(νk; ζ) and

Ĥpca

pz
(νk; ζ), based on the averaged time histories, serve as the building blocks of the

model parameterization. By minimizing some criterion function an optimal parameter

is found which determines the modelled describing functions H̃p
px

(νk; θ) and H̃pc

pz
(θ), al-

lowing the modelled inner and combined outer loop bandwidth and stability quantities

(ω̃inc , ϕ̃
in
m ), (ω̃out

c

c , ϕ̃out
c

m ) to be computed. A parameterization allows the computation of

the middle and outer loop transfer functions of the serial pilot model, yielding H̃s
px

(νk; θ),

H̃s
py

(νk; θ), and H̃s
pz

(νk; θ). Combining these transfer functions with the aircraft dynamics

yields the modelled crossover and phase margin quantities for the inner, middle and outer

loops: (ω̃inc , ϕ̃
in
m ), (ω̃midc , ϕ̃midm ), and (ω̃outc , ϕ̃outm ). Besides the determination of these fre-

quency domain crossover and phase margin variables, the parameterized pilot models also

allow a computation of the time domain variances of all signals in the loop, i.e. σ̃x, etc.

4.5 The Human-Machine Laboratory

All experiments were conducted in the Human-Machine Laboratory (Appendix A). The

components of this real-time simulation environment and the main flows of information

will be discussed in §4.5.1. In §4.5.2 the test pilots are introduced who participated in the

experiments, followed by a brief discussion of the experimental time schedule.

4.5.1 Elements of the real-time simulation environment

Fig. 4.6 illustrates the main flows of information in the simulation environment for the

single-axis multi-loop regulating task of Fig. 2.9(c). The only ‘new’ element is the side-stick

manipulator. The aircraft motions, described by the model of §2.5.2, are perturbed a set of

forcing function signals, i. The aircraft state x is displayed by the tunnel display through

a set of optical cues y. The pilot response signal is the force f applied on the side-stick.

The stick simulation yields a new position of the stick, s, which, together with the set of

forcing functions, serves as the input signal for the aircraft model. All components of the

simulation environment are controlled by digital computers. The only physical elements

that determine the pilot interaction with the environment are the display monitor and the



114 Philosophy of the experimental method

- -
xyx f s

i

display aircraftPILOT side-stick

forcing functions

Figure 4.6: The main elements and information flows between these elements in the real-time

simulation environment of the Human-Machine Laboratory.

side-stick manipulator. The components are described in detail in Appendix A.

The side-stick manipulator The side-stick is a two-axis, electro-hydraulic, servo-

controlled stick. It is not a common stick in the sense that the force applied on the stick

determines the stick position. Rather, this force is measured and serves as the input

of a side-stick simulation program running on a digital computer. The output of this

program is the updated position of the stick, which is sent to the servo-controller that

puts the stick the commanded position. The characteristics of the stick are completely

determined by the simulation software. The stick applied in the experiments is simulated

as having the properties of an ordinary passive manipulator (van Paassen, 1994). The

side-stick dynamics are simulated by means of a linear mass-spring-damper system, which

properties are defined by a mass m, a linear spring constant k and a linear damping

constant c. No non-linear stick properties, such as a breakout force or friction and stiction

forces are simulated, yielding linear stick dynamics with an equivalent transfer function:

Hs
F (s) =

1

k + cs+ms2
, (4.5)

an ordinary second order low-pass filter with bandwidth
√

k
m and damping c

2
√
mk

. The

side-stick properties for the roll (left/right) and pitch (forward/backward) rotation axes

of the stick are summarized in Table 4.1. Not that from the discussion in §4.2 it follows

that the position of the stick, s, and not the pilot force f is considered as the output

signal of the pilot. This means that the estimated pilot frequency responses include the

side-stick dynamics. Because the bandwidth of the stick is relatively high with respect to

the measured pilot control behaviour and because the stick dynamics are deterministic, it

can be hypothesized that this does not affect the identification procedure.

The aircraft model The aircraft selected to be simulated in Experiments X1 to X5

is the Cessna Citation 500, a small two-engine business jet. Experiment X6 required a

different simulation method and aircraft model (Chapter 10). The Citation satisfies the

demands, stated in Appendix C, that an aircraft must fulfil for the identification procedure:

it is a high-bandwidth aircraft with pleasant flying characteristics over a broad range of

velocities. A considerable amount of data is available for analyzing the Citation dynamics

(van der Linden, 1996). The simplified linearized cascade aircraft dynamics of Fig. 2.10
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Table 4.1: Side-stick properties, defined for a point 90 [mm] above the stick rotation axis.

mass-spring-damper bandwidth damping position
m k c ωs ζs neutral min. max.

[kg] [N/m] [Ns/m] [rad/s] [-] [deg] [deg] [deg]

roll 1.5 400 26.10 16.33 0.533 0 -27 +27
pitch 4.0 400 56.56 10.00 0.707 0 -21 +21

were simulated for a number of velocity conditions. The velocity conditions also determine

the aircraft flying characteristics, which is discussed in Appendix C.

The forcing function signals The forcing functions are defined as a sum of sinusoids,

Eq. 4.1, of which the frequencies, amplitudes and phases need to be specified beforehand.

These are chosen at the hand of the design rules of §F.2.6. The frequencies of the

sinusoids are defined as an integer multiple of the ground frequency ν0 that depends on

the length of the measurement interval Tm and the sample frequency fs. The phases of

the components of each forcing function are chosen random from a uniform distribution

(∼ U(−180, 180) [deg]). They remain fixed over the experiment. The amplitudes of the

sinusoids are determined by the choice of a shaping filter and the intensity of the white

noise input of that shaping filter. For all experiments the same shaping filters are used.

Here, only the shaping filters for the asymmetric aircraft motion will be discussed. The

shaping filters for the symmetric aircraft motion are discussed in Chapter 7. The shaping

filter of the inner loop forcing function i1, Fig. 4.1(a), is defined as:

Hi1
w1

(s) =

(
1 + τφs

Kφ

)(
ω2

1

ω2
1 + 2ζω1s+ s2

)

, (4.6)

an ordinary second order low-pass filter (ω1=5 [rad/s] and ζ=0.8 [-]), compensated for

the low-pass characteristics of the aircraft roll response, Appendix C. This eliminates the

forcing function attenuation by the aircraft dynamics which is beneficial for pilot model

identification. The shaping filter of the middle loop forcing function i2 is defined as:

Hi2
w2

(s) =
1

1 + τ2s
, (4.7)

an ordinary first order low-pass filter (τ2 = 0.5 [s]). Because the use of only a first

order filter yielded sufficient power in the middle-frequency range, a compensation for the

(combined) outer loop aircraft dynamics was not applied. The intensities W1 and W2 of

the shaping filter white noise input signals w1 and w2 are set at 10 [deg2]. W1 was set at

4.54 [deg2] in Experiment X3 in order to reduce the task demand load. The shaping filter

of the third forcing function i3 is discussed in Chapter 9.

The display The tunnel display is shown in a highly abstracted fashion. All elements

depicting status information, such as the speed tape, altitude tape, bank indicator, horizon

heading indicator, pitch indicator, see Fig. 1.6, are removed. The tunnel geometry is shown

as a grey wireframe on a black background. The aircraft reference symbol is a light-green
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Table 4.2: Various data concerning the experiments of this thesis

X1 X2 X3 X4 X5 X6

display update-rates and simulation time delays

update-rate fEFIS [Hz] 17 25 20 15 17 15
time delay τsim [s] 0.088 0.060 0.075 0.100 0.088 0.100

experiment measurement times and other properties

run-in time Ti [s] 20 20 15 20 15 5
measurement time Tm [s] 81.92 81.92 105 81.92 105 30
# data points N [-] 4096 4096 5250 4096 5250 1500

# conditions [-] 12 12 18 20 18 20
# runs (# measurements) [-] 8(5) 8(5) 14(6) 12(6) 10(6) 12(8)
# day shifts [-] 2 2 5 4 4 2

outline. The display monitor is a 17 inch cathode ray tube (CRT) colour monitor with a

refresh-rate1 range of 55–70 [Hz]. The display hardware and software limited the display

update-rate.2 Even for the wireframe tunnel display the update-rate, referred to as fEFIS
(in [Hz]), and summarized in Table 4.2 was limited to about 15–25 [Hz]. These update-

rates are near the lower bound for spatial data displays (Batson, Harris, & Houck, 1992).

The existence of time delays in the simulation In Appendix A the origin and

consequences of time delays in the simulation environment are analyzed in detail. This

analysis revealed that because the simulation frequency fsim, fixed at 2000 [Hz], is very

high, the majority of the components yields only negligible time delays. The limited

update-rate of the tunnel display results in a considerable simulation time delay equal

to τsim ≈ 3
2

1
fEF IS

(Eq. A.5). In Table 4.2 the values of the simulation time delay for

all experiments are summarized. The existence of a time delay in the closed loop has

important consequences for the non-parametric identification procedure, see §F.4.2.

4.5.2 Test pilots and experiment time schedule

Subjects Three professional airline pilots (A–C) and one student pilot (D) participated

in all experiments. For experiment X6 the population was extended with one additional

student pilot (E). In the discussion of the pilot questionnaires only the results of the three

professional pilots will be discussed, because their comments are considered to be most

relevant. The experience and main characteristics of the test pilots are summarized in Ta-

ble 4.3. The subjects were not paid for their co-operation. They received a compensation

for their travel expenses, and, at the end of each experiment, a small gift.

The experiment time schedule Each experimental trial consisted of two parts, starting

with a run-in period of Ti (in [s]), followed by the actual measurement interval of Tm (in

1The refresh-rate is a hardware property defined as the rate at which the video monitor redraws the

information being displayed, independent of the update-rate.
2The display update-rate is defined as the rate at which a new display image can be computed by the

display software and hardware.
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Table 4.3: Characteristics of the experimental test subjects. The coding of these subjects (A–E)

is maintained in this thesis.

su
bj
ec
t

ye
ar

of
bi
rt
h

vi
sio

n
a

ha
nd
b

fly
in
g
ho

ur
s

experience
A 1966 U R 1600 Single-engine, Citation, Metro, Fokker 100, Boeing 767
B 1963 U R 4000 Single-engine, Boeing 767, MD-11
C 1966 C R 1600 Single-engine, Citation, Metro, Fokker 100, Boeing 737
D 1967 U R 50 Cessna Citation 500 (flight-simulator)
E 1973 U R 150 Single-engine

a: U=uncorrected, C=corrected
b: L=left-handed, R=right-handed

[s]). During the run-in time a subject can get accustomed to the task, attenuating effects

of operator non-linearity. The simulation frequency fsim is fixed at 2000 [Hz] and the data-

recording frequency fs is set at 50 [Hz]. A measurement time Tm results in N = Tmfs
data points. The values of these variables for all experiments are listed in Table 4.2. The

experimental conditions are repeated a number of times (8–14) for each subject. The

regulating tasks required the full attention of subjects and the experiments were quite

demanding. To alleviate the subject’s workload the time schedule provided considerable

resting times between runs. An experiment was divided into blocks, each block consisting

of 6 to 8 runs. During a block of runs, subjects stayed within the laboratory. In-between

runs subjects had approximately 20 to 30 [s] to relax. When a block was finished, subjects

were allowed to leave the laboratory for a period of approximately 5 to 10 minutes. After

the completion of three to four blocks, the experiment was paused for 30 to 45 minutes.

After this resting period the procedure was repeated. The total amount of time needed to

conduct an experiment depended on the number of experimental conditions, the number

of replications, and the time needed for each experimental run, see Table 4.2. Each

experiment required approximately one to two and a half days for each subject to complete.

4.6 Retrospective

The objective of the theoretical analysis and the practical evaluation of the tunnel display

described in this thesis is to obtain an understanding of how and why the various tunnel

display geometric design variables affect pilot behaviour. This knowledge is needed for the

specification of tunnel display design guidelines from a human-centered design perspective.

The experiments are carefully designed to allow an evaluation of the pilot behaviour in a

representative manual control task in both a psychological and a control-theoretical sense

(§4.1). An important step in the model-based analysis, the fourth and final step of the

cybernetic approach of §1.4 is the validation of the pilot models. A survey of the available

model identification methods (§4.2) revealed that the pilot’s use of only a limited subset of
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the total array of visual information sources can be identified at the same time. This limits

the complexity of the pilot model considerably. The model validation methods also put

rather strict demands on the definition and the design of the experiment itself (§4.3). The

modelling approach allows the determination of how pilots adapt their control behaviour as

a function of the various experimental conditions. Because these conditions mainly affect

the pilot’s observation process, the model of which is difficult to identify experimentally,

it can be expected that the hypotheses why the pilot adapts must still be inferred. During

the course of this research project and based on the experiences reported in similar areas

of research, a methodology of experimenting has been developed that provides as much

support as possible to the cybernetic evaluation. In other words, the experiments aim

at providing a maximum amount of quantitative data, extending the potential evidence

with which the pre-experimental hypotheses can be tested. This methodology, discussed

in §4.4, and illustrated in Fig. 4.3, is applied for all experiments, allowing the experiments

and the experimental results to be discussed in a structured and consistent manner.

What can be expected to be achieved?

The validation of an extensive and complete model of pilot behaviour with a tunnel display

is too ambitious. This setback has mainly two causes:

• The information conveyed in the tunnel display cannot be described by a set of

parallel streams of information. The visual cues are entangled and can not be isolated

without severely damaging the tunnel geometry (Chapter 3).

• The pilot model identification efforts show that only the main two or three pilot

loop closures can be determined experimentally. The estimation of all individual

pilot feedbacks is a utopian dream (Chapter 4).

Both problems can be considered insoluble. The impossibility of isolating the visual cues

of the display is simply due to the nature of the perspective tunnel display. The impos-

sibility of identifying all feedback loop closures is due to the characteristics of the human

controller. The impossibility of validating an extensive pilot model on the basis of ob-

jective experimental data has a number of consequences. Most importantly, it will be

impossible to obtain a model that exactly describes (and predicts) what the effects are (or

will be) of a certain changing tunnel display variable on pilot behaviour. Instead of this,

these effects can only be determined for rather elementary situations. Hence, in order to

successfully address what’s going on, the experiments must examine elementary concepts

in which basic design aspects of the display are varied.



Chapter 5

The effects of the tunnel size

5.1 Introduction

In this chapter the first case study is described, Experiment X1, in which the effects of one

of the main tunnel display design variables, the tunnel size, are investigated. The tunnel

size issue has been addressed before in earlier studies (Wilckens, 1973; Grunwald, 1984;

Theunissen, 1995) and it is examined again for a number of reasons. First, the investigation

of the tunnel size yields an elementary experiment that is well-suited to test the modelling

efforts as a whole and the applicability of specific pilot models in particular. Second,

because it has been addressed before in literature the present results provide a benchmark

for the cybernetic approach. The discussion in this chapter, and the following chapters, is

divided into sections corresponding with Fig. 4.3. Guided by the findings in the previous

chapters, first some background information is provided on the specific issue of interest,

§5.2, followed by a statement of the research objectives that lead to an experiment design,

§5.3. The qualitative pilot comments and the empirical performance-related experimental

data are described in §5.4, followed by a discussion of the model-based analysis in §5.5.

These findings are used to obtain insight in the ways in which the experimental variables

affected the pilot behaviour, the analysis, followed by an attempt to put these findings

into the perspective of display design, the synthesis (§5.6).

5.2 Background

Earlier studies: performance and workload

The tunnel size is one of the main tunnel display design variables. By limiting the airspace

volume in which the aircraft may fly, the tunnel size commands the level of path-following

accuracy. Increasing the tunnel size decreases this level, allowing pilots to reduce their

control gains and to lower their level of attention allocated for the guidance task, yielding

a more relaxed control strategy. Smaller tunnels command a higher level of trajectory-
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(a) RNP for a Cat IIIa precision approach and landing (Kelly & Davis, 1994)
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Figure 5.1: Required navigation performance (RNP) tunnels.

following precision, demanding more pilot attention for the guidance task. The tunnel size

is an excellent example of a design tradeoff between performance and workload.

Required navigation performance From an air-traffic control perspective the size

of the tunnel should be small, allowing an efficient use of the airspace. In (Kelly &

Davis, 1994) a methodology is described to determine the Required Navigation Perfor-

mance (RNP) for aircraft precision approach and landing under Instrument Meteorological

Conditions (IMC). The RNP defines an aircraft containment surface about the nominal

flight-path, (in our context confusingly) called the tunnel, that specifies the approach and

landing flight-path limits. In fact, two tunnels are specified: the inner and the outer tun-

nel. The dimensions of the aircraft containment surface define the outer tunnel, whereas

the inner tunnel dimensions specify the allowed 95% aircraft deviations from the assigned

flight-path. Fig. 5.1(a) shows the RNP tunnel for a Cat IIIa precision approach and

landing, illustrating that performance must increase significantly when approaching the

runway threshold, not only in the horizontal but especially in the vertical plane.

Earlier tunnel size studies Not surprisingly, the tunnel size played an important

role in almost all tunnel display investigations. In (Wilckens, 1973; Schattenmann &



5.2 Background 121

Wilckens, 1973) the effects of different tunnel sizes (range 20-400 [m]) on pilot performance

and control activity were investigated in a task of following a straight trajectory. It

was concluded that control activity increased monotonously with decreasing tunnel size.

The same holds for the performance, but only to a certain level: further reducing the

tunnel size led to reduced closed loop stability and decreasing performance, as indicated

in the qualitative diagram of Fig. 2.2. Wilckens recommended an optimal tunnel size to

be established based on aircraft handling characteristics and pilot workload. Grunwald

(1984) investigated the use of two tunnel sizes (300 and 450 [ft], i.e. 91 and 137 [m])

for curved approaches with the tunnel-and-predictor display (§2.2). Again, an increasing

performance and control activity for the smaller tunnel was found. This experiment was

repeated by Theunissen (1995). Besides the effect of tunnel size (22.5, 45 and 90 [m])

another issue was to distinguish between straight and curved sections of the trajectory.

It is not reported in (Theunissen, 1995), nor in (Theunissen, 1997), however, how these

different trajectory-following phases were separated from each other. Most probably, these

phases were differentiated at the transitions between straight and curved sections. As will

be discussed in Chapters 8 and 10, this procedure leads to considerable biases in the results

because it includes the aircraft curve transition manoeuvre. This casts serious doubts upon

the validity of the conclusions, and it was considered essential to re-examine the effects

of the tunnel size in a well-considered manner. Therefore, Experiments X2 (Chapter 6),

X4 (Chapter 8) and X6 (Chapter 10) were designed to, among others, investigate further

the tunnel size parameter effects in following straight and curved sections and conducting

straight-to-curved transitions, respectively.

An analysis of the visual sources of information

The sources of information in the tunnel display were studied in detail in Chapter 3. The

discussion below focuses on the role of the tunnel size on the characteristics of some of

these cues in straight tunnel sections. The analysis is limited to the lateral dimension and

examines especially the presentation of the heading angle error ψe and the lateral position

error xe. It is assumed that the side slip angle β is small enough to be neglected: β ≈ 0.

Cues for a position error Figs 5.2(a) and 5.2(b) show the tunnel images for tunnel

sizes of 20 and 40 [m], respectively. Both the figures show the situation of a zero and a

non-zero lateral position error (xe=+5 [m]), and a zero heading angle error. A smaller

tunnel size allows a pilot to obtain a better estimate of the center of the tunnel frames

and therefore of the location of the reference trajectory. The figures illustrate the main

cues for a position error, i.e. the displacements of the tunnel frames (δεi, δηi) and the

optical splay angles of the longitudinal frame lines (ωi). Starting with the latter variables,

it follows from the discussion in Chapter 3 that (Eqs 3.43, with Ht=Wt and ve=0):

ω1 = ω4 = − xe
Wt

; ω2 = ω3 = +
xe
Wt

; ω5 = −2
xe
Wt

. (5.1)

The tunnel size acts as a scaling factor, a gain for the change in splay angle caused by

a position error. This scaling effect was originally reported in (Wilckens, 1973) and led
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Figure 5.2: Static optical cues for a lateral position error xe in straight tunnel sections. The

dashed and continuous lines show the tunnel image for a zero and a non-zero (+5

[m]) lateral position error, respectively. The heading angle error ψe is zero.
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Theunissen (1993b) to allocate the term error gain to the tunnel size. The ‘virtual’ line

connecting the end-points of the altitude poles supporting the frames also yields a splay

angle, with a ‘gain’ that is twice as large. The displacement cues are independent of the

tunnel size, an effect which can be seen from Fig. 5.2 when comparing the values of these

cues (δεi, δηi) for both tunnel sizes. The relative displacements (ε12, η12 etc.), however,

do appear larger in relation to the size of the frames themselves, for smaller tunnels.

Decreasing the tunnel size leads to a situation in which the first visible frame is smaller

and seems to be positioned farther away. The subsequent frames are even smaller and

appear considerably cluttered on the display, leading to a situation where the relative

displacements become difficult to perceive. The relative displacements of the altitude

poles, however, remain visible and are unaffected by the tunnel size.

Cues for a heading angle error The heading angle error ψe can be perceived from

the translation of the infinity point with respect to the center of the screen marked by

the aircraft reference symbol, a translation that is independent of the tunnel size. In the

absence of side slip the aircraft heading angle error ψe equals the track angle error χe,

the direction of motion relative to the trajectory. Hence, differentiating the splay angles

of Eq. 5.1 yields a second potential cue for the heading angle error:

ω̇1 = ω̇4 = −Vtas
Wt

ψe ; ω̇2 = ω̇3 = +
Vtas
Wt

ψe ; ω̇5 = −2
Vtas
Wt

ψe. (5.2)

Hence, the heading angle error is also coded in the display by the splay angle rates, scaled

by the aircraft velocity and the size of the tunnel.

The subjective velocity The discussion in Chapter 3 revealed that the tunnel size

also affects the subjective sense of forward velocity. The higher subjective egomotion

for smaller tunnels can be attributed to the Vtas/Wt ratio, the global optical flow rate,

introduced in Chapter 3. Theunissen (1997) labelled this phenomenon the velocity gain.

Discussion The heading angle error can be perceived from: (i) the position of the

infinity point on the display, a cue that is independent of the tunnel size; and (ii) the

angular velocities of the splay angles, that are larger for smaller tunnels. A position error

can be perceived from the relative displacements of the tunnel frames and the altitude

poles, cues that are independent of the tunnel size. Decreasing the tunnel size, however,

deteriorates the usefulness of these cues, except for the relative displacements of the tunnel

altitude poles. Because the relative displacement cues must be perceived while travelling

forward through the tunnel, this could hamper their perceivability once more, especially

for those frames close-by. The frames that are positioned farther away are located closer

to the center of the screen, and because the relative motion of the display elements in that

area is much lower, their perceivability remains satisfactory. Other powerful cues for the

position error are the optical splay angles. These are a function of the lateral position error

only, and are scaled by the tunnel size. The perceivability of the splay angles is unaffected

by the aircraft forward motion, which could be an important virtue. The virtual line

connecting the tops of the altitude poles conveys a splay angle with a gain that is twice as

large as that of the other splays, which could make it an alternative cue for large tunnels.
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Table 5.1: Experimental conditions (X1).

1 2 3 4 5 6 7 8 9 10 11 12

Vtas [m/s] 50 50 50 50 70 70 70 70 100 100 100 100
Wt [m] 80 40 20 10 80 40 20 10 80 40 20 10

Concluding, the tunnel size affects mainly the presentation of the position error, by scaling

the amplitude with which it is presented on the display. The principal cues are probably

the splay angles, especially for smaller tunnels. For larger tunnels, the relative linear

displacements of the frames and the altitude poles could be an alternative. It is clear that

the tunnel size influences the perceivability of the visual cues which in turn affects the

pilot control strategy. The significance of a cue depends on the tunnel size, the forward

velocity and probably also on the pilot control and observation strategy.

5.3 Experiment X1

Experiment X1 investigates the effects of the tunnel size on pilot performance, control

behaviour, and workload. The tunnel size commands the path-following accuracy, and

its functionality for this purpose has been shown in earlier investigations. These studies,

however, investigated the effects of the tunnel size on pilot behaviour using performance-

related data alone. The current methodology, centered around a quantitative determina-

tion of the pilot control behaviour adaptation process, allows a re-examination of the mere

qualitative claims of Wilckens (1973) concerning closed loop stability and performance.

METHOD

Subjects and instructions to subjects Four subjects (A - D) participated in the

experiment. They were instructed to control the aircraft through the tunnel as accurately

as possible, i.e. all occurring attitude and position errors must be minimized.

Apparatus The Human-Machine Laboratory was used, described in Appendix A.

Independent variables Two independent variables were varied in the experiment:

(i) The tunnel size Wt (4 levels): 80, 40, 20 and 10 [m].

(ii) The aircraft velocity Vtas (3 levels): 50, 70 and 100 [m/s].

The aircraft velocity determines the velocity with which the aircraft moves through the

environment and also affects the handling characteristics (Appendix C).

Experimental design A full-factorial within-subjects design was applied, consisting of

a total of 12 conditions (Table 5.1). The conditions were randomized over the experiment.

Each subject conducted three familiarization sessions (36 runs) before completing five

replications of all experimental conditions (60 runs) that served as the measurements.
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Table 5.2: Definition of input signals i1 and i2 (X1). The amplitudes and phases are shown for

the Vtas=70 [m/s] condition.

input signal i1 input signal i2

k1i
ω1i

A1i
φ1i

k2i
ω2i

A2i
φ2i

i [-] [rad/s] [deg] [deg] [-] [rad/s] [deg] [deg]
1 4 0.3068 0.5859 -8.7396 5 0.3835 2.1309 161.0276
2 11 0.8437 0.6160 -131.0308 12 0.9204 1.9710 -112.8963
3 17 1.3039 0.6593 -123.4390 18 1.3806 1.7856 113.1471
4 25 1.9175 0.7299 150.6975 26 1.9942 1.5364 111.9376
5 31 2.3777 0.7836 -149.1154 32 2.4544 1.3706 108.8338
6 37 2.8379 0.8312 26.5673 38 2.9146 1.2276 91.4982
7 47 3.6049 0.8856 -42.8377 49 3.7583 1.0192 53.4347
8 61 4.6786 0.9009 153.3283 62 4.7553 0.8412 44.0517
9 82 6.2893 0.8319 -62.1594 83 6.3660 0.6503 -19.6409

10 107 8.2068 0.7109 -59.7727 109 8.3602 0.5048 40.2383
11 149 11.4282 0.5445 12.8682 151 11.5816 0.3692 -145.7304
12 197 15.1097 0.4218 -143.8011 199 15.2631 0.2819 -123.6679

Procedure During the course of one day a subject conducted 96 experimental runs,

divided in twelve blocks of eight runs each. A single run lasted 101.92 [s], consisting

of a run-in time Ti of 20.0 [s] and a measurement time Tm of 81.92 [s]. The pace of the

experiment was such to allow sufficient time for subject preparation and to prevent fatigue.

Dependent measures Three categories of performance variables were selected as de-

pendent measures: (i) pilot control activity, i.e. the aileron (δa) and aileron-rate (δ̇a); (ii)

pilot inner loop activity, i.e. the aircraft roll angle (φ) and roll-rate (φ̇); and (iii) path-

following accuracy, i.e. the track-angle error (ψe) and cross-track error (xe). The standard

deviations of these variables represent the experimental results in the time domain.

Description of the experiment simulation

Tunnel display geometry A generic tunnel was used consisting of square frames

(Ht= Wt) positioned on altitude poles, connected with longitudinal lines. The reference

trajectory was straight and had a downslope Γt of 3 [deg]. The intermediate frame distance

4D was fixed at 350 [m]. No flight-path vector or other symbology was presented.

Aircraft models The asymmetric motions of a Cessna Citation I were simulated at the

three velocity conditions introduced above (Appendix C). The aircraft velocity vector was

fixed relative to the aircraft Body axes representing a zero-slip condition. The symmetric

motion referents were fixed to their initial condition values (Appendix C). Thus, the

aircraft moved in a plane with downslope 3 [deg] through the vertical center of the tunnel.

Atmospheric disturbances To satisfy the pilot model identification demands two

independent forcing functions were inserted in the control loop (i1 and i2 in Fig. 4.2).

These signals consisted of a sum of twelve sinusoids, the frequencies and amplitudes of
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Table 5.3: Pilot questionnaire (X1): realism of the simulation.

How would you describe the level of realism of the simulated aircraft dynamics?

very very
realistic realistic average unrealistic unrealistic

Vtas= 50 [m/s] · 1 · 2 ·
Vtas= 70 [m/s] · 2 1 · ·
Vtas= 100 [m/s] · 3 · · ·

How would you describe the level of realism of the simulated aircraft disturbances?

very very
realistic realistic average unrealistic unrealistic

Vtas= 50 [m/s] · · 1 2 ·
Vtas= 70 [m/s] · 1 1 1 ·
Vtas= 100 [m/s] · · · 3 ·

which were chosen by the input signal design rules of Appendix F. To allow a comparison

between the aircraft velocity conditions, the input signal spectra were compensated for

the aircraft model characteristics. The signal definitions are summarized in Table 5.2.

Initial condition Before the start of each run, the aircraft was positioned in the center

of the tunnel with zero position and attitude errors. The initial longitudinal position of

the aircraft on the tunnel reference trajectory was randomized.

Experiment hypotheses

In the experiment the only factor that affects the display is the tunnel size, determining

especially the magnitude with which the aircraft position error is presented. Whereas the

presentation of the heading angle error depends less on the tunnel size, the presentation

of all other aircraft motion states remains unaffected. Guided by the findings reported in

literature, it is hypothesized that reducing the tunnel size leads to an increasing control

activity, an improved path-following performance and higher pilot workload. Furthermore,

it is hypothesized that aircraft control becomes less gradual and increasingly ‘jerky’ with

smaller tunnels. Concerning the effects of the aircraft velocity it is hypothesized that,

first, because the aircraft becomes easier to control for the higher velocity conditions,

pilot control activity and workload are lower for these conditions. Second, because for

higher aircraft velocities the same heading angle error yields larger position error rates, it is

hypothesized that control of aircraft heading becomes more important for these conditions.

5.4 Results

5.4.1 The pilot questionnaire

After the experiment, subjects were requested to complete a pilot questionnaire. Because

subject D was involved in the definition and set-up of the experiment, only the comments
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Figure 5.3: Z-scores of the effort ratings for all 12 conditions of Experiment X1. In this figure

and in the following, the insets show the three velocity conditions (in [m/s]), the

numbers 80-10 in the bottom of the figure indicate the tunnel size (in [m]) and the

numbers 1-12 below the figure indicate the experimental configurations of Table 5.1.

of subjects A to C will be discussed.

Realism of the simulation Subjects judged the simulation of the higher two velocity

conditions satisfactory and the low-velocity condition as too sluggish, Table 5.3. They

commented on the lack of increasing stick-stiffness for higher velocities. The level of

realism of the simulated aircraft disturbances was judged rather poor. In particular the

magnitude of the low-frequency turbulence component was found to be too strong.

Sources of information and control strategies Subjects were asked to explain how

they fulfilled their task and what elements of the display provided useful information. They

stated that, for large tunnels, especially the displacements of the altitude poles were useful.

For smaller tunnels, they commented on using more and more the splay angles. Subjects

did not report any differences in control strategy when the aircraft velocity increased,

except for the fact that when the aircraft velocity increased, the usefulness of the frames

and altitude poles became less important for smaller tunnels. In the low-velocity condition

subjects regarded the motion of the tunnel image on the screen annoying, which could be

caused by the rather large pitch angle for this condition (Appendix C).

Effort ratings The Z-scores of the pilot effort ratings increase for smaller tunnels,

especially when the tunnel becomes very small (Fig. 5.3). The ratings are higher for the

low-velocity condition, which corresponds well with the pilot comments stated above.

5.4.2 Time domain data: statistical analysis

A full-factorial mixed-model Analysis of Variance was conducted for the time domain data.

The independent measures were the aircraft velocity (V) (3 levels) and the tunnel size (W)

(4 levels). The ANOVA results are summarized in Table 5.4.
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Table 5.4: Results of a full-factorial ANOVA (X1) on the dependent measures involving control

activity, inner loop measures and path-following accuracy (in this table ‘??’, ‘?’ and ‘◦’

represent chance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively).

control inner loop path-following
activity measures performance

δa δ̇a φ̇ φ ψe xe

main effects

V ?? ?? · · ?? ·
W ?? ?? ?? ?? · ??

2-way interaction

V×W ? · · ? ?? ?
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Figure 5.4: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects).
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Pilot control activity The pilot control activity increases for smaller tunnels (δa:

F3,9=17.871, p <0.01; δ̇a: F3,9=12.612, p <0.01) and decreases for larger velocities (δa:

F2,6=121.251, p <0.01; δ̇a: F2,6=106.443, p <0.01), Figs 5.4(a) and 5.4(b). A Newman-

Keuls (NK) post-hoc analysis (p=0.05) revealed that tunnel size only had a significant

effect on aileron for the low-velocity condition, causing the significant V×W-interaction.

Only the values for the low and the high-velocity conditions were significantly different,

independent of the tunnel size.

Inner loop measures Figs 5.4(c) and 5.4(d) indicate that the roll angle and the roll-

rate increase for smaller tunnels (φ: F3,9=34.846, p <0.01; φ̇: F3,9=23.189, p <0.01).

The velocity has not a significant effect. Post-hoc tests (NK, p=0.05) showed that the

differences between the magnitudes of roll and roll-rate become less significant for the

high-velocity conditions. Only for the smallest tunnel there was a significant difference

from the other sizes, irrespective of the velocity.

Path-following performance The track-angle error (Fig. 5.4(e)) is only affected by

the aircraft velocity (F2,6=48.949, p <0.01), whereas the cross-track error (Fig. 5.4(f)) is

only affected by the tunnel size (F3,9=14.467; p <0.01). Post-hoc analyses (NK, p=0.05)

revealed that for the high-velocity condition all differences in cross-track error between

tunnel sizes were significant. For the other two velocity conditions all differences in xe
were also significant, except those between the two largest tunnels. A post-hoc analysis

(NK, p=0.05) of the track-angle error showed that the differences due to the aircraft

velocity were indeed all significant, independent of the tunnel size.

5.4.3 Frequency domain data

The frequency domain data form the principal source of information for the pilot modelling

efforts. Furthermore, they can provide additional insight into the time domain results.

Relative noise ratios The relative noise ratio (RNR) of a signal depicts the relative

amount of noise of that signal at a particular set of frequencies (Appendix F). The RNRs

of the control signal δa and the inner loop (φ) and outer loop (xe) signals are shown in

Fig. 5.5 for the averaged data sets of one subject. The pilot’s output signal δa is acting

primarily at frequencies of i1 (less than 25% of the signal at these frequencies is noise),

whereas the outer loop signal (xe) variance is distributed over both sets of frequencies.

The distribution of the signal variances varies as a function of the independent variables.

The RNRs computed for both sets of frequencies simultaneously (i1&i2), however, remain

fairly constant and show that, generally, the pilot noise has only a small effect (less than

15-20% of the total signal variance). The same was found for all other subjects.

Frequency responses The estimated frequency responses are the main building blocks

for the pilot modelling efforts. Fig. 5.6 shows some typical results, i.e. the inner loop and
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Figure 5.5: Relative noise ratios (one subject, all conditions). The three bars for each condition

represent the RNRs computed at frequencies i1 (left), i2 (middle) and i1&i2 (right).

the combined outer loop1 frequency responses, for a parallel pilot model structure. The

standard deviations show that the uncertainty of the estimates is rather small, especially

in what will appear to be the inner and combined outer loop crossover regions. The es-

timation variances are quite large for the very low and the high frequency components.

The uncertainty in the estimate of the combined outer loop frequency response is larger

than the uncertainty in the inner loop estimate. Generally, the estimates at those frequen-

cies that show a large variance are also considerably biased. The parallel pilot frequency

responses are used for the model parameterization efforts, discussed later.

Crossover frequencies and phase margins The pilot frequency responses can be com-

bined with the aircraft models to compute the crossover frequencies and phase margins.

Fig. 5.9 (on page 135) shows these quantities for the inner loop and the combined outer

loop for all subjects (vertical) and all configurations (horizontal). The figure shows an in-

creasing inner loop crossover frequency ωinc for smaller tunnels as well as for larger aircraft

velocities. The trend in the inner loop phase margin ϕinm depends more on the subject. The

combined outer loop crossover frequencies and phase margins clearly show the effect of the

tunnel size: irrespective of the subject and the aircraft velocity, the crossover frequency

ωout
c

c increases and the phase margin ϕout
c

m decreases sharply for smaller tunnels. The

increasing ωout
c

c for smaller tunnels requires an increasing inner loop crossover frequency

ωinc . The fact that this does not always result in a decreasing ϕinm could be attributed to

a pilot strategy to offer more outer loop phase margin ϕout
c

m to maintain sufficient inner

loop stability. The smaller inner loop crossover frequencies ωinc for the lower velocity con-

ditions correspond well with the pilot comments on the sluggish handling characteristics

of those lower velocity models. Although the combined outer loop quantities correspond

1Recall that because only two forcing function signals (i1 and i2) are inserted the frequency response

of the outer loop variable (xe) includes the response of the middle loop variable (ψe). Therefore, the

measured frequency response of the outer loop variable is referred to as the combined outer loop (§4.2.2).
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Figure 5.6: Estimated pilot frequency responses for a parallel pilot model structure (one subject,

one configuration). The lines show the modelled pilot frequency function, using the

MLM pilot model (§5.5).

well with the hypotheses, a model parameterization is needed to distinguish between the

middle and outer loop closures, i.e. the feedbacks of ψe and xe, respectively.

5.5 Modelling efforts

A mathematical model must be able to describe the trends in the time domain data

resulting from the total pilot-vehicle system. The estimated frequency responses provide

information about the structure and parameterization of the pilot-element in the closed

loop. The results of two modelling approaches will be described, i.e. the Multi-loop model

and the Optimal control model, introduced in Chapter 4, focusing on their applicability.
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5.5.1 Multi-loop model

MLM model structure The frequency domain multi-loop pilot model, introduced

in §2.5.3, explicitly represents the pilot loop-by-loop feedback. The MLM model for the

control of the asymmetric aircraft motion consists of three aircraft loop closures: (i) the

roll angle φ (inner loop), (ii) the heading angle error ψe (middle loop), and (iii) the lateral

position error xe (outer loop) (Appendix E). It is hypothesized that all pilot equalization

is present in the inner loop feedback, and that all subsequent outer loops are closed with a

proportional gain. Hence, the model structure as such is fixed. The model parameters for

each condition are computed using the parameterization method described in Appendix

F. Repeating this procedure for all conditions provides insight into the adaptation of the

modelled pilot control behaviour to the experimental conditions.

MLM parameters The results of the MLM-parameter estimation procedure are illus-

trated in Figs 5.7 and 5.8 for the inner and outer loops, respectively. Although the pilot

limitation variables seem to be rather scattered, some trends are apparent, Fig. 5.7(a).

For increasing aircraft velocities there is a trend of a lower time delay τ , a higher neu-

romuscular (nm) bandwidth ωn and a lower nm damping ζn. This indicates that pilots

increase or maintain their inner loop phase margin for these conditions. The tunnel size

yields a clear trend for the time delay and the nm damping, which both decrease for smaller

tunnels. Again, this can be attributed to a pilot strategy of maintaining a sufficient inner

loop phase margin. The inner loop lead τLin
and gain Kpin

variables, depicting pilot

inner loop equalization, also show some trends, Fig. 5.7(b). The decreasing lead for larger

velocities can be attributed to the decreasing aircraft roll subsidence lag (τφ) for these

conditions, indicated with the shaded areas in Fig. 5.7(b). In Appendix E it is shown that

it is advantageous to maintain an inner loop lead that is higher than the inner loop air-

craft lag. The decreasing pilot inner loop gain Kpin
for larger velocities can be attributed

to the higher aircraft inner loop gain (Kφ) for these conditions. The antagonism of the

equalization is evident. For the low-velocity conditions, subjects A and B increase their

lead and decrease their gain for smaller tunnels, whereas the opposite holds for subjects C

and D, marking an inter-subject variation of the inner loop control strategy. The effect of

the tunnel size depends on the subject as well as the velocity conditions. A smooth trend

is apparent for the larger tunnels, a trend that is interrupted for the smallest tunnel size

for all subjects and almost all conditions. This can also be seen, but less convincing, in

the pilot limitation variables. The changes in pilot inner loop equalization could indicate

a different control strategy for the smallest tunnels.

The parameters determining the outer loops loop closures show clear and identical trends

for all subjects (Fig. 5.8). The middle loop gain Kpmid
determines the bandwidth with

which the pilot closes the aircraft heading angle error loop. Two trends are clear. First,

the middle loop gain increases for smaller tunnels. Second, they are larger for the higher

velocity conditions. The latter effect can be expected because for higher velocities the

aircraft middle loop gain decreases, requiring a larger pilot gain to achieve the same band-
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Figure 5.7: Inner loop MLM pilot model variables (all subjects, all conditions). Here, and in the

following, the cross-hairs show the parameter estimation uncertainties according to

Cramer-Rao. In the bottom left figure, the horizontal shaded areas show the values

of the aircraft roll subsidence lag time constant, τφ.



134 The effects of the tunnel size

   1

   4
   7

  10

 0.0
 0.5
 1.0
 1.5
 2.0

   0

   5
  10

  15

 0.0
 0.5
 1.0
 1.5
 2.0
 2.5

   1

   4
   7

  10

 0.0

 0.5
 1.0

 1.5

1 2 3 4 5 6 7 8 9 10 11 12
   0

   5
  10

  15

1 2 3 4 5 6 7 8 9 10 11 12
 0.0
 0.5
 1.0
 1.5
 2.0
 2.5

A
B

C
D

Kpmid
[-] Kpout×100 [-]

Figure 5.8: The middle and outer loop MLM gains (all subjects, all conditions).

width. The outer loop gain Kpout
determines the bandwidth with which the pilot closes

the aircraft position error loop. Again, two trends are clear. First, it increases rapidly

for smaller tunnels. Second, the outer loop gains become smaller for the higher velocity

conditions. The latter effect can be expected because for higher velocities the aircraft

outer loop gain increases, requiring a smaller pilot gain to achieve the same bandwidth.

Summarizing, the pilots adapt to all experimental conditions. Whereas similar effects are

found for the outer loop variables, the inner loop results show more inter-subject varia-

tion. This can be attributed to two different causes. First, the inner loop mainly serves

the outer loops and there exist several ways to do this. Second, the pilot task of following

the trajectory as accurately as possible mainly affects the outer loop feedbacks.

MLM results: crossover frequencies and phase margins The parameterized MLMs

are combined with the aircraft models to determine the bandwidth and stability character-

istics of the closed loop pilot-vehicle system. Figs 5.9(a) and 5.9(b), showing the crossover

frequencies and phase margins for the inner and combined outer loops, respectively, illus-

trate that the MLMs describe the trends in the measured data quite well, especially for

the combined outer loop. The parameterization allows the middle and outer loop closures

to be reconstructed from the single estimated combined outer loop frequency response.

The resulting middle and outer loop crossover frequencies and phase margins are shown

in Fig. 5.10. The trends of the crossover frequencies ωmidc and ωoutc are similar to those

observed for the middle and outer loop gains, respectively, Fig. 5.8. The increasing outer

loop crossover frequency for smaller tunnels requires a considerable increase in the mid-

dle loop bandwidth. Especially for the smallest tunnel the difference between ωmidc and

ωoutc becomes very small, indicating that in these conditions the heading angle error feed-

back and the position error feedback become equally important. Whereas the increasing
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Figure 5.10: Crossover frequencies and phase margins of the middle (‘o’) and outer (‘*’) loops,

following the MLM analysis (all subjects, all conditions).

crossover frequencies are accompanied by a sharp reduction in phase margin for the outer

loop, the middle loop phase margin remains more or less constant.

Concluding, the outer loop position error feedback becomes of higher bandwidth when

the tunnel size is reduced. This requires a higher bandwidth of the middle and inner loop

feedbacks. The data shows that this requirement is fulfilled while at the same time the

operator tries to maintain sufficient stability in the inner and middle loop closures. The

potential problem of instability occurs mainly in the outer loop feedback.

MLM results: time domain data Once the MLM parameters are computed, the total

pilot-aircraft system can be simulated (including the disturbances, but without the pilot

remnant) to obtain results in the time domain. Fig. 5.11 shows the time histories of some

of the aircraft motion referents that result from this procedure, together with those that

were actually measured in the experiment. Generally, the MLM time responses mimic

those that are measured experimentally, especially for the outer loop variables ψe and xe.

The finding that the aileron control signal does not resemble the measured responses very

well can be attributed to the assumption that pilot remnant is zero in the MLM simulation.

Hence, the figure illustrates clearly that the effects of pilot remnant are attenuated when

moving from the inner to the outer loop signals. The computation of the model time

histories provides a method for determining the STDs of all signals in the closed loop.

Another procedure is to compute these quantities directly in the frequency domain, a

much faster method that is applied here (Appendix F). Because the frequency domain

data is obtained by discrete-Fourier transforming the averaged time histories, reducing the

remnant contribution to the signal variance, the STDs do not resemble those measured in

the experiment, but rather those of the averaged time domain data .
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measured responses; the thick line shows the response of the MLM model.

5.5.2 Optimal control model

OCM model structure The OCM pilot model has one output signal (δa) and two

input signals: the roll angle φ and the lateral position error xe. The implicit OCM-

assumption that pilots also perceive the derivatives of these quantities yields a four-element

observation vector. The OCM consists of a rather large number (twelve) of parameters:

the time delay τ , the neuromuscular lag τN , the motor noise ratio ρu, four observation noise

ratios ρyi
, the control input weighting R and the four elements of the weighting matrix

Qyi
. The OCM model parameters are determined using the same parameter estimation

procedure as used before. In addition to the use of the estimated pilot frequency responses,

the optimization procedure also incorporated the time domain data (i.e. the variances),

resulting in an extended minimization criterion (Appendix F). Despite these efforts to

increase the amount of empirical a priori information, the OCM parameter estimation

procedure turned out to be quite problematic. It was impossible to obtain a consistent

estimate of the whole set of OCM parameters, and the number of free parameters had to

be decreased considerably.

Limiting the number of OCM model parameters The motor noise ratio ρu was the

first parameter to be fixed.2 Furthermore, because the task of the pilot was to optimize

the path-following performance, the weightings on the inner loop observations (φ and φ̇)

were set to zero. This selection is not according to the ‘common’ method of setting the

elements of the weighting matrix equal to the reciprocal values of what are considered the

‘maximum allowed’ variances. The question seems justified what these ‘maximum allowed’

variances are for these conditions. The trend in these variances are actually one of the

2To -25 [dB], which is a typical value used in most of the OCM applications (Innocenti, 1988).
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Figure 5.12: The main OCM variables for the two a priori parameter estimation Assumptions

1 (top) and 2 (bottom). The data are shown for one subject, conditions 1–4.

main outcomes of the experiment. Anyway, with this as a new starting point – nine free

parameters – the procedure was repeated. The attempts were still in vain.

Limiting the number of OCM model parameters once more Extensive parameter

sensitivity studies indicated that the regulator and the observer part of the OCM could

both account for the trends in the experimental data. This is consistent with one of

the main findings of a theoretical assessment of the identifiability of the OCM parameters

(van Wijk & Kok, 1977). The finding that pilots increase their outer loop gains for smaller

tunnels could be accounted for in the OCM in two ways: (i) by fixing the observer variables

(noise ratios) at constant ‘typical’ levels and increasing the regulator weighting on the

lateral position error; (ii) by fixing the regulator weightings and increasing the observation

noise ratios on the observed lateral position and its derivative. Both the assumptions led

to a description of the measured data with approximately the same level of accuracy.

Similar to the conclusions in (van Wijk & Kok, 1977) it was reasoned that to improve the

chance of success of the parameter estimation procedure, the remaining variables in either

the OCM regulator or the observer were to be fixed beforehand. It was hypothesized that

fixing the elements in the weighting matrix Q would be the best alternative, allowing the

observation noise ratios to vary freely, which could allow a computation of the attentional

fractions allocated to the various displayed variables. Numerous assumptions can be made

on how a pilot subjectively or objectively sets the observation and control input weighting

matrices Q and R. The discussion below will be limited to two cases (with Qẋe
=0): (1)

R=1, Qxe
is free, yielding seven free parameters (τ, τN , Qxe

and ρyi
); and (2) R=0, Qxe

=1,

yielding six free parameters (τ, τN and ρyi
). The parameter estimation procedure worked
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satisfactory this time (Fig. 5.12). The parameter estimates for Assumption 1 show that

especially the weighting Qxe
increases for smaller tunnels, indicating a larger emphasis on

minimizing the position errors. The outer loop observation ratios also increase for smaller

tunnels. The uncertainty in the estimated parameters3, however, is rather large, which is

an indication of the insensitivity of the OCM parameters for the experimental data. The

results for Assumption 2 show that, generally, all variables change and, most importantly,

show different trends. The inner loop variables show opposite trends with respect to

Assumption 1. The outer loop observation noise ratios do show the anticipated trend of

becoming smaller for decreasing tunnels (i.e. smaller observation errors). The OCM allows

a computation of the so-called total level of attention to the task (ρ0) and the fractions

of attention to the displayed variables (fi), a procedure that is usually conducted the

other way around (Appendix E). The nominal level of attention was rather high (ρ0 ≈-30

[dB]) compared to the typically reported range of -18 to -25 [dB] (Wewerinke, 1989), and

remains almost constant. The fractions of attention indicated that virtually all attention

is allocated to the inner loop observations (φ and φ̇), whereas the attention to the position

error remains remarkably small, even for smaller tunnels.

Conclusion The application of the OCM provided evidence, albeit heuristic, for its

over-parameterization characteristics. Although it is often suggested that the OCM pa-

rameters can be found using the parameter-setting procedures as proposed in (Kleinman

& Baron, 1971), it is certainly not true that these parameters simply ‘evolve’ from the

type of the experiment and the pilot’s task. The experimenter must initialize and limit the

model parameters according to some inevitably subjective assumption(s) (Kok & Stassen,

1980). Imposing constraints on the model parameters, however, also significantly affects

the outcomes of the OCM. Although this is a trivial statement, it marks the heart of

the problem encountered here: how far can one go in pre-defining a model to obtain the

‘desired’ model results, and, moreover, what does this say about the predictive qualities

of that particular model? Here, two different a priori assumptions led to different sets

of parameter estimates that could both describe the experimental data adequately. This

puts serious doubts upon the applicability of the OCM to the experiment described in this

section and a further elaboration was considered to be a waste of time.

5.6 Retrospective

5.6.1 Discussion of the results

Analysis

The experimental hypotheses could all be validated successfully, again showing the func-

tionality of the tunnel size in manipulating the level of path-following accuracy. Inde-

pendent of the aircraft velocity a reduction in tunnel size yields improved path-following

performance, increases pilot control activity (Fig. 5.4) and leads to higher levels of pilot

3The computation (Cramer-Rao) of these uncertainties were based on the frequency domain data only.
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workload (Fig. 5.3). The variation in aircraft velocity leads to different levels of control

activity, roll angle variations and heading angles (Fig. 5.4). The trends in these levels

correspond well with the pilots’ judgements that the higher velocity conditions were easier

to control than the low-velocity condition. Pilot comments regarding the control strategy

and the use of the optical cues corresponded well with the pre-experimental cue analysis.

The frequency domain data generally support the time domain results (Fig. 5.9).

MLM results The MLM application can be considered to be successful. A simple

model consisting of only seven parameters could describe the experimental data satisfac-

tory. The parameters could all be estimated from the available data with a reasonable

accuracy. The course of the MLM parameters as a function of the experimental conditions

showed that some of the adaptation could be accounted for (and can also be predicted,

Appendix E), by the properties of the aircraft dynamics. The adaptation in the outer

two loops was consistent and showed similar trends for all subjects (Fig. 5.8). This can

be attributed to the task, which emphasized path-following performance. Smaller tunnels

yield higher levels of position error feedback bandwidth, leading to increasing bandwidths

of the inner loop (roll angle) and middle loop (heading angle error) loop closures. Whereas

the stability margins of the latter loop closures remain fairly constant, a decreasing tunnel

size leads to a significant reduction in the position error feedback stability (5.9 and 5.10).

The inner loop equalization parameters showed more inter-subject variation, indicating

that more ways exist to provide a well-chosen attitude control loop (Fig. 5.7). The inner

loop variables indicate a pilot strategy of maintaining a relatively constant phase margin

(i.e. stability) for the control of attitude, independent of tunnel size. For the smallest

tunnels the bandwidth of the position error feedback becomes equal or even larger than

that the heading angle error feedback (Fig. 5.10), which suggests that the pilot strategy

changes from successively closing a number of loops to a controller that uses heading angle

and position errors in a parallel fashion.

Cue dominance effects The MLM parameters mainly determine the bandwidth and

stability of the pilot loop closures. They do not give information about the perceivability

or usability of the various optical cues. E.g., consider the heading angle error feedback.

The cue analysis revealed that this variable can be perceived either from the location of

the infinity point – a cue that does not depend on tunnel size – or from the splay angle

rates – a cue that does depend on tunnel size. The performance data show that the STDs

of the heading angle error remain relatively constant for all tunnel sizes. The modelling

data show that the bandwidth of the heading angle error feedback increases for smaller

tunnels whereas the phase margin remains the same. These results can be explained by

hypothesizing that pilots do not minimize the heading angle error as such, but rather

use this variable in their attempts to minimize the lateral position error. Consequently,

the relative importance of the two sources of information can not be inferred from the

present data. Evidence for possible cue-dominance can only be examined when either

manipulating one of these cues or by re-defining the pilot’s task. The same holds for the

inter-cue dominance concerning the cues conveying a position error. The data suggest
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that its perceivability increases when the size of the tunnel is reduced. The cue analysis

revealed that the relative lateral displacements of the tunnel frames and the altitude poles

were independent of the tunnel size. These variables, however, are difficult to perceive

for small tunnels. In these conditions the splay angles – scaled by the tunnel size – are

the most effective indicators for a position error because of the higher gain. For larger

tunnels the splay gains decrease, which, together with the improving perceivability of the

displacement cues, could mean that in these cases the pilots prefer the latter cues, together

with those conveyed by the altitude poles. The data suggest that the functionality of the

splays reduce for larger tunnels and that the other tunnel cues become equally or even

more attractive.

OCM modelling results Even for the elementary experiment considered here the

application of the OCM was not successful. Its application required fundamental a priori

assumptions concerning the model parameters. Furthermore, because the model could

describe the experimental data in two essentially different ways, a further analysis was

abandoned. This is a setback, especially because it was expected beforehand that the

OCM could incorporate the tunnel size effects in a conceptual manner. The experience

with the MLMs, failing to assess a cue-dominance hierarchy, puts more doubts upon

the need for using another pilot model. Assume that the OCM application would have

been successful, resulting in for instance the intellectually attractive trend of a decreasing

position error observation noise ratio for smaller tunnels. The question of what this means

for the set of optical cues remains justified. Isn’t it just another way of stating that the

position error feedback bandwidth increases? And does this really say anything more

about the dominance of certain cues over others? The answer is no. In theory, one could

increase the observation vector of the OCM with some of the individual cues for a position

error. In theory, the OCM could then discriminate between these cues, indicating which

cues are important and which cues are not. When considering the significant identification

problems that are already encountered when only modelling the main feedback loops, it

is clear that this would be an unfeasable option.

Summarizing, the MLM and the OCM modelling approaches fail in determining the rela-

tive usability of the set of optical cues. Theoretically, the cue-dominance could be analyzed

by incorporating the individual loops in the model structure. The identifiability of the

resulting increasing set of parameters, however, would be impossible. Thus, although the

models allow insight into how a pilot adapts his control behaviour, the question why this

adaptation happens must still be inferred from the data. The cybernetic approach does

result, however, in a considerably larger amount of quantitative evidence on which this in-

ference can be based. E.g., the increasing importance of the heading angle error feedback

loop for smaller tunnels (Fig. 5.10) is unexpected when considering the course of their

STDs (Fig. 5.4(e)). Another finding is that the adaptation of control behaviour is not the

same for all pilots, even when considering such a straightforward experimental variable as

the tunnel size. Whereas the outer loops are closed in a consistent manner, the pilot inner

loop equalization is conducted according to different strategies. This is disappointing from
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Figure 5.13: Path-following performance vs. combined outer loop bandwidth and stability (all

subjects, all conditions). The filled rectangles show the mean and standard devia-

tion of the variables shown on the ordinate and abscissa.

the perspective of generalizing the results found in the experiment, but exemplifies the

difficulty of generalizing human behaviour.

Synthesis

The experimental findings reported in literature (Wilckens, 1973; Grunwald, 1984; The-

unissen, 1995) are consistent in their statements concerning the tradeoffs between perfor-

mance, pilot workload and system stability. These findings are all based on performance-

related data. Pilot workload has not been assessed explicitly, nor has there been a control-

theoretic analysis of pilot control behaviour for the varying tunnel size conditions. More-

over, an important question remains unanswered, i.e. what are the limits in defining a

particular tunnel size? The RNP example (Fig. 5.1(a)) shows that limitations are put on

the required path-following performance. Experiments confirm the statement that there

is a direct relation between the path-following accuracy and the tunnel size. The perfor-

mance data (Fig. 5.4) suggest that the tunnel size can be decreased further to gain an even

better performance, at the cost of some increase in control activity. The data state nothing

about any margins, or limits. Although Wilckens (1973) hypothesized a deterioration of
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performance when decreasing the tunnel size beyond a certain level, no further analysis

has been reported. The cybernetic approach does allow such a control-theoretic analysis.

Consider Fig. 5.13(a) in which performance (expressed in the STD of the position error)

is shown as a function of the combined outer loop crossover frequency. For the larger

tunnels, performance is low and so are the crossover frequencies. Decreasing the tunnel

size increases the bandwidth of the position error feedback, yielding an increased perfor-

mance. This relation, however, is non-linear: the bandwidth must increase more and more

to obtain an equivalent increase in performance. A further reduction in tunnel size does

not lead to an improved performance at all: the pilot/aircraft system becomes saturated.

Fig. 5.13(b), showing the performance as a function of the combined outer loop phase

margin, marks a significant reduction in closed loop stability for smaller tunnels. Recall

that a phase margin of 20 [deg] is generally considered a minimum, even in single-axis

compensatory disturbance tasks (van der Vaart, 1992). Hence, from a stability point of

view, further decreasing the tunnel size is undesirable and should be avoided.

Summarizing, stability and performance must be regarded as equally important. A tun-

nel size that is too small yields ill-damped closed loop control dynamics that should be

prevented from a stability (and thus performance), but especially a safety point of view.

In such critical tasks as approach and landing considerable – robustness – margins should

exist with respect to the stability of the pilot/aircraft control system. The cybernetic ap-

proach can be used to obtain guidelines concerning performance and stability requirements

with a tunnel display in a conceptual manner (Mulder & Mulder, 1998).

5.6.2 Conclusions and recommendations

Conclusions

• The experimental findings support the hypotheses that a reduction of tunnel size leads

to increasing performance, control activity, and workload.

• The aircraft velocity affects pilot control behaviour in a predictable fashion, having

only a marginal effect on system performance and stability.

• The MLMs are relatively simple descriptive models of pilot control behaviour that are

able to describe the time and frequency domain data in a satisfactory manner, with only

a limited number of parameters.

• The modelling approach using the OCM was problematic for reasons of parameter

identifiability. The problem that the OCM is overparameterized can only be circumvented

by restricting the model parameters according to some inevitably subjective assumptions.

• The modelling efforts allow the determination of the principal feedback loop closures

including their bandwidth and stability properties. This extends the understanding of

pilot control behaviour beyond the knowledge obtained with conventional methods.

• The modelling results indicate that decreasing the tunnel size yields an increasing

position error control bandwidth. This demands a considerable increase in the inner and

middle loop bandwidth as well. While the stability of the latter two feedback loops remains
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fairly constant, the stability of the position error feedback deteriorates for smaller tunnels.

• The MLMs show that pilot adaptation in the outer loop feedbacks is consistent. The

inner loop equalization variation suggests that considerable freedom exists in closing the

attitude control loop. This variation, even in an elementary experiment as considered

here, impedes the generalization of the experimental findings.

• No attempt was made to explicitly include the pilot’s observation process and the

effects of the tunnel characteristics on this process in the models applied here. Although

the models provide additional quantitative evidence for inferring the effects of tunnel

design parameters on pilot behaviour, the inference procedure remains a difficult task.

• Tunnel size guidelines must specified according to two principles. First, the pi-

lot/aircraft system should have a consistent performance. Second, the pilot/aircraft system

should inherit a sufficient level of stability. The cybernetic approach can be used to obtain

performance and stability guidelines in a conceptual fashion.

Recommendations

• Additional experiments should be conducted in a moving-base flight simulator. The

presence of motion has a number of consequences. First, it improves the realism of the

task, facilitating the generalization of the experimental results. Second, because pilots

use the motion cues to improve their inner loop attitude control, the additional feedbacks

should be modelled too (van der Vaart, 1992; Hosman, 1996). It can be hypothesized that

the ‘extra’ phase margin in the attitude feedback allows a higher bandwidth. The outer

loops can take advantage of the enhanced attitude control, improving performance.

• Guidelines concerning the selection of a tunnel size in a particular situation must

be obtained for an array of different aircraft, aircraft configurations and types of aircraft

control augmentation systems, including effects of weather.

• The applicability of the cybernetic approach must be assessed in other situations

than the one described here. For instance, the effects of larger, heavier – and thus lower

bandwidth – aircraft on the identification techniques need to be examined further.

• The modelling approach does not succeed in identifying the cue dominance hierarchies.

These effects can be examined by properly isolating cues from others through a clever

manipulation of the display. This procedure will be applied in Chapters 7, 8 and 10.



Chapter 6

The effects of the viewing

distance

6.1 Introduction

A fundamental issue of pilot behaviour with a tunnel display is that of preview. Although

it can be hypothesized that pilots focus their attention on some part of the tunnel ahead,

this is a coarse abstraction of reality. Rather, findings in literature suggest that they tend

to use the entire preview of the trajectory ahead (Gordon, 1966b; Grunwald & Merhav,

1976; Land & Horwood, 1995). A pilot can be forced to put attention on a limited part of

the trajectory some distance ahead, however, by constraining the display viewing volume to

that particular viewing distance. This will be the approach adopted here, with the purpose

of examining the consequences of showing such a highly-limited part of the tunnel for pilot

control behaviour. In §6.2 the background of the research into the viewing distance will

be discussed, clarifying the objectives of the investigation. Experiment X2 (§6.3) is set

identical to the one discussed in the previous chapter. Instead of varying the tunnel size,

now the viewing distance is manipulated, allowing a comparison between the full-preview

situation and the situation in which the preview is limited to only a very small part of the

tunnel. The experimental results and the modelling efforts are described in §6.4 and §6.5,

respectively, followed by a retrospective in §6.6.

6.2 Background

Previous studies

The viewing distance is closely related to the concept of preview, discussed in Chapter 2.

The preview of the trajectory ahead mainly serves the human’s need for anticipatory infor-

mation. This finding is supported by many experimental research efforts that showed that
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drivers shift their gaze from looking close-by in order to align their vehicle with the road, to

looking farther away to anticipate future course deviations and changes in the trajectory.

The dual-mode driver modelling concept has become a standard approach, incorporating a

compensatory and an anticipatory controller (Weir & McRuer, 1968; McRuer et al., 1977;

Donges, 1978; Reid, 1983).

The aimpoint model Despite the fact that drivers tend to use the whole preview

ahead of their vehicle, many modelling attempts applied only a single viewing distance

(Wohl, 1961; McRuer et al., 1977; Baxter & Harrison, 1979). This concept is rooted in

the hypothesis that drivers adopt a viewing distance Dv ahead of their vehicle that is

proportional to the vehicle velocity U0 and the so-called mean response time τ , i.e. Dv=

τU0 (Wohl, 1961). It is generally referred to as the aimpoint model of driver control

(Baxter & Harrison, 1979), in which a driver responds to the angular deviation of the

road’s centerline from the vehicle’s present heading at some viewing distance ahead. The

aimpoint model has received much attention and showed considerable success in describing

automobile driver behaviour (Reid et al., 1981). The relationship between the preview

distance Dv and the vehicle’s velocity is examined in many studies with either confirming

(Kondo & Ajimine, 1968; Land & Horwood, 1995) or negating (Gordon, 1966a; McLean

& Hoffmann, 1973) results. Furthermore, the preview times reported varied also with the

type of the changes in the trajectory to be followed: for straight trajectories the preview

times were larger and more consistent (7–9 [s]) than for trajectories that contained tight

curves (2–4 [s]) (Kondo & Ajimine, 1968; McLean & Hoffmann, 1973).

The one-point viewing model The aimpoint model corresponds with the one-point

viewing model of Grunwald and Merhav (1976). The linearized expression for the dis-

placement of the projected trajectory, ε, at distance Dv, on the viewplane is given by:

ε = κ

(

ψe +
xe
Dv

)

. (6.1)

This quantity is determined by the track-angle error ψe and the cross-track error xe,

with the latter scaled by the viewing distance. κ is a projection-related gain, see §3.3.1.

Grunwald and Merhav (1976) reported that the one-point viewing model is sufficient to

describe pilot behaviour for fixed (and restricted) distance viewing, but not for the full-

preview task. In this task, a two-point viewing model was developed which improved

the description of pilot control behaviour considerably. This is not surprising, however,

since perceiving the angular deviation ε at two viewing distances would enable a pilot to

differentiate between the track-angle error ψe and the cross-track error xe, allowing them

to successively close these two feedback loops, corresponding with the ‘normal’ pilot control

strategy (Mulder, 1994). The relative success of the single-point viewing or aimpoint

models can be attributed to the quickening-qualities (Birmingham & Taylor, 1954) of

Eq. 6.1: closing the ε-loop is similar to a well-damped feedback of the lateral position

error. This characteristic is the main virtue of several alternative pictorial display designs

(Adams & Lallman, 1978; Hynes, Franklin, Hardy, Martin, & Innis, 1989).
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Dvmin
Dvmax

2δDv

Dv

Xt
Yt

Zt

(a) limiting the viewing volume

Dv [m] →

100 200 400 800

ψe=0◦

ψe=−5◦

(b) tunnel images for a limited viewing volume

Figure 6.1: Limiting the viewing volume of the tunnel display to a small area around a viewing

distance Dv (top). Defining the minimum and maximum viewplanes at a distance

δDv from Dv yields the projection on the viewplane of only the four line segments,

resulting in the display images of the two bottom rows. The figures depict a situation

for four viewing distances Dv (xe=+5 [m]; ψe= 0, -5 [deg]; Wt=Ht=40 [m]).

Limiting the viewing volume

The viewing distance as a design variable The available trajectory preview is de-

termined by the minimum and maximum viewing distances Dvmin and Dvmax. The

discussion of the optical cues in Chapter 3 revealed that the aircraft position errors with

respect to the trajectory are conveyed by the translation of nearby sections of the tunnel

on the display. The aircraft attitude errors are coded in the translation of sections of the

tunnel that are located far away. Hence, Dvmin determines the resolution with which the

position error, xe, is presented on the display and Dvmax determines the perceivability

of the heading angle error ψe. Despite the fact that providing a full trajectory preview

seems advantageous, there are some constraints. First, presenting the entire trajectory to

be flown can lead to display clutter. Second, when the position measurement functions of
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Figure 6.2: The equivalent outer loop ε dynamics for a velocity of 70 [m/s], as a function of the

viewing distance Dv.

the aircraft avionics systems are too in-accurate (or too slow), this can lead to jittering

motions of the tunnel on the display, especially at smaller viewing distances. These factors

could lead to a tunnel display design in which the preview ahead is limited.

A single viewing distance Presenting only a part of the tunnel corresponding with

a particular viewing distance Dv yields a one-point viewing situation (Fig. 6.1(a)). The

displacement of the restricted tunnel image with respect to the viewplane center is char-

acterized by ε. Fig. 6.1(b) shows the tunnel image restricted around a set of viewing

distances Dv. The effect of a position error is strongest for the small viewing distances

and is attenuated when the viewing distance increases, Eq. 6.1. The heading angle error is

apparent especially for larger viewing distances. For a smaller viewing distance the effects

of a position error and an attitude error are summed. Some combinations of xe and ψe
result in a displacement ε that is zero: xe = −Dvψe, or, since ẋe = Vtasψe (when β = 0,

i.e. no slip): xeẋe
= − Dv

Vtas
. This expression will be discussed further below.

Dynamic properties of the one-point viewing distance In the one-point viewing

or aimpoint model, the operator applies the angular deviation ε of the visible part of

the trajectory as the outer loop. Because the outer loop aircraft dynamics have a direct

relationship between the track-angle error and the cross-track error (ẋe = Vtasψe), the ε

loop closure is similar to a quickened loop closure of the lateral position error:

ε = ψe +
xe
Dv

=
ẋe
Vtas

+
xe
Dv

Laplace

=⇒ ε(s)

xe(s)
=

1

Dv

(

1 +
Dv

Vtas
s

)

. (6.2)

A pilot’s strategy of minimizing ε yields an exponential convergence to the path with a lag

time of Dv

Vtas
. Thus, for a fixed velocity Vtas a reduction in viewing distance Dv decreases
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the time to correct for a position error. This also requires, however, a higher pilot tracking

bandwidth that could increase workload. When the aircraft roll angle feedback (inner

loop) satisfies the crossover theorem (i.e. Hin
CL ≈ 1;ω < ωinc ), the equivalent system to be

controlled in the outer loop equals (Appendix E):

Hin
CL

g0
Dv

1

s2

(

1 +
Dv

Vtas
s

)

≈ g0
Dv

1

s2

(

1 +
Dv

Vtas
s

)

︸ ︷︷ ︸

lead

.

The lead to stabilize the double integrator of the aircraft middle and outer loops (due to the

turn co-ordination and path integration poles) is provided by the displacement cue ε itself1

(Grunwald & Merhav, 1976) and a pilot can close the loop with a gain to comply with the

crossover theorem requirements. The ε dynamics are illustrated in Fig. 6.2 which shows the

equivalent outer loop system as a function of the viewing distance Dv. For larger viewing

distances the system becomes an elementary integrator that is easy to control. When

the viewing distance becomes too small, the pilot must increase his crossover frequency to

obtain this situation. When the aircraft velocity increases, a similar situation results, with

the difference that the frequencies at which the dynamics change are higher. Thus, for

higher velocities the situation will be increasingly difficult for smaller viewing distances.

Conclusive remarks When considering the motion of a restricted part of the tunnel on

the viewplane, it is important to realize that the dynamics of the ‘equivalent’ system under

control change as a function of viewing distance (Eq. 6.2). In other words, by focusing one’s

attention to the motion of a restricted part of the tunnel, one can change the dynamics

of the control task. It can be hypothesized that, for a given aircraft velocity there could

exist a (range of) viewing distance(s) that are preferred by a pilot. This preference can

further be assumed to be a function of, or at least depending on, the velocity of the aircraft

Wohl (1961). As far as modelling pilot behaviour in the restricted viewing situation is

concerned, two models can be proposed. First, there is the conventional model as applied

in the previous chapter, consisting of the successive feedbacks of the aircraft roll angle,

the track-angle error and the lateral position error. An alternative model would be to

maintain the inner loop roll angle feedback and to replace the middle (ψe) and outer (xe)

loop feedbacks with a single outer loop feedback of ε. This model, referred to as the

ε-model, is similar to the one-point viewing model of Grunwald and Merhav (1976).

6.3 Experiment X2

Experiment X2 had three objectives. First, the effects of the viewing distance on pilot

behaviour are to be examined, i.e. ‘how do pilots adapt their control strategy?’. Second,

the effects of the interaction between the viewing distance and the aircraft velocity on

this behaviour must be assessed, i.e. ‘does the pilot adaptation depend on the velocity?’.

1Note that this is only true when the viewing distance Dv is not too small. Generally, for a velocity

Vtas, the viewing distance must be such that
Vtas
Dv

� ωoutc to provide sufficient outer loop lead.
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Table 6.1: Experimental conditions (X2).

1 2 3 4 5 6 7 8 9 10 11 12

Vtas [m/s] 50 50 50 50 70 70 70 70 100 100 100 100
Dv [m] 100 200 400 800 100 200 400 800 100 200 400 800

Third, the pilot behaviour in the restricted viewing situation must be compared with

the behaviour in the full preview situation of Experiment X1. For this purpose, the

experimental definition was set identical to that of Experiment X1.2 Note that it is not

the goal of the experiment to postulate a one-point viewing distance model equivalent of

the full preview operator model. The fundamental differences between both the control

situations have been analyzed by Grunwald and Merhav (1976).

METHOD

Experiment X2 is identical to Experiment X1, except that the viewing distance is manip-

ulated. The discussion will be concise; for details the reader is referred to §5.3.

Experimental conditions and design The experiment conditions (Table 6.1) result

from a factorial combination of the two principal independent variables:

(i) The viewing distance Dv (4 levels): 100, 200, 400 and 800 [m].

(ii) The aircraft velocity Vtas (3 levels): 50, 70 and 100 [m/s].

The experiment procedure, design and subjects were identical to those in X1.

Dependent measures The same dependent measures as in Experiment X1 were mea-

sured, extended with the tunnel image displacement ε and its derivative ε̇.

Description of the experiment simulation

Tunnel geometry The tunnel was identical to that of X1, with the tunnel size Wt

fixed to 40 [m]. As illustrated in Fig. 6.1(b), the tunnel geometry is displayed around a

viewing distance Dv. Dvmin and Dvmax were chosen such that the absolute size of the

visible elements of the tunnel geometry was constant for all viewing distances. Since all

other simulation characteristics were identical to those of Experiment X1, the experimental

findings can be compared to those reported before (conditions 2, 6 and 10 of X1).

Experiment hypotheses

The hypotheses are straightforward. First, it is hypothesized that the position errors in-

crease and the heading angle errors decrease for larger viewing distances. Second, because

2Another objective was to test the model identification methods in an elementary multi-loop control

task. Due to the specific character of the control situation examined here, the modelling and identification

issues are rather straightforward. In fact, Experiment X2 was the first experiment conducted of all

experiments. It proved to be advantageous, however, to discuss its results after those of Experiment X1.
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Table 6.2: Pilot questionnaire (X2): realism of the simulation. The pilot judgements for Exper-

iment X1 are shown in brackets for ease of reference.

How would you describe the level of realism of the simulated aircraft dynamics?

very very
realistic realistic average unrealistic unrealistic

Vtas= 50 [m/s] ·(·) 1(1) ·(·) 2(2) ·(·)
Vtas= 70 [m/s] ·(·) 1(2) 1(1) 1(·) ·(·)
Vtas= 100 [m/s] ·(·) 2(3) 1(·) ·(·) ·(·)
How would you describe the level of realism of the simulated aircraft disturbances?

very very
realistic realistic average unrealistic unrealistic

Vtas= 50 [m/s] ·(·) ·(·) ·(1) 3(2) ·(·)
Vtas= 70 [m/s] ·(·) ·(1) 1(1) 2(1) ·(·)
Vtas= 100 [m/s] ·(·) ·(·) 1(·) 2(3) ·(·)

the ε outer loop dynamics are easier to control for larger viewing distances, it is hypothe-

sized that for these conditions pilot control activity decreases as well as the magnitudes of

the aircraft roll angle. The anticipated effects of the velocity are twofold. A higher veloc-

ity means that the control of the lateral displacement cues become increasingly difficult

for small viewing distances. Furthermore, since the control of the aircraft becomes easier

for the larger velocities it is expected that control will be smoother for these conditions.

The viewing distance and the aircraft velocity both determine the equivalent ε outer loop

dynamics, and the possibility exists of a viewing distance that is preferred by pilots for

a particular aircraft velocity. Hence, it is hypothesized that, third, these preferred Dvs

indeed exist and, fourth, that they increase for larger aircraft velocities.

6.4 Results

6.4.1 The pilot questionnaire

Below, only the questionnaire data of subjects A–C will be discussed (Table 6.2).

Realism of the simulation Subjects preferred the high-velocity vehicle dynamics (Ta-

ble 6.2). The atmospheric turbulence was considered unrealistic for all velocity conditions.

Especially the lower frequencies of the disturbance were commented to be too strong and

demanded too much pilot compensation. In normal flight the high-frequency content of

the turbulence becomes dominant when the aircraft velocity increases. The objective of

maintaining a constant level of turbulence over the experimental conditions, however, con-

flicts with this argument. The comments are similar to those of Experiment X1 (shown in

brackets). Tentatively, the level of realism was judged somewhat lower here, which could

be attributed to the fact that in Experiment X1 the whole tunnel was displayed instead

of only four small line segments on the display.
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Figure 6.3: Z-scores of the effort ratings for all 12 conditions of Experiment X2. Here, and in

the following, the insets show the three velocity conditions (in [m/s]). The numbers

100–800 in the bottom of the figure mark the viewing distances (in [m]) and the

numbers 1-12 below the figure indicate the experimental configurations of Table 6.1.

Display characteristics In describing the sources of information used in conducting

the task, subjects reported to put their efforts on centering the visible elements of the

tunnel image around the aircraft reference symbol. The control situation for the smallest

viewing distance was found annoying, because it forced them to shift their attention out

of the preferred display center to the outer limits of the screen.

Effort ratings The pilot effort ratings decrease for larger velocities (Fig. 6.3). The

relatively high ratings for the low-velocity condition correspond well with the poor flying

characteristics as commented by the subjects. For the higher two velocity conditions, the

ratings show a minimum for a certain viewing distance (Vtas=70 [m/s]: Dv=200 [m] and

Vtas=100 [m/s]: Dv=400 [m]). The ratings for the low-velocity condition are independent

of the viewing distance.

6.4.2 Time domain data: statistical analysis

A full-factorial mixed-model Analysis of Variance was conducted for the time domain

experimental data. The independent measures were the aircraft velocity (V) (3 levels)

and the viewing distance (D) (4 levels). The ANOVA results are summarized in Table 6.3.

Pilot control activity Pilot control activity, Figs 6.4(a) and 6.4(b), decreases for the

higher velocities (δa: F2,6=541.187, p <0.01; δ̇a: F2,6=223.268, p <0.01). It also decreases

for larger viewing distances (δa: F3,9=33.703, p <0.01; δ̇a: F3,9=0.745, not significant),

but only for the lower velocity conditions, causing the significant V×D-interaction (δa:

F6,18=11.566, p <0.01; δ̇a: F6,18=3.167, p=0.027). Post-hoc tests (NK, p=0.05) showed

that for δ̇a only the differences between the low and the high-velocity conditions were sig-
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Table 6.3: Results of a full-factorial ANOVA (X2). In this table ‘??’, ‘?’ and ‘◦’ represent chance

levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively.

control inner loop path-following visual cue
activity measures performance effects

δa δ̇a φ̇ φ ψe xe ε ε̇

main effects

V ?? ?? ◦ · ?? · ?? ??
D ?? · ?? ?? ◦ ?? ?? ??

2-way interaction

V×D ?? ? ?? ◦ ?? ◦ ?? ·

nificant. For δa only the value for the smallest viewing distance was significantly different.

Inner loop measures Figs 6.4(c) and 6.4(d) illustrate that the higher aircraft velocity

conditions lead to somewhat higher values of φ̇ (F2,6=4.2136, p=0.072), whereas they have

no significant effect on the roll angle itself. An increasing viewing distance leads to lower

values of the roll angle (F3,9=18.935, p <0.01), almost independent of the velocity as

judged by the borderline significance of the V×D-interaction. The same effect of viewing

distance is apparent for the roll angle derivative (F3,9=18.202, p <0.01), but holds only

for the two lower velocity conditions (V×D-interaction: F6,18=10.458, p <0.01).

Path-following performance The track-angle error (Fig. 6.4(e)) decreases for the

higher velocity conditions (F2,6=51.672, p <0.01), an effect that is significant for all veloc-

ities (NK, p=0.05). For each velocity condition, a different trend is apparent: ψe increases

for the low-velocity condition, whereas for the other two velocities there appears to be a

minimum (Vtas=70 [m/s]: Dv=200 [m] and Vtas=100 [m/s]: Dv=400 [m]). These findings

account for the borderline significance of the viewing distance and the highly significant

V×D-interaction. The cross-track error (Fig. 6.4(f)) is not affected by the aircraft velocity,

but increases significantly for larger viewing distances (F3,9=29.746, p <0.01). The V×D-
interaction is caused by the relatively constant values of xe for small viewing distances

of the high-velocity condition. The effect of the viewing distance is different for the three

velocity conditions. Post-hoc tests (NK, p=0.05) showed that the differences in xe for the

viewing distances are all significant for the low-velocity conditions, whereas for the other

two velocities only the two largest viewing distances are different from the rest.

Visual cue effects Both the displacement ε and its derivative ε̇ (Figs 6.4(g) and 6.4(h))

decrease for the higher velocity conditions (ε: F2,6=51.974, p <0.01; ε̇: F2,6=56.703,

p <0.01). Furthermore, ε̇ decreases significantly for larger viewing distances (F3,9=40.086,

p <0.01), independent of the aircraft velocity. The trends in ε depend on the aircraft

velocity: for the low velocity conditions, ε remains relatively constant, whereas for the

other velocity conditions, there appears to be a minimum (Vtas=70 [m/s]: Dv=200 [m]

and Vtas=100 [m/s]: Dv=400 [m]). These trends yield a significant effect of viewing

distance (F3,9=33.500, p <0.01) and a significant V×D-interaction (F6,18=8.909, p <0.01).
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Figure 6.4: Means and 95% confidence limits of the STDs of the dependent measures (all sub-

jects). The dashed lines and the shaded areas show the values of these quantities of

Experiment X1.
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Figure 6.5: Relative noise ratios (one subject, all conditions). The three bars for each condition

represent the RNRs computed at frequencies i1 (left), i2 (middle) and i1&i2 (right).

6.4.3 Frequency domain data

Relative noise ratios There are two alternative models available for the non-parametric

identification of the multi-loop system: the conventional model and the ε-model. The

RNRs for the outer loop signals xe and ε show significant lower values for the latter outer

loop signal (Fig. 6.5). This indicates that the ε signal contains much less noise at the

frequency sets of i1 and i2 than xe, suggesting that the pilot indeed uses ε rather than xe
(and, implicitly, ψe). Note that the lower RNRs for the ε signal also indicate higher SNRs

for the non-parametric identification. Thus, the RNRs suggest that the ε-model is indeed

the model that is most relevant in this experiment, which was the case for all pilots.

Crossover frequencies and phase margins The inner and outer loop crossover fre-

quencies and phase margins can be obtained by combining the estimated pilot frequency

responses and the aircraft models. The discussion for these quantities for the ε-model

will be postponed to §6.5.2. The crossover frequencies and phase margins of the combined

outer loop of the conventional model are shown in Fig. 6.6. The phase margins increase

for larger viewing distances, for all velocities. With respect to the phase margins of X1,

the values of this experiment overlap them, tentatively for higher viewing distances when

the velocity increases. The crossover frequencies ωout
c

c are considerably smaller for larger

viewing distances for the low-velocity condition, whereas the other two velocity conditions

show a clear maximum. These maxima lie between 100 and 200 [m] for the Vtas=70 [m/s]

condition, and between 200 and 400 [m] for the Vtas=100 [m/s] condition.
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Figure 6.6: Crossover frequencies and phase margins for the conventional model (all subjects,

all conditions). In this figure, the ‘o’-symbols and the cross-hairs show the mean

and standard deviations of these quantities for the estimated frequency responses

for all 5 replications. The ‘*’-symbols show them for the averaged response. The

filled rectangles and the dashed lines show the values of these quantities for the full

preview situation of Experiment X1.

6.5 Modelling efforts

Two modelling approaches, i.e. the MLM (§6.5.1) and the OCM (§6.5.2) are applied for

two pilot models, i.e. the ε-model and the conventional model. Whereas the ε-model was

found superior in describing pilot control behaviour, the conventional model facilitates

the comparison between the limited viewing situation considered here and the full preview

case of Experiment X1. The discussion below will focus in particular on the ε model.

6.5.1 Multi-loop model

MLM model structure The structure of the conventional model MLM is identical to

that applied in Experiment X1. The structure of the ε-model MLM is similar, except for

the single ε outer loop, that is closed with a proportional gain – Kε
pout

– only.

MLM model parameters The pilot model parameters for the ε-model are illustrated

in Figs 6.7 and 6.8. Similar to the pilot adaptation in Experiment X1, a reduction of the

pilot time delay and neuromuscular (nm) damping, as well as an increasing nm bandwidth

occurs for the higher velocity conditions. The effects of the viewing distance vary consid-
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Figure 6.7: Inner loop ε-model MLM variables (all subjects, all conditions). Here, and in the

following, the cross-hairs show the parameter estimation uncertainties according to

Cramer-Rao, whereas the horizontal light shaded areas show the parameter values

for the full preview situation of Experiment X1. In the bottom left figure, the

horizontal dark shaded areas show the values of the aircraft roll subsidence lag time

constant, τφ.
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Figure 6.8: MLM pilot model parameters (all subjects, all conditions). The left column in this

figure shows the outer loop gain of the ε-model. The two columns on the right

show the middle and outer loop gains of the conventional model, respectively. The

horizontal shaded areas and the dashed line show the values of these quantities for

Experiment X1.

erably among subjects. Both the inner loop gain and lead decrease for the higher velocity

conditions (Fig. 6.7(b)), an effect that can be attributed to the different aircraft handling

characteristics for these conditions. The inner loop gain decreases for larger viewing dis-

tances for almost all pilots, a reduction that is accompanied by an increasing inner loop

lead. This provides evidence for a strategy of lowering the bandwidth of the inner loop

roll angle feedback to gain more inner loop phase margin. The ε-model outer loop gain

Kε
pout

has maximum values at Dv=200 [m] and around 400 [m] for the Vtas=70 and 100

[m/s] conditions, respectively (Fig. 6.8). A general trend is one of a lower gain for the

small viewing distances and a higher gain for the larger viewing distances. This latter

trend is not intuitive, but can be explained by examining the similar trend in the inner

loop lead for these conditions. Such a correlation also exists for the other velocities, but to

a lesser extent. These results suggest that especially for the low-velocity condition pilots

increase their inner loop phase margin to enable them to increase the bandwidth of the

outer loop. This could explain the higher (and relatively constant) pilot effort ratings for

these conditions.

The inner loop pilot equalization and limitation parameters of the conventional model are
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subjects, all conditions) for to the conventional MLM. The dashed and the dash-dot

lines in the shaded areas show the quantities computed in Experiment X1.

similar to those of the ε-model. The middle and outer loop gains for the conventional model

are shown in Fig. 6.8. The outer loop feedback of the position error decreases consider-

ably for the larger viewing distances. The middle loop gain, determining the bandwidth

of the heading angle error feedback, shows similar trends as those of the outer loop gain

of the ε-model. Compared to the full preview situation of Experiment X1, Fig. 6.8 shows

that the middle loop gain is generally higher in this experiment, whereas the outer loop

gain is higher for the small viewing distances and considerably lower for the higher viewing

distances. The middle and outer loop crossover frequencies and phase margins correspond-

ing with the conventional model are illustrated in Fig. 6.9. The middle loop quantities

show different effects of the viewing distance depending on the velocity condition. For the

low-velocity condition, they decrease for larger viewing distances. The two high-velocity

conditions show to have maximum crossover frequencies (and minimum phase margins)

for a certain viewing distance. These maxima appear at larger viewing distances when the

aircraft velocity increases. The outer loop feedback bandwidth decreases for larger view-

ing distances, irrespective of the aircraft velocity. For some configurations the outer loop

feedback disappears completely, i.e. it becomes unmeasurable. With respect to the full

preview situation of Experiment X1, the outer loop crossover frequencies resemble those

corresponding with larger viewing distances for increasing velocities.
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6.5.2 Optimal control model

Again, there were considerable problems in the estimation of the OCM parameters for the

conventional model. Those of the ε-model could be determined rather well.

OCM model structure The OCM model structure for the ε-model is simple. The

two variables of interest are the aircraft angle of roll (inner loop) and the tunnel image

displacement ε (outer loop). The implicit OCM assumption that also the derivatives are

observed results in an observation vector with four components. The OCM application

requires twelve parameters to be specified: the time delay τ , the neuromuscular lag τN ,

the motor noise ratio ρu, four observation noise ratios ρyi
, the control input weighting R

and four elements of the weighting matrix Qyi
. It was not possible to obtain a consistent

estimate of all these parameters, forcing a reduction of the number of model parameters.

Limiting the number of OCM model parameters The first parameter to be fixed

is the motor noise ratio ρu (to -25 [dB]). Parametric studies revealed that only the ratio

between the weighting on the pilot’s output δa, R, and that on the input ε, Qε, had an effect

on the fit to experimental data. Thus, R was fixed to ‘1’ and all elements of the weighting

matrix were set to zero except for the weighting on ε, which was set free. The resulting

OCM application had only seven parameters that could all be estimated satisfactory. The

uncertainty in estimating the parameters3 is smaller compared to the application of the

3The computation (Cramer-Rao) of these uncertainties were based on the frequency domain data only.
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OCM in Experiment X1 (Fig. 6.10). A number of trends appears. First, the time delay

and the neuromuscular lag decrease and the observation noise ratios of the inner loop

variables increase for the higher velocity conditions. The inner loop can be controlled in

a smoother fashion for those velocity conditions, corresponding to the MLM results. The

weighting on ε increases considerably for the two higher velocity conditions and decreases

for the lower velocity conditions when the viewing distance increases. This also corresponds

with the findings of the MLM models. The uncertainty in these weighting parameter

estimates, however, is rather large. All observation noise ratios increase for larger viewing

distances, which can be illustrated best in examining the nominal observation noise ratio

ρ0 (Fig. 6.10). The trend in the data corresponds with the increasing weight on the

displacement cue ε, which merely changes the balance in the model with respect to the

weighting of the input signal. The fractions of attention (not shown), §E.3.4, revealed that,

again, the OCM predicts that most (> 80 %) of the pilot attention is put on controlling

the inner loop. This is surprising because the task of the pilots (as expressed in the OCM

by manipulating the weight on ε) is to minimize ε, irrespective on the inner loop measures.

The OCM predicts that for the larger velocities, the attention to the outer loops reduces

further and also that more attention is given to the derivative of ε than to this value itself.

This is rather strange because the MLM models did not use the derivative of the outer

loop variable at all.

Summarizing, although this time the OCM parameters could be estimated consistently,

the results remain difficult to interpret. For instance, how can one possibly explain the

increasing observation noise ratios of the inner loop variables? Because the structure of

the OCM has been restricted beforehand by limiting some of the parameters, this could

result in a wrong adaptation of the model to the experimental results. The possibility that

other choices of the OCM parameters exist that do yield less paradoxal results, cannot

be excluded. The question of what selection of OCM parameters solves these difficulties,

however, remains unanswered. The overparameterization of the OCM does not allow the

right model parameters to be selected on the basis of objective data alone. This puts

serious doubts upon the model applicability, even in the elementary task studied here.

MLM and OCM results: crossover frequencies and phase margins The crossover

frequencies and phase margins (ε-model) of the inner and outer loop MLM and OCM

models are illustrated in Fig. 6.11. The trend in the inner loop variables is a reduction

in crossover frequency and an increasing phase margin for larger viewing distances. With

respect to the full-preview situation (X1) the inner loop phase margins are somewhat

higher. Again, the inner loop crossover frequencies are higher for the higher velocity

conditions, supporting the pilot comments of the questionnaire. The outer loop quantities

show a clear trend for all pilots of a decreasing crossover frequency and an increasing

phase margin for larger viewing distances. For the two high velocity conditions, the

crossover frequency has a maximum value at viewing distances between 100 and 200 [m],

and 200 and 400 [m], respectively. For the ε-model these quantities represent the true outer

loop, not the combined middle and outer loops as in the conventional model. Both the
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Figure 6.11: Crossover frequencies and phase margins of the ε-model (all subjects, all condi-

tions). The filled areas show the uncertainty regions of the raw frequency response

data, with the averages connected with the dashed line. The ‘*’-symbols show the

quantities for the frequency responses of the averaged data, whereas the squares

and triangles show them according to the MLM and OCM models, respectively.

The thick, horizontal, dashed lines show the inner loop quantities computed in

Experiment X1 (MLM, conventional), for the matching conditions.
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models account for the main trends in the data, with some preference for the MLM model,

although they both have difficulty in modelling the inner loop phase margin. The OCM

generally leads to an underestimation of the outer loop crossover frequency accompanied

by an outer loop phase margin that is too large. Both the models show maxima for the

outer loop crossover frequencies at increasing viewing distances for larger velocities.

6.6 Retrospective

6.6.1 Discussion of the results

Analysis

The elementary objectives of Experiment X2 yielded a basic experimental set-up, providing

a good starting point of the cybernetic approach. The hypothesized effects of the viewing

distance, stated in §6.3, could almost all be confirmed. Most importantly, it is shown that

the different dynamics of the limited visible parts of the tunnel force pilots to adapt their

control behaviour. The dynamic characteristics of the tunnel image result in preferred

viewing distances, which increase for larger aircraft velocities. This result has important

consequences for the design of the tunnel display viewing volume.

A preferred viewing distance and its relation with the aircraft velocity The dy-

namic characteristics of the displacement ε of a limited part of the tunnel on the viewplane

are a function of both the aircraft velocity Vtas and the distance Dv to that part. One of

the experimental hypotheses was that for a given aircraft velocity, pilots prefer a certain

viewing distance. The experimental results provide evidence for this hypothesis and also

for the hypothesis that the preferred viewing distances become larger when the aircraft

velocity increases. The pilot effort ratings (Fig. 6.3) show that whereas pilots have no

preference for the low-velocity condition, they do prefer the 200 and 400 [m] viewing dis-

tances for the 70 and 100 [m/s] velocity conditions, respectively. The ratings correspond

well with the objective data, such as the courses of the STDs of the heading angle error

ψe, the displacement ε and its derivative ε̇ (Figs 6.4(e), 6.4(g) and 6.4(h)). The frequency

domain data also support the hypotheses, as can be seen from the inner and outer loop

crossover frequencies (Figs 6.6 and 6.11), especially those of the higher two velocity condi-

tions. For the small viewing distances the bandwidth of the outer loop first increases and

then decreases when the viewing distance increases, resulting in a maximum. The inner

and outer loop phase margins increase monotonously for larger viewing distances. These

findings were further supported in the analytical analysis using both the MLM as the OCM

models. The low-velocity condition does not show an optimum viewing distance. A pos-

sible reason is that the smaller viewing distance (100 [m]) is already beyond the preferred

viewing distance, resulting in the monotonous decrease in outer loop bandwidth for even

larger Dvs (Fig. 6.11(b)). Another cause could be that, because of the relative difficulty

of controlling the aircraft for this velocity condition, all viewing distances resulted in a

control situation of the same difficulty. The pilot ratings (Fig. 6.3) and the adaptation of
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the inner loop MLM models (Fig. 6.7) show evidence for the latter option. Concerning

the aircraft velocity, similar effects were found as in the full preview experiment of the

previous chapter, illustrating that also the adaptation of the pilot to the aircraft handling

characteristics must be studied. This adaptation can be anticipated beforehand using the

crossover model theorem.

The limited viewing condition vs. the full preview situation A second theme in the

analysis is the comparison of pilot behaviour between the full preview situation studied

in the previous chapter and the limited one-point viewing condition of this experiment.

Subjects commented that the experiment was very abstract which, even though the ex-

perimental set-up was identical, led to lower ratings of the experiment realism and to

higher effort ratings (not shown). In general, pilot control activity (δa, δ̇a) and inner

loop measures (φ, φ̇) were lower than those of experiment X1, independent of the air-

craft velocity (Figs 6.4(a) – 6.4(d)). Only for the smallest viewing distance the control

activity was similar to that measured in X1. These findings are supported by the inner

loop crossover frequencies and phase margins (Fig. 6.11(a)) that were generally lower and

higher, respectively. The STDs of the heading angle error were smaller than those ob-

served in X1, corresponding with the higher crossover frequencies of the middle feedback

loop (Figs 6.4(e) and 6.9). Contrary to the results of Grunwald and Merhav (1976), the

heading angle error did not become smaller for larger viewing distances, except for the

high velocity condition. The path-following performance was considerably better for the

small viewing distances and the low velocity conditions whereas for the high-velocity con-

dition the path-following performance was better for all viewing distances (Fig. 6.4(f)).

These results were supported by the higher outer loop crossover frequencies for the small

viewing distances (Fig. 6.9). The fact that the performance was better for the high ve-

locity conditions can be attributed to the higher bandwidth of the heading angle error

feedback loop for increasing Dvs. Maintaining such a tight middle loop closure is possible

due to the characteristics of the displacement ε for larger viewing distances (Eq. 6.1).

This automatically brings us to the meaning of the ε outer loop closure, the properties of

which determine the relative importance of the heading angle error and the position error

feedback. For small viewing distances, ε is a function of both the heading error ψe and

the position error xe, whereas for the large viewing distances the effects of a position error

are attenuated in ε. The results of this experiment suggest that not only the perceivability

of these two aircraft state elements (i.e. in ε) is what matters, but rather their usability

which is also determined by their dynamic characteristics.

A preferred viewing distance in the full preview situation? The experiment provides

evidence for the hypotheses that, first, in a limited viewing situation a particular viewing

distance is preferred over others, and, second, that this preferred viewing distance increases

with velocity. In the comparison between the results of the limited viewing experiment

as opposed to the full preview situation of Experiment X1, it was shown that there are

some differences but also some resemblances in pilot behaviour and performance. For

instance, whereas the level of control activity is lower in the limited viewing experiment,
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the path-following performance matches the performance of the full preview experiment.

An interesting question would be whether a comparison of the experimental results in-

dicates a preferred viewing distance in the full preview situation and, if so, whether this

viewing distance is also a function of velocity. Regarding the experimental results, some

evidence for this hypothesis can indeed be found in comparing the trends in especially the

outer loop and the combined outer loop crossover frequencies ωoutc and ωout
c

c , respectively

(Figs 6.11(b) and 6.9). Their values, depending on both the viewing distance and the air-

craft velocity, are in the same range of values of the full preview experiment for increasing

viewing distances at larger velocities. Although the trends in the pilot adaptation pro-

vide some additional evidence, not much other empirical data exist for the hypothesized

relation. This stresses the difficulty in explaining the hypothesis across the available ex-

perimental data. Experiment X2 did show the impact of the dynamic characteristics of a

highly-limited viewing volume on pilot behaviour. These properties are not any different

in the full preview situation, except for the fact that in the latter case there exists an

infinite number of viewing distances that can be used, not to mention the other optical

cues that become available, such as the optical splay angles.

Synthesis

The experimental results suggest that limiting the viewing volume could have significant

consequences for pilot behaviour. It is shown that the usability of a part of the tunnel at

a distance Dv from the viewplane depends on the velocity with which the aircraft travels

through the tunnel. This understanding is fundamental when determining the viewing

volume, i.e. values for Dvmin and Dvmax. In Fig. 6.12 the STD of the position error is

shown vs. the combined outer loop crossover frequency (a) and phase margin (b). The

effect of the viewing distance on the relation between the performance and the outer loop

crossover frequency is relatively small. The stability margins show a clear trend, caused

by the viewing distance, of a lower phase margin and higher performance for the small

viewing distances. Limiting the viewing volume to that part of the tunnel that is close

to the viewplane leads to improved path-following accuracy, higher levels of workload and

reduced system stability. Limiting the viewing volume to that part of the tunnel that

is positioned far away leads to degrading path-following accuracy and a higher level of

stability, but does not necessarily lead to lower levels of pilot workload. Obviously, both

options are less desirable than the full preview situation. They do suggest, however, a

number of possibilities and limitations for constraining the viewing volume. Basically,

all that matters is the presentation of aircraft heading and position errors. The heading

angle error can be shown by just presenting the part of the tunnel that is located at very

large distance – the infinity point – or with an elementary symbol such as a heading angle

error bug. This could limit the viewing volume considerably by decreasing the maximum

viewing distance. The experimental data show the importance of the near-by part of

the tunnel for path-following performance. For the higher velocity conditions, however,

showing only the part of the tunnel that is too close leads to decreasing system stability
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Figure 6.12: Pilot performance vs. the combined outer loop bandwidth and stability (all sub-

jects, all conditions). The various lines illustrate a best (LS) fit of the data for the

individual viewing distances (see legend) and for all data together (thick line).

and higher workload. Hence, for these velocities the minimum viewing distance can be

increased too. One should keep in mind, however, that by increasing the minimum viewing

distance one also limits the dynamic information of the visible part of the tunnel that is

off-central. This dynamic information could be mandatory when side-slip and wind effects

are included, for in those situations the aircraft heading does not determine the direction

of motion relative to the path. The latter problem can be solved by showing a flight-path

vector, which is the subject of Chapter 9. Tunnel images for a low and high-velocity flight

condition, based on these design rules are shown in Figs 6.13(a) and 6.13(b), respectively.

Based on the analysis of this chapter it is hypothesized that path-following accuracy, pilot

workload and system stability characteristics are not inferior to those of the full preview

situation of Experiment X1. The amount of the trajectory that is shown, however, is

considerably smaller here, which limits the problems of display clutter and a low-accuracy

or slow-updating aircraft avionics position measurement. Reducing the visible part of the
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(a) low velocity flight condition (b) high velocity flight condition

Figure 6.13: Tunnel images with a limited viewing volume for two velocity conditions. In these

figures the cross symbol explicitly shows the infinity point, allowing pilots to di-

rectly perceive their heading with respect to the trajectory.

future trajectory that is far away has indeed been applied successfully by Wickens et al.

(1989), who presented the tunnel upto a fixed distance ahead, followed by a line showing

the rest of the future trajectory to be flown.

6.6.2 Conclusions and recommendations

Conclusions

• The mathematical analysis of a limited viewing condition shows that the tunnel dy-

namic characteristics are determined by the viewing distance and the aircraft velocity.

• In the limited viewing situation pilots adapt their control behaviour to the dynamic

characteristics of the displacement cue ε.

• In a limited viewing control task pilots prefer a particular viewing distance over oth-

ers. The preferred viewing distance depends on the aircraft velocity with a trend of an

increasing viewing distance for larger velocities.

• The path-following performance in the limited viewing situation for small viewing

distances is superior to the performance in the full preview case. This is accompanied by

a higher workload and a reduction of system stability.

• The comparison of the experimental results with the full preview situation of Exper-

iment X1 is difficult. Although the observed trends indicate a similar preference for a

certain viewing distance as a function of velocity, the results are not convincing.

• The MLM modelling efforts show a consistent adaptation in the outer loops, whereas

the inner loop equalization shows more variation. The effects of the aircraft velocity on

pilot control behaviour can be anticipated beforehand.

• The identification and modelling attempts according to the ε-model are superior to

those of the conventional model. The latter model facilitates the comparison between the

limited viewing and the full preview conditions.

• The OCM application was more successful than in the previous experiment, although

again the number of model parameters had to be limited considerably to allow a successful
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parameter estimation. The OCM results remain difficult to interpret.

• The experiment showed that in the specification of viewing volume design guidelines

the effects of the aircraft velocity should be incorporated. An alternative for showing

the complete trajectory could be the combination of showing the tunnel from small to

intermediate viewing distances and a symbolic presentation of the motion relative to the

path, e.g. by means of a flight-path vector.

• Increasing the minimum viewing distance – presenting the tunnel from a distance

ahead – could deteriorate the perceivability of the dynamic motion cues. This effect is

attenuated for higher velocities.

• Decreasing the maximum viewing distance – presenting the tunnel up to a distance

ahead – could deteriorate system stability. This effect can be mitigated by showing the

relative motion with respect to the trajectory by means of some symbol.

• Decreasing the maximum viewing distance – restricting the preview – could have a

negative impact on situation awareness. Showing the future trajectory by means of a

perspective line could mitigate this problem as has been shown in (Wickens et al., 1989).

Recommendations

• The experiment could be conducted with the addition of a side-slip disturbance, which

could lead to a degrading performance and a higher control activity. Especially the use-

fulness of the tunnel at large viewing distances should be examined for this situation.

• The limited tunnel and symbology display (Fig. 6.13) could be examined experimen-

tally. By manipulating the visible part of the tunnel, the effect of the aircraft velocity can

then be examined for a situation that is closer to the full-preview situation.

• The recommendations of the previous chapter concerning the addition of motion cues

and the use of other (e.g. heavier) aircraft models apply in this experiment too.

The results of the OCM modelling approach disappointed once again, putting serious

doubts upon its applicability in the experiments studied here. Even for the elementary

situations examined in this and the previous chapter, the model parameters could only

be estimated successfully after limiting the number of OCM parameters. A theoretical

analysis of the applicability and, especially, the identifiability of the OCM (van Wijk &

Kok, 1977), has already shown these problems. It is strange – if not to say disturbing –

that in the many applications of the OCM this fact is often ignored. This can partly be

attributed to the fact that, in most cases, the model is validated only in the time domain

(e.g. (Grunwald & Merhav, 1976, 1978; Korn, Gully, & Kleinman, 1982)). Tentatively,

it can be postulated that the intellectual attractiveness of the OCM, with its appealing

regulator and observer structure, has often dazzled its users. A thorough re-examination

of the usability, applicability, and validity of the OCM, especially in multi-loop control

tasks is seriously recommended. This analysis is beyond the scope of this thesis and the

OCM will not be applied again in the following chapters.



Chapter 7

Cues in straight tunnel sections

7.1 Introduction

In the previous two experiments, especially the one investigating the effects of the tun-

nel size, an important conclusion was that the cybernetic approach does not succeed in

determining the relative usefulness of various optical cues when they are presented simul-

taneously. An alternative could be to manipulate the tunnel display geometry such that

a particular design conveys only one of the prominent sets of optical cues. Then, the

characteristics of pilot behaviour can be determined for each one of these sets, allowing a

comparison of these properties. This will be the approach followed in the current chapter.

As has been hypothesized in Chapter 3 the principal optical cues conveyed by the tunnel

display that refer to a position error with respect to the reference trajectory are those of

optical splay and optical density. The relative usefulness of these two sets for the control

of an aircraft through a straight tunnel section is the subject of this chapter. Based on

the discussion of Chapter 3, which is recapitulated shortly in §7.2, Experiment X3 has

been designed to assess the functionality of splay and density (§7.3). The results of this

experiment and the efforts to describe the observed control behaviour mathematically are

discussed in §7.4 and §7.5, respectively. The chapter ends with a retrospective in §7.6.

7.2 Background

In this section some the main findings of Chapter 3 – in particular §3.4 – are summarized,

emphasizing the properties of the cues of optical splay and optical density.

Optical splay and optical density Central in Gibson’s ecological approach to visual

perception is the locomotion of an observer with respect to a surface (Gibson, 1986). As

has been discussed in §3.2.2, the optical concomitants of the observer’s locomotion are

the changing texture gradients. The perspective projection of lines parallel to the viewing

direction conveys optical splay angle information. The perspective projection of lines per-
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Figure 7.1: A generic tunnel (left) dissected in a number of entities (right), showing either optical

splay – ω – or optical density – η, ε, µ, ν – information. The dashed lines represent

the horizontal and vertical pseudo-horizons through the infinity point.

pendicular to the viewing direction conveys optical density information. Both the variables

are isolated components of the global optical expansion pattern that results from an ap-

proach to a surface, and represent the perspective gradient and the compression gradient,

respectively (Flach et al., 1992). In the guidance task with a tunnel-in-the-sky display the

aircraft always approaches two of the four tunnel planes. Because the tunnel geometry is

presented by a perspective wireframe, conveying the texture gradients introduced above, it

is hypothesized that these cues are essential in examining pilot behaviour with the tunnel

display.

Mathematical cue analysis The approach of Chapter 3 has been to dissect the tunnel

geometry into a number of base entities, illustrated in Fig. 7.1. Recall that the attitude of

the aircraft with respect to the tunnel trajectory is depicted by the position of the infinity

point on the display. Furthermore, extending the planes of the top and bottom tunnel

walls results in a horizontal pseudo-horizon, parallel to the real horizon. Extending the

planes of the left and right tunnel walls yields a vertical pseudo-horizon. The projection of

the longitudinal lines connecting the individual tunnel frames convey four optical splay

angles ω1 . . . ω4. For a square tunnel the following linearized expressions can be obtained

(substitute Ht=Wt in Eqs 3.12-3.15):

ω1 = − ve
Wt

− xe
Wt

; ω3 = +
ve
Wt

+
xe
Wt

;

ω2 = − ve
Wt

+
xe
Wt

; ω4 = +
ve
Wt

− xe
Wt

.

The optical splay angles have a number of distinct properties. First, any splay angle is

a function of both the lateral and the vertical position error relative to the trajectory:
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the position error is shown in a coupled fashion. Second, they provide strong cues for

symmetry: when either xe or ve is zero, the splay angles are symmetric with respect to

the vertical and horizontal pseudo-horizons, respectively. Third, because the angle is a

property of the whole line, the change in splay angle is the same for all points on that line,

i.e. the splay gain is independent on which part of the line is perceived. Fourth, the optic

splay angles create no optic flow information specifying forward motion. The derivatives

of the splay angles are a function of the flight-path angle error in both the lateral (χe) and

the vertical (γe) direction.

The displacements of the horizontal and vertical tunnel frame line segments on the display

are also shown in Fig. 7.1. The relative displacements of these frame lines with respect to

the horizontal and vertical pseudo-horizons convey optical density information. For a

frame i at a distance Di the following expressions hold for the lateral optical densities:

εi∞ = εi − ε∞ = κ

(
Wt + 2xe

2Di

)

; ηi∞ = ηi − η∞ = κ

(
Wt − 2xe

2Di

)

,

and the vertical optical densities:

µi∞ = µi − µ∞ = κ

(
Ht − 2ve

2Di

)

; νi∞ = νi − ν∞ = κ

(
Ht + 2ve

2Di

)

.

The optical densities have a number of characteristics. First, they show the position

error in an uncoupled fashion, i.e. the lateral and vertical densities are only a function

of the lateral and the vertical position error, respectively. Second, the relative change in

density depends on the position of the particular elements that are involved, i.e. the gain

depends on the distances from the observer to the particular local elements, Di. Third,

when the aircraft moves through the tunnel, the tunnel frames approach the observer: the

displacement of the frames lines on the screen are affected by the forward motion. The

observer must perceive a change in the relative displacements on top of the displacements

due to the forward motion itself. Fourth, the derivatives of the density gradients in a

particular direction, are only a function of the flight-path angle error in that particular

direction. Similar to the relative displacements, however, and probably worse, the rates of

the changes in relative displacements must be perceived on top of the motion of the local

elements due to the forward motion.

Assessing cue functionality The texture gradients of optical splay and optical density

are a function only of the position of the aircraft relative to the tunnel centerline. The

relative virtues of these two principal sets of cues to estimate a position error on a straight

section of the trajectory are recapitulated above. It appears that, basically, two effects

are fundamental in assessing the functionality of these cues in a comparative way.

First, the position error is shown in a coupled fashion with optical splay, and in an uncoupled

fashion with optical density. A change in any splay angle can be the result of a change in

position in either the vertical or lateral direction, or both. A change in an optical density

in a direction can only be caused by a change in position in that particular direction.

Thus, when controlling the lateral dimension only – as in the previous experiments – both
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cues could do equally well. When both the channels are to be controlled simultaneously,

however, the analysis predicts a clear advantage for the use of optical density cues. Note

that this holds equally well for the derivatives of both cues, conveying information about

flight-path relative to the trajectory.

The second issue of interest is that of forward motion, i.e. the motion parallel to the

reference trajectory. Whereas the optical splay angles are useful referents for the lateral

and vertical motion – i.e. in a plane perpendicular to the reference trajectory – they do not

present any information about the forward motion. The optical density cues, conveyed by

the displacements of the tunnel frame line segments with respect to the pseudo-horizons,

are affected by the aircraft motion in all directions. The longitudinal motion leads to

tunnel frame motion towards the observer, and a change in the optical density must be

perceived on top of the expanding frames. Thus, in the theoretical case that the aircraft

could hover and there would be no forward motion, the optical density perception is

relatively unambiguous. When forward motion is active – the normal condition – a pilot

must intermittently shift his attention towards a new set of frames when the ‘old’ ones

approach the borders of the viewplane. The shifting of pilot’s gaze forwards and backwards

in the tunnel also leads to increased uncertainty about the perceived position errors. Recall

that the optical depression gain depends on the local elements involved, depending strongly

on the distance to these elements. Hence, intermittently changing attention forwards and

backwards into the tunnel also leads to intermittent changes in the estimates of the position

errors. The optical splay angles are independent of the forward motion and, because the

angle is a property of the whole line, they yield unambiguous information about the

position error. Again, these characteristics also hold for the derivatives of the texture

gradients. In the Experiment X3 special interest will be paid to these effects.

7.3 Experiment X3

Experiment X3 investigates the effects of providing different sets of optical cues – most

prominently, those of optical splay and optical density – on pilot performance and pilot

control behaviour. The analysis of the characteristics of these cues revealed that special

interest should be paid to, on the one hand, the effects of forward motion and, on the

other hand, the degrees of freedom of the lateral/vertical motion. In the following, it will

become clear that the latter interest leads to the incorporation of a dual axis control task.

That is, the lateral/longitudinal roll axis task conducted in the previous chapters will be

extended with the vertical/longitudinal pitch axis task. Because this is the first – and the

last – application of this material in this thesis, the discussion will emphasize this point.

METHOD

Subjects and instructions to subjects Four subjects (A – D) participated in the

experiment. They were instructed to control the aircraft through the tunnel as accurately
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(a) Display A (b) Display B (c) Display C

Figure 7.2: The three displays of Experiment X3: Display A, the splay-only tunnel; Display B,

the density-only tunnel; Display C, the combination of Displays A and B.

Table 7.1: Experimental conditions (X3).

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18

display A A A A A A B B B B B B C C C C C C
channel R P D R P D R P D R P D R P D R P D
motion · · · M M M · · · M M M · · · M M M

as possible. In other words, subjects had to minimize all the position and attitude errors,

despite the effects of the disturbances acting on the aircraft.

Apparatus The Human-Machine Laboratory was used, described in Appendix A.

Independent variables Three independent variables were defined. First, three dif-

ferent displays were defined that are all abstractions of the basic tunnel (Fig. 7.2): (i)

Display A, showing only the longitudinal lines connecting the tunnel frames; (ii) Display

B, showing only the tunnel frames themselves, and (iii) Display C, a combination of Dis-

plays A and B. Obviously, Display A conveys only optical splay information, Display B

conveys only optical density information, and Display C provides both. No altitude poles

were presented. To analyze the usefulness of the optical cues, two additional variables were

manipulated in the experiment. The second independent variable was the control channel.

Three control channels were applied: (i) roll (R), where only the lateral/longitudinal mo-

tion must be controlled; (ii) pitch (P), where only the vertical/longitudinal motion must

be controlled, and (iii) dual (D), where the roll and pitch channels must be controlled

simultaneously. The third independent variable was the status of the longitudinal or

forward motion. Two situations were examined: (i) no forward motion (·), in which the

longitudinal position of the aircraft was fixed, resulting in a hovering task1, and (ii) forward

motion (M), in which the longitudinal position was set free, resulting in the conventional

tunnel tracking task. Summarizing, the independent measures are the display (3 levels),

the control channel (3 levels) and the forward motion condition (2 levels).

1In this situation the aircraft moves (in lateral and/or vertical direction) in a plane perpendicular to

the tunnel centerline.
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Experimental design A full-factorial within-subjects design was applied, consisting of

a total of 18 conditions (Table 7.1). The conditions were randomized over the experiment.

Each subject conducted eight familiarization sessions (144 runs) before completing six

replications of all experimental conditions (108 runs) that served as the measurements.

Procedure During the course of two and a halve days a subject conducted 252 experi-

mental runs, divided in 42 blocks of six runs each. A single run lasted 120 [s], consisting of

a run-in time Ti of 15 [s] and a measurement time Tm of 105 [s]. The pace of the experiment

was such to allow sufficient time for subject preparation and to prevent fatigue.

Dependent measures For both the roll and the pitch channel five performance

variables were selected, representing pilot control activity, inner loop activity and path-

following performance. In the roll channel, these were the aileron control signal (δa) and

its derivative (δ̇a), the aircraft roll angle (φ), the heading angle error (ψe) and the lateral

position error (xe). In the pitch channel, these were the elevator control signal (δe) and its

derivative (δ̇e), the aircraft pitch angle (θ), the vertical flight-path angle error (γe) and the

vertical position error (ve). All error variables are defined with respect to the reference

trajectory. The STDs of these ten variables acted as the dependent measures.

Description of the experiment simulation

Tunnel display geometry A generic tunnel was used consisting of square frames (Ht=

Wt=40 [m]) connected with longitudinal frame lines. The display format was one of the

independent measures, yielding the three displays of Fig. 7.2. The reference trajectory

was straight and had a downslope Γt of 3 [deg]. The intermediate frame distance 4D
was fixed at 350 [m]. No flight-path vector or other symbology was presented.

Aircraft models The linearized symmetric (pitch) and asymmetric (roll) dynamics

of a Cessna Citation I were simulated. The aircraft dynamics were fully uncoupled for

the two channels. The velocity was fixed at 70 [m/s]. The roll channel dynamics were

identical to those applied in the previous experiments. The pitch channel dynamics are

illustrated in Fig. 2.10(b). The dynamics in both channels consist of a concatenation of

three elementary transfer functions connecting the pilot’s input signal with the aircraft

inner (attitude: roll and pitch angle), middle (flight-path: flight-path azimuth and angle

of climb) and outer (position) loops. When the roll axis control task is active, all state

variables of the pitch axis are fixed to their initial condition, and vice versa (Appendix C).

Atmospheric disturbances The lateral and vertical channels are both disturbed with

two independent input signals each: i1 and i2 for roll and i3 and i4 for pitch. The four input

signals were each computed as a sum of 12 sinusoids and are listed in Table 7.2. In order to

identify pilot control behaviour in both the roll and the pitch channel simultaneously, the

frequencies of the four input signals were chosen as 12 groups consisting of 4 components

each, distributed over the frequency range of interest (Fig. 7.3). Grouping four frequency

components closely together was problematic especially for low frequencies, and led to
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Table 7.2: Definition of the input signals i1, i2 (roll) and i3 and i4 (pitch).

roll channel
input signal i1 input signal i2

k1i
ω1i

A1i
φ1i

k2i
ω2i

A2i
φ2i

i [-] [rad/s] [deg] [deg] [-] [rad/s] [deg] [deg]
1 4 0.2396 0.4000 -8.7396 5 0.2992 2.0954 161.0276
2 11 0.6582 0.4130 -131.0308 12 0.7181 1.9941 -112.8963
3 19 1.1369 0.4402 -123.4390 21 1.2566 1.7939 113.1471
4 27 1.6157 0.4758 150.6975 28 1.6755 1.6241 111.9376
5 35 2.0944 0.5147 -149.1154 37 2.2141 1.4202 108.8338
6 47 2.8125 0.5680 26.5673 49 2.9322 1.1939 91.4982
7 65 3.8896 0.6144 -42.8377 66 3.9494 0.9572 53.4347
8 82 4.9069 0.6142 153.3283 83 4.6671 0.7914 44.0517
9 111 6.6422 0.5553 -62.1594 113 6.7619 0.6009 -19.6409

10 145 8.6768 0.4679 -59.7727 146 8.7366 0.4728 40.2383
11 193 11.5491 0.3698 12.8682 194 11.6089 0.3597 -145.7304
12 251 15.0198 0.2907 -143.8011 252 15.0796 0.2786 -123.6679

pitch channel
input signal i3 input signal i4

k3i
ω3i

A3i
φ3i

k4i
ω4i

A4i
φ4i

i [-] [rad/s] [deg] [deg] [-] [rad/s] [deg] [deg]
1 6 0.3590 1.1841 -36.1717 7 0.4189 1.8966 -110.0366
2 13 0.7779 0.9929 -179.8160 15 0.8976 1.5302 100.8650
3 22 1.3165 0.7061 168.0954 23 1.3763 1.2087 67.0291
4 29 1.7354 0.6281 147.5793 31 1.8550 0.9757 -10.9675
5 38 2.2739 0.5064 75.3704 39 2.3338 0.8099 172.9186
6 50 2.9919 0.3988 40.4268 51 3.0518 0.6403 133.6905
7 67 4.0093 0.3045 -102.3458 68 4.0691 0.4907 -157.7298
8 85 5.0864 0.2427 135.7491 86 5.1462 0.3922 -63.7353
9 115 6.8816 0.1809 151.8412 116 6.9414 0.2932 -80.4634

10 147 8.7965 0.1421 -118.4814 148 8.8563 0.2307 -141.2839
11 196 11.7286 0.1069 10.3814 197 11.7885 0.1738 -103.6693
12 253 15.1395 0.0829 9.4847 254 15.1993 0.1349 83.4947

a considerable increase in the measurement interval Tm from the usual 81.92 [s] to 105

[s]. The amplitudes of the forcing functions were determined by the input signal shaping

filters. For the roll channel, these filters were the same as those applied in Experiments

X1 and X2. To reduce the subject task demand load, however, the intensity of forcing

function i1 was chosen to be 4.54 [deg2] instead of the common 10.0 [deg2]. This hampers

a comparison between the results of this experiment and those of others. The amplitudes

of the pitch channel forcing functions were determined by the following shaping filters:

Hi3
w3

(s) =
1

1 + τ3s
; and Hi4

w4
(s) =

1

1 + τ4s
, (7.1)

with τ3 and τ4 the time constants that are both set at 1.0 [s]. The input density of i3 is

set at 4.0 [deg2] and that of i4 to 10.0 [deg2]. Note that both the pitch channel shaping

filters do not compensate for the aircraft pitch dynamics. A well-chosen combination of
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Figure 7.3: The distribution of the frequencies of the four forcing functions (i1 . . . i4), i.e. k1i
,

k2i
, k3i

and k4i
(Table 7.2). The figure illustrates the fact that the frequencies are

clustered, in twelve groups of four frequency components (the first three clusters are

shown, i.e. k11 = 4, k21 = 5, etc.).

the system dynamics, the disturbance signals’ spectra and their intensities is crucial in

the experiment (Mulder, 1996). The settings defined above were chosen according to the

input signal design rules of Appendix F and after extensive pre-experimental validation.

Initial condition Before the start of each run, the aircraft was positioned in the center

of the tunnel with zero position and attitude errors. The initial longitudinal position of the

aircraft on the tunnel reference trajectory was randomized. This could lead to an artifact

for Display C and especially Display B, in the no forward motion-conditions. Here, the

perception of the optical density conveyed by the tunnel frames could be hampered when

the first visual frame is located either very near the aircraft or very far away. This effect

was countered by limiting the randomization of the longitudinal position – relative to the

first visible frame – within boundaries determined in the pre-experimental analysis.

Identification issues

Dual axes vs. simple axis tasks When both the vertical and the lateral axis are

controlled, the pilot model in principle has six input signals and two output signals (6×2).

A common assumption applied throughout this thesis, is to combine the estimation of the

middle and outer loop pilot feedbacks, yielding a model with only four input signals

(4 × 2). In Appendix F the identification method for estimating all pilot feedbacks and

the potential cross-couplings between both the control channels is discussed. One could

also assume, however, that all cross-channel interactions are zero, resulting in two parallel

and independent pilot models for each control channel, each with only two input signals

and one output signal (2 × 1). In the latter case, the effects of the cross-couplings are

incorporated in the identification method as an increase in the estimated pilot noise.

The perceivability of the aircraft flight-path As has been discussed in Chapter

4, the addition of a disturbance signal to the aircraft’s flight-path angle disturbs the
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relation between the aircraft’s direction of motion and its attitude relative to the trajectory.

This seriously affects the use of the tunnel display, because in this case the direction of

motion is not fixed any more relative to the aircraft’s Body axis – the display principal

axis. Because the pilot’s middle (flight-path) and outer (position) feedback loops can be

identified simultaneously, the addition of a third disturbance signal in each control channel

is unnecessary. This procedure has been used throughout this thesis – except in Chapter

9 – and applies well in the roll channel control task. Here, the aircraft direction of motion,

the flight-path angle, equals the heading angle relative to the trajectory, which can be

estimated using the location of the infinity point on the display.

In the pitch channel control task, however, this situation no longer holds. The location

of the infinity point is a function of the aircraft’s attitude, not its flight-path. In the

roll channel – without slip – these are the same. In the pitch channel, even without a

disturbance on the flight-path, they are not. In most aircraft, changing the pitch angle

results in a lagged response of the angle of climb, that could lead to significant task

difficulty in controlling the latter variable. Hence, the addition of a forcing function (i4)

on the aircraft vertical attitude angle makes things even worse: the angle of climb still lags

the angle of pitch, but the latter is also disturbed by an unknown, random noise signal.

Summarizing, it can be expected that the control of the pitch channel is difficult for two

reasons. First, and most important, the direction of vertical motion – the angle of climb

– cannot be estimated directly from the display, but must be inferred from the changing

perspective of the tunnel. Second, the control of the angle of climb is hampered due to

the lagging response and the addition of an unknown random disturbance signal. This

Catch-22 situation (Heller, 1961) emerged in the pre-experimental analysis. Adding a

flight-path vector symbol could solve the problem but is conflicting with the purpose of

the experiment. Removing the second disturbance signal in the pitch channel could also

partially solve the problem, but would have made the identification of pilot behaviour in

the pitch channel impossible.

Experiment hypotheses

The experiment hypotheses are straightforward when considering the pre-experimental

cue analysis of §7.2. First, it is hypothesized that whereas the presence of forward motion

has no effect at all on the performance with Display A, it deteriorates performance with

Display B. Second, it is hypothesized that whereas adding another control channel de-

teriorates performance with Display A, performance remains more or less the same with

Display B. The latter assumption will probably be hard to prove because a dual axes

task will inherently be more difficult to control than a single axis task. The effects of

the independent measures on Display C are expected to be a mixture of the effects on

Displays A and B. Because it is a combination of both displays, the relative virtues and

characteristics of the combined sets of cues could compensate for each other.

The effects of the explicit or implicit perceivability of the direction of motion in the roll

and pitch channels, respectively, cannot be predicted beforehand. The experimental re-
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sults could shed a light on the question whether either optical splay or optical density is

suitable for estimating the direction of motion. It is clear, however, that because of the

implicit nature of the flight-path information in the pitch channel, control of this channel

can be expected to be more difficult than that of the roll channel.

7.4 Results

7.4.1 The pilot questionnaire

Because subject D was involved in the definition and set-up of the experiment, only the

comments of subjects A to C will be discussed.

Realism of the simulation The simulated roll dynamics were considered realistic; the

simulated pitch dynamics were judged less realistic but still satisfactory (Table 7.3). The

realism of the disturbances acting on the vehicle were judged satisfactory for the pitch

channel but less realistic for the roll channel. Subjects had no further comments.

Experienced egomotion and perceived depth Subjects considered Display A as a

two-dimensional shape and lost their sense of egomotion completely (Table 7.3). This can

be attributed to the fact that the splay-only display conveys no flow information about

forward motion whatsoever. In the frame-only display, B, the sense of depth and the

experienced egomotion increases dramatically when forward motion is active. The same

holds for the combined display, C. Concluding, for all displays the experienced egomotion

is negligible when the forward motion is inactive and – except for Display A – increases

dramatically when actually moving through the tunnel. The perceived depth also gains

much from adding forward motion except for Display A. For Display B and especially

Display C the perceived depth is average even when the forward motion is turned off.

Sources of information and control strategies Subjects were aware of and applied the

two different sets of cues, splay and density, for Displays A and B, respectively. Although

Display B implicitly showed four splay angles through ‘virtual’ lines connecting the tunnel

frame vertices, subjects gave no comments whatsoever on this hidden splay information.

For the combined display, C, the comments were mixed. Two subjects tended to use

the splay lines continuously and used the approaching frames momentarily to check their

position relative to the tunnel. The other subject used the frames as a primary cue and

the splay angles as a check. Subjects unanimously judged the splay angles to be useful

in the pitch channel control task, because it allowed them to improve their estimate of

the vertical motion. Subjects judged the forward motion to be detrimental for Display B.

Because they preferred to focus their attention to the center of the display, the expansion of

the approaching frames forced them to intermittently change their attention. One subject

stated that the perspective of the approaching frames allowed the aircraft dynamics to be

‘visualized’, which was useful for damping control inputs. Finally, all subjects commented

on the difficulty of controlling the pitch channel dynamics, especially because of the lack

of a reference or datum point showing their motion relative to the tunnel. One pilot
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Table 7.3: Summary of results from a pilot questionnaire (X3).

How would you describe the level of realism of the simulated aircraft [–] dynamics?

very very
realistic realistic average unrealistic unrealistic

roll · 2 1 · ·
pitch · 1 1 1 ·

How would you describe the level of realism of the simulated aircraft [–] disturbances?

very very
realistic realistic average unrealistic unrealistic

roll · · 1 2 ·
pitch · · 2 1 ·

How would you describe the strength of the experienced egomotion, i.e. did you have
a strong feeling you were moving through a three-dimensional world or did you not?

very very
strong strong average weak weak

A, no motion · · · · 3
A, motion · · · · 3
B, no motion · · · · 3
B, motion · 2 1 · ·
C, no motion · · · 1 2
C, motion 1 2 · · ·

How would you describe the strength of the sense of depth in the display, i.e. did you have
a strong feeling you were looking ahead into a three-dimensional world or did you not?

very very
strong strong average weak weak

A, no motion · · · 1 2
A, motion · · · 1 2
B, no motion · · 1 1 1
B, motion · 2 1 · ·
C, no motion 1 1 1 · ·
C, motion 2 1 · · ·

commented that the applied pitch axis control strategy was not very realistic, especially

when aircraft vertical load factors would be concerned.

Effort ratings The effort ratings (Fig. 7.4) show that the roll control task is less

difficult than the pitch control task, and that the dual axis task is more difficult than

the single axis tasks. These findings are independent of the forward motion condition.

Whereas the effect of the display is negligible between Displays A and B, control with

the combined Display C is preferred. Although subjects commented that forward motion

affected their control strategy with Display B, no such trend can be seen in the ratings.
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Figure 7.4: Z-scores of the effort ratings for all 18 conditions of Experiment X3. In this figure

and in the following, the insets show the three displays, the strings ‘R/P/D’ show

the control channel, and ‘M’ depicts the motion condition. The numbers below the

figure show the experimental conditions.

7.4.2 Time domain data: statistical analysis

A full-factorial mixed-model Analysis of Variance was conducted for the time domain data

of the roll and pitch channels. Three independent measures were defined: the display (D)

(3 levels), the control channel (C) (2 levels) and the forward motion condition (M) (2

levels). For a particular dependent measure, the channel measure merely compares the

single vs. the dual axis control task, i.e. ‘R’ vs. ‘R+P’ for the roll axis variables and ‘P’

vs. ‘P+R’ for the pitch axis variables. The ANOVA results are summarized in Table 7.4.

Roll channel variables The means and 95% confidence intervals for the aileron control

signal and its derivative are illustrated in Figs 7.5(a) and 7.5(b). It is clear that control

activity decreases when the pitch channel is added. Both variables show only a significant

D×M-interaction (δa: F2,6 = 5.673, p=0.041; δ̇a: F2,6 = 5.942, p=0.038), caused by the

fact that whereas motion has no effect on Display A, it does affect Displays B and C

significantly. For the latter two displays control activity decreases when motion is added.

This can be verified by dividing the data into three categories according to the display

variable, and computing an ANOVA for each of them.

Quite the opposite holds for the roll angle (Fig. 7.5(c)), that increases when the pitch

channel is added. Again, a significant D×M-interaction is found (F2,6 = 6.415, p=0.032),

caused by the different effects of motion on Display A vs. Displays B and C.

The path-following accuracy, expressed in terms of the heading angle error ψe (Fig. 7.5(d))

and the lateral position error xe (Fig. 7.5(e)) shows some clear effects. Surprisingly,

none of the independent measures causes significant effects for the heading angle error.

Independent of the other measures, ψe is smallest for Display B, where the results for

Displays A and C are equivalent. The addition of the pitch control channel leads to an
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Figure 7.5: Means and 95% confidence limits of the STDs of the dependent measures (all sub-

jects).
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Table 7.4: Results of a full-factorial ANOVA (X3) on the dependent measures involving con-

trol activity, inner loop activity and path-following accuracy (in this table ‘??’, ‘?’

and ‘◦’ represent significance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10,

respectively).

roll channel pitch channel

δa δ̇a φ ψe xe δe δ̇e θ γe ve

main effects

D · · · · ◦ ?? ?? ?? ?? ??
C · · · · ◦ ? ? ? ? ??
M · · · · ? · · · · ??

2-way interactions

D×C · · · · · ?? ?? · ? ??
D×M ? ? ? · ? · · · · ??
C×M · · · · · · · · · ·

3-way interaction

D×C×M · · · · · · · · · ◦

increasing heading angle error. Motion has a small but not significant effect on Displays

B and C. The cross-track error is smallest for Display C in almost all conditions, causing

a display effect of borderline significance (F2,6 = 3.591, p=0.094). Motion has no effect on

Display A, but it leads to decreasing performance with Displays B and C. This causes the

significant effect of motion (F1,3 = 12.117, p=0.040) and the significant D×M-interaction

(F1,3 = 8.863, p=0.016). The addition of the pitch control task leads to an increasing

cross-track error (F1,3 = 9.797, p=0.052).

Pitch channel variables Table 7.4 indicates that the variation in the independent

measures leads to much stronger effects on the pitch channel variables relative to the roll

channel variables. The means and 95% confidence limits of the elevator control signal

and its derivative are shown in Figs 7.5(f) and 7.5(g). Control activity is smallest for

Display B and decreases when the roll channel is added, causing the significant effects of

display (δe: F2,6 = 28.306, p <0.01; δ̇e: F2,6 = 15.436, p <0.01), and control channel (δe:

F1,3 = 33.057, p=0.011; δ̇e: F1,3 = 14.937, p=0.031). The effect of the control channel is

not significant for Display B, causing the significant D×C-interaction (δe: F2,6 = 32.125,

p <0.01; δ̇e: F2,6 = 33.561, p <0.01). Forward motion has no effect on Display A. It leads

to a decrease in control activity for Displays B and C, that is not significant.

The pitch angle (Fig. 7.5(h)) has similar effects. First, it is smallest for Display B, in-

dependent of the other measures, causing the significant effect of display (F2,6 = 24.749,

p <0.01). Second, the addition of the roll axis yields a decreasing pitch angle variance, also

independent of the other measures, causing the significant channel effect (F1,3 = 29.733,

p=0.012). Whereas forward motion has no effect on Display A, it does lead to a decrease

– but not significant – for Displays B and C.

The path-following accuracy, expressed in the vertical position error ve and the angle of
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climb error γe, is shown in Figs 7.5(j) and 7.5(i). Performance is superior for Display C,

both in terms of ve and γe. Performance is worst with Display B. The display effect is

significant (ve: F2,6 = 22.390, p <0.01; γe: F2,6 = 23.488, p <0.01). Furthermore, the

addition of the roll axis task deteriorates performance with Display A, independent of

the motion condition, and Display C. The effect does virtually not exist for Display B.

These effects together cause the significant effect of the control channel (ve: F1,3 = 40.281,

p <0.01; γe: F1,3 = 13.177, p=0.036), the D×C-interaction (ve: F2,6 = 11.475, p <0.01;

γe: F2,6 = 9.652, p=0.013) and the D×C×M-interaction of ve (F2,6 = 3.793, p=0.086).

Whereas forward motion has no effect on Display A, it leads to a deteriorating perfor-

mance for Displays B and C, but only in terms of ve. This causes the significant effect of

motion (F1,3 = 67.717, p <0.01) and the D×M-interaction (F1,3 = 15.522, p <0.01).

7.4.3 Frequency domain data

Relative noise ratios Seven RNRs can be computed of the control, inner loop and

outer loop signals of both the pitch and roll channels: four RNR’s for each individual

frequency (i1 . . . i4), two RNR’s of the set of frequencies of each channel (i1&i2 and i3&i4)

and a RNR for all frequencies at a time (i1&i2&i3&i4). The RNRs provided insight into

what could be expected in the procedure of estimating the frequency responses. First,

they showed that in the dual axes tasks the distribution of variance due to the potential

cross-couplings between both channels was negligible. For a particular signal, the dual

axes task only led to an increase in the RNRs at the corresponding frequencies of the

particular signal channel. Second, whereas the RNRs marked a clear increase in the noise

variance in the dual axes task for Display A, this effect was marginal for Displays B and

C (see Fig. 7.6, that shows characteristic values of the roll channel RNRs of one subject).

Third, whereas the RNRs showed a clear increase in the noise variance when forward

motion was added for Display B, this effect was smaller for Displays A and C.

Estimated frequency responses Recall that the frequency responses were estimated

for two operator models, i.e. the (4× 2) parallel model combining the pitch and roll chan-

nels, and the common (2 × 1) parallel model where the estimation in both channels is

separated (Appendix F). The estimates support the findings of the RNRs. Fig. 7.7 shows

typical estimated inner loop frequency responses of the (4 × 2) parallel feedback model.

Four frequency responses are estimated, consisting of the two within-channel responses

Hφδa
and Hθδe

and the two between-channel responses Hφδe
and Hθδa

. The figures show

two different estimates: (i) the averaged frequency response estimations using the raw time

histories (squares) and the variance in the estimates (cross-hairs), and (ii) the frequency

response estimations using the averaged time histories (circles). The figures illustrate that

whereas the two estimates are similar for the within-channel responses, they are not for

the cross-couplings. The estimates of the between-channel responses are not consistent.

First, the large variance in these estimates indicate that they change considerably be-

tween trials. Second, the averaged estimates are not the same as the estimates using the
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Figure 7.6: Relative noise ratios (one subject, roll conditions). The three bars for each condition

represent the RNRs computed at frequencies i1 (left), i2 (middle) and i1&i2 (right).

averaged data. Third, the estimated frequency responses do not correspond to a normal

system. The estimates of the within-channel responses – the direct couplings – show an

opposite trend. First, they are consistent between trials as judged by the comparatively

small uncertainties. Second, the averaged estimates resemble those computed with the

averaged data closely. And third, the estimates portrait a normal linear system.

In conclusion, the RNRs as well as the estimates of the frequency responses suggest that

the dual axes tasks can be regarded as two single axis tasks operating in parallel, i.e. a dual

(2×1) instead of a single (4×2) feedback process. In the frequency response estimation

procedure, it can be assumed that both control channels can be treated independently of

each other. The cross-couplings appear only as an increase in the noise components of a

particular signal, leading to larger uncertainties of the estimates.

7.5 Modelling efforts

The pre-modelling data (RNRs etc.) indicated that the pilot behaviour in the dual axes

tasks could be modelled as two single axis controllers running in parallel. Therefore the

results for both the roll and the pitch channel are discussed separately.

Roll channel

Model structure The MLM model structure in the roll channel is identical to the

structure applied in Experiments X1 and X2. The model consists of three feedback loops

representing pilot control of aircraft attitude, flight-path and position.
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Figure 7.8: Roll channel inner loop MLM pilot model variables (all subjects, all conditions).

Here, and in the following, the cross-hairs show the parameter estimation uncertain-

ties according to Cramer-Rao. In the bottom left figure, the horizontal shaded areas

show the values of the aircraft roll subsidence lag time constant, τφ.
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Model parameters The MLM model parameters are identical to those applied in

Experiment X1. It is hypothesized that all pilot equalization efforts are put in the control

of the inner loop (attitude). The middle and outer loops are fed back with two proportional

gains which merely determine the bandwidth of the two feedback loops. Here only the

inner loop variables are discussed.

The estimated inner loop parameters are illustrated in Figs 7.8(a) and 7.8(b) for the pilot

limitation and pilot equalization subsystems, respectively. The main trends in the pilot

limitation data are, first of all, an increasing time delay, neuromuscular frequency and

damping for the dual axes tasks. This is a clear and obvious effect of the fact that a pilot

must control two channels simultaneously. Dividing attention over two channels leads

to an increasing delay, which in turn causes a more conservative neuromuscular system

dynamics. Second, the motion condition has no effect on parameters with Display A.

Third, the trend in the parameters for Display C generally follows that of Display A.

Fourth, the time delay is somewhat larger for Displays B and C, especially in the single

axis conditions. Finally, the forward motion condition leads to increasing time delays for

Displays B and C. These trends are not always clear, however, for all subjects.

The trends in the pilot equalization data show the antagonistic character of the inner

loop lead and gain. First of all, the lead increases and the gain decreases for the double

axis conditions. This illustrates a pilot’s need to gain extra phase margin needed at these

conditions to compensate for the increasing delay. Second, whereas the motion condition

has no effect on Display A, it affects the data of the other displays. For Display B

the lead becomes smaller and the gain increases when motion is added. Thus, the inner

loop equalization network can not compensate completely for the increasing delay for the

conditions with Display B. Again these trends are not always clear for all subjects.

MLM results: crossover frequencies and phase margins The measured and modelled

crossover frequencies and phase margins of the inner loop and the combined outer loop are

illustrated in Figs 7.9(a) and 7.9(b), respectively. The dual axes tasks lead to a decreasing

inner loop bandwidth and an increasing phase margin for all displays. Whereas the forward

motion condition has no effect on Display A, it leads to lower inner loop phase margins

for Display B. In the dual axis tasks, the inner loop bandwidth is smallest for Display B.

The addition of motion in these conditions increases bandwidth somewhat. Finally, the

largest phase margins are found for Display C. The combined outer loop bandwidth is

smaller (larger phase margin) for the dual axes tasks, for all displays except Display B.

Whereas the addition of motion has no effect on Display A, it leads to a smaller bandwidth

and higher phase margins for Displays B and C. In the combined outer loop, the trends

in Display C resemble those of Display B. Display C yields the highest values of the

combined outer loop bandwidth, accompanied by the lowest values of the phase margin.

The estimation of the MLM middle and outer loop gains allows the combined outer loop to

be dissected in the middle and outer feedback loops. The bandwidth and stability margins

of these loops are shown in Fig. 7.10. The dual axes tasks lead to lower values of the middle
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Figure 7.9: Roll channel crossover frequencies and phase margins (all subjects, all conditions).

The shaded areas show the uncertainty regions of the raw frequency response data.

The ‘*’-symbols show the quantities for the averaged frequency responses; the

squares show them for the MLMs.
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Figure 7.10: Roll channel crossover frequencies and phase margins of the middle (‘o’) and outer

(‘*’) loops, following the MLM analysis (all subjects, all conditions).

loop bandwidth for all displays, especially Display A. The effect on phase margin is less

clear and depends on the display: for Display A bandwidth increases, whereas for Display

B it decreases for the dual axes tasks. The forward motion does not influence Display A,

but leads to lower values of the middle loop bandwidth and increasing phase margins for

Display B. The effects of adding another control channel and forward motion have only

marginal influence on Display C. Bandwidth is highest and stability margins smallest for

this display. The trends in the outer loop variables are clear. First, the dual axes tasks

lead to higher bandwidths and lower phase margins. This contradicts to what could be

expected and will be explained later. The forward motion affects Display C and especially

Display B, decreasing the bandwidths (higher stability margins). Generally, bandwidth

is highest for Display C and lowest for Display B, except for the conditions with forward

motion where Display A is superior. The stability margins are lowest for Display B.

Pitch channel

In all other experiments of this thesis, the single axis roll channel control task is exam-

ined and the states of the symmetric aircraft motion are fixed to their initial conditions.

Experiment X3 is the only experiment where pilots had to control the aircraft in the ver-

tical dimension. The symmetric aircraft dynamics are described in detail in Appendix C.

Below, the pilot model in the pitch channel will be elaborated.
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Figure 7.11: MLM model structure of the pitch channel outer loop. Here, the upper path

marks a proportional feedback of the vertical position error. The lower path shows

a proportional feedback of a delayed estimate of the vertical position error rate.

MLM model structure The model structure of the inner loop is similar to that of

the roll channel, except for the inclusion of the pilot lag time constant τIin
. Recall that

the inner loop aircraft dynamics are simplified by an elementary integrator, yielding a

proportional relation between the aircraft pitch rate and the pilot elevator deflection.

The estimated frequency responses revealed that the lag parameter τIin
was necessary to

describe the low-frequency lag adopted by pilots to dampen their pitch-rate response.

The model structure in the outer loop is completely different from that of the roll channel.

Recall that whereas in the roll channel the flight-path ψe is directly visible from the

display (through the infinity point), this is not the case in the pitch channel. Here,

the flight-path angle error γe must be estimated, through perceiving the derivatives of

the cues for a position error – optical splay and optical density. A model structure was

applied – illustrated in Fig. 7.11 – that incorporated the indirectness of controlling vertical

flight-path. It consists of two paths. The first path is a proportional feedback of the

vertical position error ve, Kpv
. The second is a proportional feedback of the estimated

vertical position error rate v̇e, Kpv̇
. Because this rate must be perceived from the changing

perspective geometry, a time delay is added in the second path, τv̇. The resulting model

structure could describe the measured pilot control behaviour in the vertical dimension

quite well. One of the virtues of the cybernetic approach is that, when mistakenly applying

a pilot model like the one used in the roll channel, i.e. with an explicit feedback of flight-

path, the results would be dramatic. Hence, the frequency domain estimates provide a

strong link with the analysis of cue functionality, and vice versa.

MLM model parameters The inner loop variables are illustrated in Figs 7.12(a)

and 7.12(b) for the pilot limitation and equalisation subsystems, respectively. As one

can see from Fig. 7.12(a), the estimation of the nm damping was problematic, forcing

this variable to be fixed at its lower bound – 0.045 [s] – for almost all conditions and

subjects. The badly damped nm system and the relatively low time delay – as compared
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Figure 7.12: Pitch channel inner loop MLM pilot model variables (all subjects, all conditions).
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Figure 7.13: Pitch channel outer loop MLM variables (all subjects, all conditions).

to the roll channel – are signs of a strong pilot need for phase margin at the middle and

high-frequency regions. The effects on τ and ωn are not very clear, although they both

increase for almost all dual axes conditions. Whereas motion had no effect on Display A, it

results in an increasing delay for Display C. The equalization variables also have a rather

scattered appearance. Especially the inner loop gain and lag time constant are difficult to

estimate in the conditions with Display B (subject B). Generally, the dual axes tasks lead

to increasing values of all equalization variables. Furthermore, all variables appear to be

larger for Display B especially in the forward motion conditions. The network variables

τLin
and τIin

have almost identical trends. The increasing lead time constants for the

dual axes tasks are an obvious attempt to compensate for the increasing delay at these

conditions. The effects for Display C are less clear. Summarizing, the estimation of the

inner loop variables was difficult and showed considerable differences between subjects.

The outer loop – the vertical position error feedback – parameter estimation was more

successful (Fig. 7.13). First of all, the motion conditions had no effect on the parameters

with Display A. The gains of both the position error and derivative feedbacks decrease

for Displays A and C when the roll task is added. This effect is smaller for Display B.

The addition of motion leads to decreasing gains for Displays B and C. For the conditions

without motion, the position derivative feedback gains increase for Display B. Generally,

Kpv
and Kpv̇

are highest for Displays A and C, especially for the single axis conditions.
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These gains are smallest for Display B, especially when motion is added. The time delay

τv̇ – modelling the time needed to implicitly derive position error derivative (flight-path)

information – is rather high, i.e. 0.5 to 1.5 [s], especially for Display B. For all displays

this variable increases for the dual axes conditions. Motion appears to have no effect at

all for any of the displays. The trends for Display C are similar to those of Display A.

MLM results: crossover frequencies and phase margins The inner loop and outer

loop bandwidth and stability margins are shown in Figs 7.14(a) and 7.14(b), respectively.

The effects are as they were anticipated. Concerning the inner loop variables, the inner

loop bandwidth decreases for the dual axes conditions for Displays A and C, whereas

they increase for Display B. The opposite trends hold for the phase margin that increases

for Displays A and C and decreases for Display B. The forward motion has no effect

on Display A, it leads to lower bandwidths and higher phase margins for Display B,

and has a mixed effect on Display C. Generally, the inner loop bandwidth is lowest with

Display B and highest with Display A. The opposite holds for the phase margin, except

for Display A in the dual axes configurations. Concerning the outer loop variables, these

show some interesting trends. Display A is independent of the motion condition, and

is only affected by the dual axis configurations, leading to lower bandwidths and higher

stability margins. For Display B, the effects of the dual axes tasks are less strong. Control

with this display is harmed most by the addition of forward motion, judged by the lower

bandwidths and higher phase margins in these conditions. The trends in Display C seem

to be mixed versions of those with the other two displays, and depend also on the subjects

involved. Generally, the outer loop crossover frequency is lowest for Display B and highest

for Display A, especially for the single axis conditions. The phase margins are lowest for

Displays A and C and highest for Display B, especially when the forward motion is active.

7.6 Retrospective

7.6.1 Discussion

The main optical sources of information conveyed by a tunnel-in-the-sky display that

refer to a position error with respect to the reference trajectory are those of optical splay

and optical density. The relative usefulness of these two sets of cues for the control of

an aircraft along a straight tunnel trajectory has been the subject of this chapter. By

manipulating the tunnel display geometry, Experiment X3 has isolated the two sets of

cues, allowing a comparison of the measured pilot performance and pilot control behaviour.

Three displays have been applied: one conveying only splay information (A), one showing

only density information (B) and one presenting both (C). The pre-experimental cue

analysis of §7.2 revealed that special attention should be put on two aspects that could

affect the functionality of the optical cues. First, the analysis predicts that the display

showing only splay information could be vulnerable when more than one aircraft degree of

freedom is controlled simultaneously. Second, the display showing only density information
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Figure 7.14: Pitch channel crossover frequencies and phase margins (all subjects, all conditions).

The shaded areas show the uncertainty regions of the raw frequency response data.

The ‘*’-symbols show the quantities for the averaged frequency responses; the

squares show them for the MLMs.
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could be affected by the fact that the perceivability of these cues are hampered by the

forward aircraft motion. These two aspects led to the incorporation of two independent

measures in the experiment, i.e. the channel measure depicting either the single axis (roll

or pitch) or the dual axis (roll and pitch) control tasks, and the motion measure, depicting

either the hovering aircraft motion or the conventional traversing aircraft motion.

In the definition of the experiment according to the design objectives stated above, it

became clear that yet another variable could affect pilot performance, i.e. the presentation

of flight-path. In the roll channel the lateral direction of motion relative to the tunnel

trajectory could be estimated either directly from the position of the infinity point, or

indirectly through the changing tunnel perspective, i.e. through the derivatives of optical

splay and density. In the pitch channel, pilots had no alternative but to estimate the

vertical direction of motion relative to the tunnel trajectory indirectly from the changing

tunnel perspective. Thus, whereas flight-path information is explicit in the roll channel

and can be perceived directly, this information is implicit in the pitch channel and must

be estimated indirectly from the tunnel motion perspective. Solutions to this undesirable

difference in both the pilot’s task and the task difficulty between both channels were

impracticable for a number of reasons. Rather, it was decided to use this difference of

explicit vs. implicit flight-path information as an extension of the experimental design.

In the following, the experimental results will be elaborated further in an attempt to obtain

insight into the relative functionality of splay and density. Central in the discussion will

be the validity of the experimental hypotheses, the consequences of the explicit vs. the

implicit presentation of aircraft flight path, and the possible existence of a cue dominance

hierarchy between splay and density (Mulder et al., 1999b).

The experimental hypotheses

The experimental data provides an abundance of affirmative evidence for the experimental

hypotheses stated in §7.3.

The effects of forward motion No differences in pilot performance and control be-

haviour whatsoever have been found for Display A when manipulating the aircraft forward

motion condition. Clearly, the aircraft motion parallel to the longitudinal lines convey-

ing the splay angle information is not coded in any way in these splay angles. The pilot

questionnaire revealed that pilots regard the splay-only display as a transforming two-

dimensional shape: they experienced no egomotion with this display. The opposite holds

for Displays B and C, for which pilots commented a strong increase in the experienced

egomotion and sense of display three-dimensionality when forward motion is added. Pi-

lots also found control more difficult in traversing motion, especially with Display B.

Furthermore, pilot performance with the density-only display (B) deteriorates strongly

when traversing aircraft motion is active. It leads to a decreasing control activity, lower

inner loop attitude variation and a clear increase in the position errors in both chan-

nels. The modelling results show an increase in pilot variation, i.e. pilot noise (RNRs),

markedly larger time delays and decreasing bandwidths in all feedback loops when motion
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is added. The higher levels of pilot equalisation in the roll and pitch channels cannot fully

compensate for the increasing pilot delays in the forward motion conditions, leading to

a more conservative control strategy: pilots offer performance (bandwidth) for stability

(phase margin). On the other hand, in the hovering tasks the roll channel performance

was best with the density-only display, leading to higher levels of control activity, higher

bandwidths and lower stability margins. This superiority could not be found in the pitch

channel, which can possibly be attributed to the implicit instead of explicit flight-path

information in this channel. The effects of forward motion on Display C – showing both

density as splay information – are less clear. In both control channels the trends of the

data – especially the performance-related data – for Display C resemble those of Display B

(density). These effects, however, are smaller and show more variation between subjects.

The effects of control channel Adding another control channel generally leads to

a decreasing pilot control activity and performance with all displays, irrespective of the

forward motion condition. The modelling results reveal that the main cause is most

probably the increase in pilot time delay. Controlling both channels simultaneously forces

a pilot to divide attention across channels, increasing processing time and pilot variation,

and leading to a more conservative control strategy, i.e. a lower bandwidth and a higher

stability margin. For all displays, but especially Display A, pilots offer performance to

regain a sufficient stability margin. For all displays, control activity decreases as well as

inner loop attitude variation, and flight-path and position control performance decreases.

Generally, Display B is less affected by the dual axes task conditions, whereas the effects

for Display C lie between those for A and B. When the aircraft is hovering, performance

is best with Displays B and C in the roll channel, and Displays A and C in the pitch

channel. When traversal motion is added, however, performance with Display B decreases

rapidly, leading to the superiority of Displays A and C in both channels, irrespective of

the number of channels to be controlled. In both channels the increasing processing time

delay is countered by pilots through increasing their inner loop lead. This creates more

inner loop stability margin and compensates partly for the increasing processing time

delay. In the dual axes tasks, the roll channel bandwidths of the middle (flight-path) and

outer (position) feedback loops approach each other for Displays A and C, indicating that

in these conditions pilots go further in maintaining a higher bandwidth and allowing the

stability margins to drop. The fact that this could not be found in the pitch channel

could be attributed to the fact that – due to the lack of explicit flight-path information in

that channel – control was reported to be more difficult, supported by the pilot ratings.

Thus, the easier aircraft control in the lateral dimension provided pilots the opportunity

to maintain a relatively high performance by sacrificing more stability margin, a strategy

that was impossible in the control of the aircraft vertical motion (Mulder, 1996).

The effects of explicit vs. implicit flight-path information

In the pitch channel control task, pilots had to estimate the aircraft vertical direction

of motion with respect to the reference trajectory with the changing tunnel perspective,
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i.e. through the cues of splay-rate and/or density-rate. The application of a conventional

middle loop and outer loop (flight-path and position) pilot model in this task turned out

to be impossible, leading to the development of a pilot model where the time-consuming

indirect estimation of flight-path is incorporated through the use of a time delay τv̇. The

measured pilot performance data and the modelled pilot control behaviour in the pitch

channel provides substantial evidence for the statement that – as far as the estimation

of flight-path is concerned – the use of splay-rate leads to superior results. First, control

activity and outer loop performance are highest for the splay-only display, A. Second, the

vertical flight-path estimation time delay is lowest for Display A, especially in the single

axis conditions. Third, the highest bandwidths of the outer loop feedback are measured

for the splay-only display. Although the addition of another channel leads to a marked

decrease in performance and control activity with Display A, these variables still exceed

those that were measured for the density-only display.

In the roll channel, the superiority of splay vs. density in the estimation of lateral flight-

path could not be found. Rather, here the performance was best with the displays con-

veying optical density cues, Displays B and C. One should keep in mind, however, that

the lateral flight path can most easily be estimated through the infinity point. Pilots do

not necessarily have to consider the optical rate cues emerging from the changing tunnel

perspective, they can simply have a quick look at the infinity point and continue their

efforts on estimating the position error. The directly visible lateral flight path could be

the main reason for the fact that pilots found the roll channel control task easier than the

pitch channel task, as judged by their comments and effort ratings.

Cue dominance: optical splay vs. optical density

The pilot questionnaire supported the hypothesis that with Displays A and B, pilots would

apply the cues of, respectively, optical splay and density in controlling their aircraft. For

Display C, the comments were less clear and they depend on the pilot involved, indicating

that no cue was dominant over the other when the two were combined. This is supported

by the majority of the experimental and modelling data, where the trends for Display C

most often laid between those of Displays A and B. It can be stated that whereas Display

A is affected mostly by the degrees of freedom of the task, and Display B is affected by the

aircraft motion, Display C is affected by both. Generally, however, these effects are not

as strong as with the other displays, which is a clear sign for a more robust performance

with the combined display.

When considering the differences in pilot performance and control behaviour between

the splay-only display (A) and the density-only display (B), a marked difference exists

between the roll and pitch channels. Again, generally, in the roll channel performance is

best with Display B, especially in the hovering condition. In the pitch channel, however,

performance is superior with Display A, irrespective of the fact whether an additional

channel is added or not. This could be caused by the ‘hidden’ experimental variable of

explicit of implicit flight-path information.
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Consider once again the properties of the optical cues of splay and density. Optical splay

is a property of the whole line and, as a consequence, has a fixed gain depending only on

the tunnel size. It is unaffected by forward motion. Optical density is a property of a

particular line relative to the pseudo-horizon and, as a consequence, has a variable gain

that is reciprocal to the distance from the observer to the particular line segment. It is

affected by forward motion. Now, first suppose that flight path can be estimated directly

from the display. Then, in the hovering task the best alternative would be to use density

with the maximum achievable gain, i.e. using the tunnel frame closest to the observer and

located towards the borders of the viewplane. When motion is added, however, the use

of this frame would be impractible because of the high velocity with which it disappears

from the screen. In this case, pilots must use a frame that is located farther away into

the tunnel, decreasing the density gain. This could explain what is found in the roll

channel where flight path could be estimated directly from the position of the infinity

point. Second, suppose that flight path can not be estimated directly from the display,

but must be perceived through either splay rate or density rate. Although the gain of

the density rate would be highest when perceiving the frame closest to the observer, the

relatively large velocity of this frame causes a pilot to choose a frame located farther away,

with a lower gain. This is not necessary for the splay rate that can be perceived anywhere

on the display with a fixed gain. Thus, in the hovering task both cues could in principle

do equally well, depending on how a pilot would be able to use the higher gains of density.

It is clear, however, that in traversal motion the pilot would certainly have to look even

farther in the tunnel – decreasing the density gain – because of the fact that the translation

due to the lateral/vertical motion is added upon the translation due to the longitudinal

motion. This could explain what happened in the pitch channel control tasks.

Summarizing, when flight-path is directly coded in the display, the data of Experiment

X3 show that pilots use splay and density for purposes of estimating the position error

only. In this case, the density information has a clear advantage when traversal motion

is inactive, because a pilot can select the frame with the highest perceivable gain. When

flight path must be estimated from the display, the splay rate leads to superior results

especially because it is a property of the whole line. Furthermore, as would have been the

case when optical density is the only available cue, and especially in the case when motion

is added, pilots are not forced to select a frame farther away, with a lower density gain.

7.6.2 Conclusions and recommendations

Conclusions

• The experimental data support the hypotheses that were based on the pre-experimental

cue analysis of §7.2. That is, performance with a display presenting only optical splay in-

formation is unaffected by the traversing motion parallel to the lines conveying the splay

information. Performance with the splay-only display decreases when more than one di-

rection of motion has to be controlled simultaneously, which can be attributed to the fact
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that splay information shows the motion referents in a coupled fashion. Performance with

a display presenting only optical density information decreases when traversing motion is

active. Although the performance with this display is also affected detrimentally by the

dimensions of the control task, these effects are smaller than for the splay-only display.

This can be attributed to the fact that density information shows the motion referents in

an uncoupled fashion.

• The splay-only display conveys no information whatsoever on the state of the for-

ward, traversing motion. As a result, subjects regard this display as a transforming two-

dimensional shape, giving rise to no sensation of egomotion at all.

• The density-only display conveys a multitude of information regarding three-dimensio-

nality. When traversing through the density-only tunnel the experienced egomotion and

the sense of perceived depth is satisfactory for all pilots. Thus, the optical density cues

are essential in providing a pilot the sense of forward motion through the tunnel.

• The frequency domain identification methods show that in the dual axis control tasks,

potential cross-couplings between both control channels, are not consistent. It can be con-

cluded that, in this experiment, these cross-couplings do not indicate real pilot behaviour,

but merely an increase in pilot control behaviour variation and noise.

• The frequency domain identification method directly shows the correctness of a certain

proposed pilot model. Because the proposed models result from the analysis on optical cue

functionality, the success of the identification method for a proposed pilot model structure

can be used as an indication of support for a particular property of an optical cue.

• The modelling results show that the main cause for the increasing task difficulty in

the dual axis tasks is the increasing pilot time delay. This forces pilots to increase their

inner loop equalization in order to compensate for the loss in stability margin. Generally,

pilots offer performance to re-establish a certain level of closed loop stability.

• When flight-path is directly visible from the display, e.g. through the infinity point,

pilots will always be able to use this cue, independent of the type and characteristics of

other potential sources of information for flight-path, such as splay-rate or density-rate.

When flight-path is not directly visible from the display, the real differences in functionality

of the other potential sources of information become clear.

• The modelling results support the notion of indirectness of vertical flight-path in-

formation by demanding a different pitch channel pilot model structure, incorporating a

significant outer loop time delay. This time delay is quite large (0.5-1.5 [s]) for all displays,

but especially for the density-only display.

• When flight-path information is not directly coded in the display, the experimental

data support the notion that in this case, optical splay leads to the best performance.

• When flight-path information is not directly coded in the display, the task difficulty

as experienced by pilots increases dramatically.

• What is probably the most important virtue of optical splay information vs. optical

density information is that it is a property of the whole line, i.e. it has a constant gain

independent of the pilot’s gaze. As a consequence, pilots do not have to re-direct their
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gaze when traversing through the tunnel.

• When flight-path information is directly coded in the display, leading to an easier

control task, pilots have more freedom in maintaining performance and further sacrificing

their stability margin. This is not possible in the more difficult tasks where flight-path

information can not directly be perceived from the display.

• Evidence for an unequivocal cue dominance strategy could not be found when the

optical splay and optical density cues were presented simultaneously. It depends on the

particular situation whether one of the cues becomes dominant. The relative attractiveness

of these cues for a pilot to conduct the task can be predicted rather well by conducting

an extensive pre-experimental cue analysis.

• The effects of the experiment independent measures on the display presenting both

the optical density as the optical splay information are a mixture of those found for the

splay-only and density-only displays. Because the effects on the combined display are

smaller, it can be concluded that both the cues compensate for their deficiencies, leading

to a more robust performance with the combined display

Recommendations

• The experiment would have had considerable benefit when conducted in a moving

base simulator. Especially the experienced level of realism in the pitch channel would be

enhanced, which could have led to smaller elevator control inputs and more reasonable

levels of the aircraft vertical load factors.

• The combination of the texture gradients of perspective and density is a strong one.

Whereas both the individual gradients have their own virtues and shortcomings, the ex-

periment suggests that both cues combined compensate for each other. The manner of

and under what conditions this compensation takes place should be examined further.

• The cues of optical splay and density were examined here in a task of following a

straight trajectory. The information analysis of Chapter 3 revealed that these cues have

different properties when a curved trajectory needs to be followed. This will be further

elaborated in Chapter 8.

• Although the experiment allows many different comparisons to be made concerning

the effects of the independent measures and those of flight-path presentation, a number of

follow-up experiments could be planned. For instance, an experiment could focus on the ef-

fects of explicit vs. implicit flight-path information, keeping dynamics and disturbances in

both the roll and pitch channel the same. A similar experiment, but in a different context,

will be reported in Chapter 9 discussing the effects of a flight-path vector presentation.



Chapter 8

Cues in curved tunnel sections

8.1 Introduction

The investigation presented here resembles the one discussed in the previous chapter.

Again, the relative usefulness of the two primary cues – optical splay and optical density

– will be examined, but now for the pilot guidance task of following a trajectory that is

circular (Mulder, 1998). As has been shown in Chapter 3, the curvi-linear aircraft motion

condition is much more difficult to examine than the recti-linear motion condition. For

example, as will be discussed in the background section §8.2, presentation biases occur in

presenting curved sections of the trajectory. These biases refer to the fact that, under some

marked conditions, the information conveyed by the tunnel display does not accurately

reflect the exact position and attitude of the aircraft with respect to the tunnel centercircle.

Together with the main goal of assessing the effectiveness of splay and density information

in following curved trajectories, Experiment X4, defined in §8.3, is conducted with the

secondary objective of examining the presentation biases. The experimental results and

pilot control behaviour modelling efforts are stated in §8.4 and §8.5, respectively. All

findings are summarized and discussed in detail in the retrospective, §8.6.

8.2 Background

Kinematics of a stationary horizontal non-slipping turn

The aircraft guidance task of following a circular trajectory, depicted in Fig. 8.1(a), re-

quires a pilot to maintain a constant track angle rate χ̇c. In a stationary horizontal

non-slipping (β=0) turn the horizontal component of the aircraft lift force L equals the

centrifugal force F . The following relations hold for the stationary flight condition of flying

along a circular trajectory, with radius Rc, and with a velocity Vtas (Etkin, 1972):

φc = arctan

(
Vtas

2

g0Rc

)

; χ̇c =
Vtas
Rc

; n =
1

cosφc
, (8.1)
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Figure 8.1: Kinematics of a stationary horizontal non-slipping turn.

with φc the reference aircraft roll angle, g0 the gravitational acceleration and n the aircraft

load factor. Fig. 8.1(b), depicting the relations between φc, Rc, Vtas and χ̇c (≈ rc), shows

that the aircraft manoeuverability decreases at higher velocities: increasing the velocity

from 70 to 110 [m/s] for a fixed track angle rate of 3 [deg/s] requires a larger aircraft

roll angle (30.4 vs. 20.5 [deg]) and yields a larger curve radius (2101 vs. 1337 [m]).1

In (Brockhaus, 1994) it is argued that the main problem of the flight control system in

controlling the aircraft along the FMS-defined circular trajectories is the changing direction

and magnitude of the wind vector. Secondary effects are the atmospheric turbulence, the

decreasing aircraft mass – due to fuel consumption – and the non-constant aircraft velocity.

Earlier research

None of the investigations concerning tunnel displays conducted in the past has focused

exclusively on the pilot guidance task of flying a co-ordinated steady turn. Whereas only

1Pilots are aware of these relationships and use the following rule of thumb to estimate the required

aircraft roll angle for a one-rate-turn, i.e. for a yaw rate rc of 3 [deg/s]: φc ≈ 2 ·
Vtas
10

+ 7.
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straight trajectories were applied in the theoretical as well as the experimental research

efforts reported in (Wilckens & Schattenmann, 1968; Wilckens, 1973), the trajectories

flown in the experiments of (Grunwald et al., 1981; Grunwald, 1984; Theunissen & Mulder,

1995b) consisted of a concatenation of straight and curved segments.

As has been discussed in §2.2.2 the tunnel display of Grunwald is essentially a combination

of the basic tunnel geometry and a flight-path predictor. With a well-tuned predictor the

task of following a curved trajectory becomes one of keeping the predictor symbol inside

the predictor reference square, moving ahead of the observer at a distance D = Tp/Vtas
(Tp is the prediction time interval). In the experiments reported on using the tunnel-and-

predictor display, no special emphasis was put on the task of flying a co-ordinated turn.

All performance measures of interest were computed for the whole trajectory including the

straight segments and, more importantly, including the transitions between the straight

and curved segments. Hence, these performance measures as such are not worthwhile

to reconsider here. An interesting novelty introduced in (Grunwald, 1984), however, is

the concept of a banked tunnel. The discussion in the previous subsection showed that

flying a co-ordinated horizontal turn with a constant velocity (neglecting the effects of

wind and turbulence) requires a constant aircraft roll angle φc. Maintaining a constant

roll angle yields a constant track angle rate χ̇c and a curvi-linear motion condition with

a fixed radius Rc. Flying along a circular trajectory with a commanded radius Rc and

accompanying yaw rate χ̇c can be achieved by rolling the aircraft with an appropriate roll

angle φc. Grunwald inventively applied this property in the tunnel geometrical design by

banking the tunnel as a whole with the required, or, commanded aircraft roll angle φc,

Fig. 8.2(c): a nice example of a pictorial solution. Fig. 8.2(c) illustrates that in a steady

turn with roll angle φc the tunnel frames appear parallel with the viewplane borders. The

inclined horizon provides the only actual aircraft bank angle information. In (Grunwald,

1984) the banked tunnel was one of the designs investigated in an experiment of manually

flying curved trajectories. It was found that pilot performance with the banked tunnel was

similar to that with the non-banked tunnel. Grunwald concluded that the pictorial bank

angle command information provided by the banked tunnel elements did not contribute

much to the path-following performance and was ignored in most cases. Later in this

chapter a possible explanation will be given for this finding. Although the hypothesized

performance improvements were not achieved, this setback did not stop Grunwald in

applying the banked tunnel concept in later studies (Grunwald, 1996b).

A similar experiment investigating pilot performance in following a complex curved

trajectory was reported in (Theunissen, 1993b). The independent measures were the

tunnel size and the type of symbology, i.e. the use of a flight-path vector vs. a flight-

path predictor. Subjects were instructed to accurately follow a single approach trajectory

consisting of three straight segments and two curves. An analysis of the performance

measures computed over the whole trajectory yielded similar findings as those reported in

(Grunwald et al., 1981; Grunwald, 1984). Later, the performance data were re-analyzed

for the straight and curved segments of the trajectory (Theunissen, 1997). Although it is
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contour + frames contour frames

(a) straight trajectory

(b) curved trajectory

(c) curved trajectory (banked tunnel)

Figure 8.2: The tunnel display images corresponding to an aircraft recti-linear motion condition

along a straight trajectory (top) and an aircraft curvi-linear motion condition along

a circular trajectory (middle and bottom rows). The tunnel images are shown for the

total display (left), the contour-only display (middle) and the frames-only display

(right). The dotted lines represent the screen center. The aircraft attitude and

position errors with respect to the trajectory are zero.

not described how the data were re-computed, most probably the trajectory itself served

as a criterion whether a data point belonged to either a straight or curved segment of

the trajectory. This is a questionable procedure, however, a statement that requires some

explanation. Recall that the task of following a trajectory consisting of straight and curved

sections implies that pilots have to anticipate oncoming changes in the trajectory, yielding

transition manoeuvres between straight and curved sections. These transition manoeuvres

lead to a conflicting interest between on the one hand the need to roll into (or out of)

the curve well before the curve starts (ends) and on the other hand the need to optimize

path-following performance. Although rolling into the curve some time before the curve

begins is mandatory to overcome the lagging aircraft motions, the moment the aircraft

starts rolling it also starts drifting away from the reference trajectory to the inner side

of the curve. This leads to the so-called corner-cutting phenomenon, that is reported
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as a significant problem in all previous investigations on following curved trajectories

(Grunwald et al., 1981; Grunwald, 1984, 1996a). The curve transition manoeuvre is the

subject of Experiment X6, and, as will be discussed in Chapter 10, corner-cutting leads to

considerable position errors towards the inner side of the curve. Hence, computing path-

following performance in tasks of following either a straight or a curved segment of the

trajectory can not be done properly when the recorded data contains traces of behavioural

responses belonging to curve transition manoeuvres, as these could lead to considerable

biases in the data. Therefore, the results reported in (Theunissen, 1997) must be ignored.

Tunnel display information analysis for curved trajectories

Differences between cues in straight and curved tunnels The optical cues in curved

tunnel sections have been analyzed in §3.6. Similar to the discussion of optical cues in

straight tunnels in §3.6 and §7.2, it is hypothesized that the gradients of optical splay

and optical density are essential in understanding pilot behaviour. The properties of these

optical gradients do not change much when a circular rather than a straight tunnel tra-

jectory is presented on the display. There are, however, some important differences in

presenting circular rather than straight tunnel sections that affects the functionality of

the gradients. Most importantly, the visible part of the trajectory – the preview – is lim-

ited with circular tunnels which has a number of consequences. First, whereas for straight

trajectories the pilot can perceive the projection of the trajectory at very large viewing

distances, yielding the infinity point, for curved trajectories the tunnel is bended towards

one of the sides and is cut off by the viewing volume at larger viewing distances. Second,

whereas the presentation of a straight trajectory on the display yields a clear symmetrical

condition, Fig. 8.2(a), the curved trajectory representation does not, Fig. 8.2(b). Such a

symmetrical image condition can be expected to be very useful in controlling the aircraft

along the trajectory. Third, whereas the representation of a straight trajectory on the

display yields a singular infinity point and, most importantly, the horizontal and vertical

pseudo-horizons, the curved trajectory presentation does not. Rather, an infinity point

emerges for each curve segment si, and no pseudo-horizons exist at all. Fourth, recall

that due to the perspective projection the nearest part of the tunnel is not presented on

the display (Fig. 8.3). For straight tunnels this causes no problems because the direction

of the trajectory does not change. The attitude and position of the aircraft relative to

the tunnel centerline can be perceived equally well from the presentation of the tunnel

geometry at some distance ahead. For curved tunnels, however, the trajectory bends off

into the curve. The aircraft attitude and position become more difficult to perceive from

the first visible part of the tunnel because this part will be bended off with respect to the

tangent of the tunnel centercircle where the aircraft is positioned, Fig. 8.3. This leads to

presentation biases, analyzed in Appendix D.

Summarizing, presenting curved rather than straight tunnel segments has important con-

sequences for the pilot. All effects mentioned above can be expected to have some detri-

mental effect on pilot performance. In the following these effects will be discussed further.
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Figure 8.3: The effects of not showing the nearest part of the trajectory – due to the perspective

projection method – for a straight (left) and curved (right) trajectory. The shaded

areas indicate the part of the trajectory that is not visible for a pilot. The aircraft

Body axes are positioned on and aligned with the tunnel centerline or centercircle.

Optical splay In straight trajectories the pilot perceives the splay angles of only four

lines stretched until infinity, intersecting at the infinity point. Because the splay angle is

an attribute of the entire line, the optical splay information is independent of the viewing

distance and it does not matter whether the first part of the trajectory is shown or not.

The curved trajectory presentation, however, yields a set of optical splay angles and an

infinity point for each segment si of the trajectory. Due to the trajectory curvature the

values of these splay angles and the position of the infinity points change as a function of

the viewing distance. Comparing Figs 8.2(a) and 8.2(b) one can see that the clear sym-

metry in presenting zero aircraft position and attitude errors, which does appear for the

straight trajectory, is lost completely. The curved tunnel presentation for zero position

and attitude errors is markedly more difficult for the pilot to use as a reference condition in

controlling the aircraft. As has been shown in Chapter 3 the properties of the optical splay

gradient remain fairly similar. They are a function only of the aircraft position relative to

the centercircle, whereas their derivatives, the optical splay angle rates, depend only on

the aircraft motion relative to the centercircle. An important difference with the straight

trajectories, however, is that the splay angle gains change as a function of the viewing

distance into the curve, σsi
(Appendix D). The splay angles – and their derivatives –

of segments closest to the viewplane (small σsi
) are affected most by the lateral/vertical

aircraft position relative to the centercircle (van der Hoek, 1997b).
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Concluding, the presentation of a curved trajectory does not provide a symmetrical con-

dition that is easy to use as a reference for control. Nonetheless, optical splay angles and

their derivatives do convey very useful information about the aircraft position and motion

with respect to the tunnel centercircle, especially at smaller viewing distances.

Optical density In straight tunnel sections the optical density gradient depicts the

compression of the ‘texture’ elements2 of the four tunnel walls with respect to the vertical

and horizontal pseudo-horizons. The singular infinity point marks the cross-point of the

horizontal and vertical pseudo-horizons, forming the primary reference for vertical and

lateral control, respectively. The position of the frames relative to the pseudo-horizons,

or, equivalently, the relative compression of the texture elements on the left/right and

top/bottom tunnel walls provides an intuitive symmetrical condition, Fig. 8.2(a). In

curved trajectories the tunnel presentation consists of a concatenation of straight seg-

ments with a regularly changing heading relative to the world. The outer and inner curve

tunnel walls are most probably not perceived as walls. Rather, it are the relative dis-

placements of the local elements that must be perceived. A set of infinity points emerges

instead of a singular point. The pseudo-horizons are not available in curves and, as a

consequence, no intuitive symmetry condition can be used as a reference for control. In

Chapter 3 it is shown that the properties of the optical density gradient remain fairly

similar. The relative displacements and their derivatives are a function only of the aircraft

position and, respectively, the aircraft motion relative to the centercircle. An important

difference with straight sections, however, is that only the relative displacements of the

frame elements closest to the viewplane (small σsi
) convey information about position and

relative motion. The displacements of frames positioned farther away are only a function

of the aircraft’s attitude relative to the centercircle (van der Hoek, 1997b).

Concluding, the presentation of a curved trajectory does not provide a symmetric condi-

tion that is easy to use. The absence of the useful and important pseudo-horizons hampers

the use of the lateral displacement cues considerably. Information about the position and

motion relative to the tunnel centercircle can be obtained by perceiving the relative dis-

placements of local elements of the tunnel geometry, at smaller viewing distances.

Presentation biases in curved trajectories The presentation biases in curved trajec-

tories are analyzed in Appendix D through investigating the effects of two entities of the

tunnel geometry, the tunnel contour and the tunnel frames. Concerning a possible bias in

presenting the aircraft heading with respect to the tunnel centercircle, this analysis shows

that the optical information conveyed by both the geometrical entities leads to an impres-

sion that the aircraft is heading towards the outer side of the curve. Concerning a bias in

presenting the aircraft lateral position with respect to the tunnel centercircle, the analysis

reveals a more complex situation. First, the lateral displacement of the tunnel contour as

a whole to the inner side of the curve leads to an impression of the aircraft being positioned

towards the outer side of the curve. This effect increases for larger tunnels and for smaller

curve radii. Second, whereas the lateral displacements of the tunnel frames relative to the

2These ‘texture’ elements are in fact the lateral and vertical tunnel frame line segments.
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viewplane center lead to a presentation bias with the same effect, the relative lateral dis-

placements of the two or three tunnel frames nearest to the viewplane lead to an opposite

effect. Thus, the tunnel frames convey two presentation biases with opposite signs, i.e.

they could possibly compensate for each other. Third, an important difference between

the presentation biases caused by either the contour lines or the frames is their depen-

dency upon the longitudinal aircraft position along the tunnel centercircle. In a steady

horizontal turn the tunnel contour lines maintain a steady state on the viewplane, and

the presentation biases caused by these contour lines are continuous in time and do not

depend on the aircraft position along the centercircle. The tunnel frames, however, move

towards the observer during a steady turn along trajectories on the viewplane depicted

by the tunnel contour. Here, the presentation biases are not constant in time. Rather,

the analysis in §D.5 revealed that the presentation biases caused by presenting the tunnel

frames all decrease when approaching the first visible tunnel frame.

Banked tunnels: effects of the tunnel rotation The cue analysis conducted above

must be reconsidered in the light of Grunwald’s suggestion of rotating the tunnel geometry

as a whole, i.e. the so-called banked tunnel (Grunwald, 1984). The effects of rotating the

tunnel on the usefulness and functionality of the primary cues of splay and density, is

nil. The splay angles of a segment si rotate on the viewplane with respect to the infinity

point of that particular segment. As far as the density gradients are concerned, the local

elements of the geometry are all rotated with similar angles. Hence, for both sets of cues

only the reference conditions change – they are rotated on the viewplane – as well as

the direction of the relative changes in the optical cues providing their functionality. The

properties of these changes in terms of magnitude in both sets of cues, however, remain

identical, leading to no significant change in their functionality whatsoever.

When considering the effects of tunnel geometry rotation on presentation biases, Figs 8.2(b)

and 8.2(c) illustrate that especially the tunnel contour lines convey a dramatic change in

reference condition. Whereas the tunnel frames as such appear to be simply rotated

around their centers (as they are in fact), the contour as a whole appears rotated towards

a more central position on the viewplane, i.e. to similar positions as in straight trajec-

tories. At a first glance, it can be hypothesized that pilots interpret the rotated tunnel

contour information as being located towards the inner side of the curve, i.e. contrary to

the presentation bias caused by the non-rotated tunnel. The validity of this hypothesis

must be evaluated experimentally. As far as the presentation bias in conveying aircraft

heading information, these biases are unaffected by the rotation of the tunnel geometry.

The need for Experiment X4 In this thesis it is assumed that in curved as well as in

straight sections of the trajectory the two primary optical sources of information are those

of optical splay and optical density. Experiment X3 has shown that both information

sources have their weaknesses and strengths. For instance, whereas splay is superior over

density when the aircraft moves forward through the tunnel, the opposite holds when the

aircraft vertical and lateral motion relative to the tunnel must be controlled simultaneously.

Because the characteristics of these optical cues are similar for straight and curved sections
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of the trajectory, it is hypothesized that the findings of Experiment X3 also hold for

the pilot task of following a circular trajectory. The experimental measures of forward

motion and control channel as applied in Experiment X3 can be abandoned for further

analysis, allowing Experiment X4 to focus on other phenomena, especially those marking

the differences between the optical information in straight and curved sections. As will be

put forward in §8.3, Experiment X4 assesses primarily the relative usefulness of showing

the tunnel contour lines – providing splay information – vs. the tunnel frames – providing

density information. The second main interest is the effect of presentation biases for these

different tunnel geometries. As is discussed above, it are especially the tunnel contour

lines that lead to significant biases, whereas the tunnel frames themselves yield different

biases with opposite signs. Third, to analyze the effects of frames vs. contour one step

further, also the positioning of these frames along the circular trajectory is analyzed, i.e.

what are the effects of putting these frames at irregular inter-frame distance? The fourth

interest will be the effects of rotating the tunnel geometry as a whole, the banked tunnel

of (Grunwald, 1984), on pilot performance. Finally, the path-following performance in

curved sections will be compared to the performance in straight sections of the trajectory.

8.3 Experiment X4

Experiment X4 resembles Experiment X3 in the sense that it investigates the effects of

providing different sets of optical information – mainly those of optical splay and optical

density – on pilot performance and control behaviour (van der Hoek, 1997a).

METHOD

Subjects and instructions to subjects Four subjects (A – D) participated in the

experiment. They were instructed to control the aircraft through the tunnel as accurately

as possible, i.e. all occurring attitude and position errors must be minimized, despite the

effects of the disturbances acting on the vehicle.

Apparatus The Human-Machine Laboratory was used, described in Appendix A.

Independent measures Three independent variables were manipulated in the exper-

iment. First, five different displays were defined that are all abstractions of the basic

tunnel-in-the-sky display (Fig. 8.4). Display A is the baseline tunnel. Displays C and D

are the same as A except that Display C shows no tunnel frames, whereas Display D shows

no tunnel contour. Displays B and E are the same as, respectively, Displays A and D,

except that the tunnel frames are separated with a randomized inter-frame distance. The

main characteristics of the experimental tunnel geometries are summarized in Table 8.1.

The second independent measure was the fact whether the tunnel geometry was rotated as

a whole, or not. This variable was introduced to study the effectiveness of pictorially pre-

senting the reference aircraft roll angle, discussed in §8.2. The third independent measure

was the aircraft velocity. Two velocities were simulated, 70 and 110 [m/s], representing
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Figure 8.4: The experimental tunnel display characteristics (no rotation of the tunnel).

Table 8.1: Experimental tunnel geometries (X4).

display → A B C D E
tunnel contour yes yes yes no no
tunnel frames yes yes no yes yes
tunnel frame positioning regular random - regular random

an approach and cruise velocity, respectively. Recall that the aircraft velocity determines

both the aircraft handling characteristics as the magnitude of the dynamic cues stimuli.

Finally, to prevent boredom the trajectories were curved either to the left or to the right on

a fifty/fifty basis. The introduction of this independent measure (direction), however,

did not lead to any statistically significant change in pilot performance at all (van der

Hoek, 1997a). Summarizing, the independent measures of interest here are the display

(5 levels), the rotation of the tunnel (2 levels) and the aircraft velocity (2 levels).

Experimental design A full-factorial within-subjects design was applied, consisting of

a total of 20 conditions (5 × 2 × 2). The conditions were randomized over the experiment.

Each subject conducted six (three to the left, three to the right) familiarization sessions

(120 runs) before completing six replications (three to the left, three to the right) of all

experimental conditions (120 runs) that served as the measurements.

Procedure During the course of two days a subject conducted 240 experimental runs,

divided in 30 blocks of eight runs each. A single run lasted 101.92 [s], consisting of a run-in

time Ti of 20 [s] and a measurement time Tm of 81.92 [s]. The pace of the experiment was

such to allow sufficient time for subject preparation and to prevent fatigue.

Dependent measures A number of variables were selected as dependent measures:

(i) the pilot’s control signal δa and its derivative δ̇a; (ii) the difference φe between the

aircraft angle of roll φ and the reference angle of roll φc, and its derivative φ̇e; (iii) the

heading angle error ψe, and (iv) the cross-track error xe. The STDs of these signals

were used in the statistical analysis. Because in some conditions the cross-track error was
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considerably biased, both the standard deviation xe-S as well as the root-mean square

xe-R were computed, yielding a total of seven dependent measures.

Description of the experiment simulation

Tunnel geometry The five displays of Fig. 8.4 originate from the baseline tunnel, A,

having square frames (Wt=Ht=40 [m]) positioned on altitude poles and connected with

longitudinal frame lines. The reference trajectory was circular and had a downslope Γt of

3 [deg]. The curve radius Rt depends on the required yaw rate rc and the aircraft velocity

Vtas see Eq. 8.1. Fixing the yaw rate rc at 2 [deg/s] yields radii of 2002.6 [m] and 3146.9

[m] for the two velocity conditions of 70 and 110 [m/s], respectively. The reference aircraft

roll angle φc is then 14.3 and 22.4 [deg] for the two velocity conditions, respectively. If

applicable, the tunnel geometries were rotated with these angles. The tunnel displays

were augmented with a green flight-path vector showing the instantaneous direction of

motion. Because the atmospheric disturbances did not lead to a side-slipping motion of

the aircraft, the flight-path vector did not show any additional information of interest for

this experiment, and could have been left out from the start.

Concerning the positioning of the tunnel frames the following procedure was adopted. The

circular trajectory is approximated by concatenating a series of straight tunnel segments si
bridging a constant angular distance 4Ψ (Fig. 3.10). The tunnel frames fi can then only

be positioned at the connections of these segments. Hence, the distance – measured along

the centercircle – between frames is a function of the (fixed) angular distance between

segments: 4Sf = c4 Ss = cRt 4 Ψ (§3.6.1). In the experiment 4Ψ was set at 5 [deg].

Furthermore, for the displays with regular frame positioning (A and D), c was constant at

2.3 For the displays with irregular frame positioning (B and E), c was defined as a random

integer with a normal distribution: c ∼ N (2, 1.5).4 For each velocity condition (70 and

110 [m/s]) and irregular frame display five trajectories were generated, yielding twenty

quasi-random trajectories that were randomized over these experimental conditions.

Aircraft model The same aircraft model (of a Cessna Citation I) was used as applied

in the experiments discussed before. As will be discussed in Appendix C the model was

obtained by linearization around a stationary co-ordinated turn. Again, only the asym-

metric motion was simulated (zero side slip), whereas the aircraft symmetric motion states

were fixed at their initial condition values. Thus, the aircraft moved along the circular

3With a fixed yaw rate rc of 2 [deg/s] for both velocity conditions the time required to move between

two consecutive frames, for displays with a regular inter-frame distance, was constant at 5 [sec]. A fixed

4Ψ results in the situation that the number of visible frames on the display remains the same.
4Putting the intermediate distances between successive tunnel frames in a vector c results in:

Displays A and D: cT = [2 2 2 . . . 2] → µc = 2; σc = 0.

Displays B and E: cT = [1 4 2 . . . 3] → µc = 2; σc = 1.5.
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tunnel with a downslope Γt of 3 [deg] through the vertical center of the tunnel.

Atmospheric disturbances Two independent reference signals were inserted in the

control loop, i1 and i2, that were defined identical as the ones applied in Experiments X1

and X2. To allow a comparison between the two aircraft velocity conditions the input

signal spectra were compensated for the aircraft model characteristics. As a consequence,

the results for the 70 [m/s] velocity condition can be compared one-on-one with those

obtained in Experiments X1 (for the Wt=40 [m] condition) and X2, for the same velocity.

Initial condition Before the start of each run, the aircraft was positioned in the center

of the tunnel with zero position and attitude errors. The initial longitudinal position of

the aircraft on the tunnel reference trajectory was randomized.

Experiment hypotheses

In Table 8.2 a qualitative summary is given of what can be considered as an application

of the theoretical findings from the information analysis of §8.2 to the experimental dis-

plays. In other words, based on the cue inventarisation this table reflects the hypotheses

of Experiment X4 focusing on the independent measures of display and rotation.

Regarding the optical information on the aircraft roll angle error φe, Table 8.2 shows that

it can be hypothesized that tunnel rotation leads to superior performance in maintaining

a small φe for all displays except Display C. It can be hypothesized further that tunnel

rotation has no effect at all on pilot path-following performance, expressed in ψe and xe.

Concerning the aircraft heading angle error ψe, Table 8.2 indicates that for displays show-

ing the tunnel contour lines, optical splay is hypothesized to be most effective. In these

displays particularly also the tangent point and the infinity points could be helpful, espe-

cially in Display C where the pilot must focus fully on the tunnel contour. For displays

containing frames the density gradients are hypothesized to be useful too, especially when

the tunnel frames are spaced at regular distances. In the latter case, pilots could obtain an

accurate estimate of Smaxt , especially when also the contour is available. When no contour

is available, the performance in ψe is expected to decrease significantly. All displays are

hypothesized to convey the same presentation bias in ψe. In the last row of the ψe-section

of Table 8.2, the hypothesized relative performances in maintaining a small ψe are stated,

which can be regarded as a summary of the individual cue hypotheses listed above.

Similar hypotheses are stated for the relative usefulness of the optical cues for controlling

the aircraft lateral position error xe. It is hypothesized that presentation biases in xe are

smallest for displays containing frames, especially when these frames are spaced regularly.

It is further hypothesized that these displays provide accurate density information and

allow pilots to use the movements of the frames nearest to the viewplane. When only the

tunnel contour is presented, the bias in xe is expected to be largest. The last row of the

xe-section of Table 8.2 contains the hypothesized relative performances in minimizing xe.
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Table 8.2: Qualitative summary of the findings from the information analysis conducted in

Chapter 3 and §8.2 (van der Hoek, 1997a). In this table the symbols ‘--’, ‘-’,

‘o’, ‘+’ and ‘++’ reflect the qualifications ‘very bad’, ‘bad’, ‘neutral’, ‘good’ and

‘very good’, respectively. A ‘.’ means that such a qualification is not applicable.

optical information for the aircraft roll angle error φe
not-rotated rotated

A B C D E A B C D E
horizon line + + + + + + + + + +
tunnel frames o o . o o ++ ++ . ++ ++

optical information for the aircraft heading angle error ψe
not-rotated rotated

A B C D E A B C D E
splay rates + + ++ . . + + ++ . .
density rates + o . o - + o . o -
frame displacements∗ + o . o - + o . o -
infinity points o o + . . o o + . .
tangent point o o + . . o o + . .
max. viewing distance Smaxt + o o o -- + o o o --

−→ relative performance + o ++ - -- + o ++ - --

optical information for the aircraft position error xe
not-rotated rotated

A B C D E A B C D E
splay + + + . . + + + . .
density + o . + o + o . + o
frame displacements∗∗ + o . + o + o . + o
tangent point + + + . . + + + . .

−→ relative performance ++ + o o - ++ + o o -

presentation biases∗∗∗

not-rotated rotated
A B C D E A B C D E

bias in ψe - - - - - - - - - -
bias in xe + o -- o - + o -- o -

∗ At large viewing distances.
∗∗ At small viewing distances.
∗∗∗ Here, the ‘+’ and ‘-’ labels (etcetera) should be read as ‘leading to a small bias’, and

‘leading to a large bias’, respectively.

8.4 Results

8.4.1 The pilot questionnaire

Because subject D was involved in the definition and set-up of the experiment, only the

comments of subjects A to C will be discussed.

Realism of the simulation The simulated aircraft responses were judged rather real-

istic, especially for the high velocity condition, Table 8.3. The realism of the disturbances

acting on the aircraft was judged less realistic. One subject mentioned even that the

disturbances spoiled the realism of the simulation. Once again the need to stimulate a
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Table 8.3: Summary of results from a pilot questionnaire (X4).

How would you describe the level of realism of the simulated aircraft dynamics?

very very
realistic realistic average unrealistic unrealistic

Vtas= 70 [m/s] · 1 1 1 ·
Vtas=110 [m/s] · 2 1 · ·

How would you describe the level of realism of the simulated aircraft disturbances?

very very
realistic realistic average unrealistic unrealistic

Vtas= 70 [m/s] · 1 1 1 ·
Vtas=110 [m/s] · 1 1 1 ·

How would you describe the strength of the experienced egomotion, i.e. did you have
a strong feeling you were moving through a three-dimensional world or did you not?

very very
strong strong average weak weak

Display A 1(1)∗ 2(2) · · ·
Display B 1(1) 2(1) ·(1) · ·
Display C · · · 2(2) 1(1)
Display D · 2(1) 1(2) · ·
Display E · · 2(2) 1(1) ·

How would you describe the strength of the sense of depth in the display, i.e. did you have
a strong feeling you were looking ahead into a three-dimensional world or did you not?

very very
strong strong average weak weak

Display A 1(2) 2(1) · · ·
Display B 1(1) 2(2) · · ·
Display C · · · 2(2) 1(1)
Display D · 1(2) 2(1) · ·
Display E · 1(2) 2(1) · ·

∗ Here, the numbers inside and outside the brackets show the subject responses for the rotated and

not-rotated tunnel geometries, respectively.

measurable subject response contradicted with the need for a realistic simulation.

Experienced egomotion and perceived depth As before, the perception of depth was

highly correlated with the experienced sense of egomotion (Table 8.3). The rotation of

the tunnel geometry with the reference aircraft roll angle did not influence the experience

of egomotion nor the sense of depth. The absence of the tunnel contour (Displays D and

E) decreased both entities considerably. Placing the tunnel frames at irregular distances

further decreased these variables, but only when the tunnel contour was not presented.

In the absence of tunnel frames (C) the experienced egomotion was weak. All subjects

mentioned that in this case only the movements of the vertices of the concatenated curve

segment lines provided some sense of depth and egomotion. This is in agreement with

the judgements given in Experiment X3 for Display A – the splay-only display – which

was regarded by subjects as a two-dimensional image. Note that decreasing the angular
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segment length 4Ψ could attenuate the effects of egomotion even further. In conclusion,

the tunnel frames provided the strongest cues in conveying a sense of egomotion.

Sources of information and control strategies Although stated in different terms,

subjects were consistent in their comments regarding the use of information in the exper-

imental displays. For all displays and independent of the tunnel rotation, subjects used

the tunnel projection at large viewing distances to judge aircraft heading. Stated to be

helpful for all displays, the rotation of the tunnel emphasized the need to maintain a tight

control on aircraft roll angle, and thus yaw rate. The tunnel frames were commented as

important for a proper control of the aircraft flight-path and position errors. Subjects

judged the movement of the two frames closest to the viewplane useful in controlling lat-

eral motion. Especially the relative lateral displacements of these two frames and the fact

whether the center of the closest frame moved towards the center of the viewplane were

mentioned as the main cues. When the frames were regularly spaced, subjects reported

using a sequencing behaviour concerning their attention towards either one of the first two

frames: they synchronized the relative movements of these frames to control their focus of

attention. Irregular frame spacing limited the use of this strategy and forced subjects to

switch and cross-check the relative movements of the frames only temporarily. Subjects

did not like the frame irregularity, especially when the tunnel contour was not presented:

for Display E (relative to D), frame irregularity was found to be very detrimental for

performance, whereas for Display B (relative to A) frame irregularity was judged to have

no effect of importance. Finally, subjects stated that regular frame spacing was important

to obtain a consistent estimate of the velocity of their forward motion. When no frames

were presented (C) subjects fully concentrated on the position and the movement of the

tunnel contour lines on the viewplane. Especially the position of these lines relative to

the fixed elements of the display, i.e. the aircraft symbol and the screen edges, proved to

be useful. All subjects stated that rotation of the tunnel was useless in this condition,

simply because it was hardly noticeable. In the absence of the tunnel contour (D and E)

all subjects commented on putting more effort in controlling the aircraft roll angle. There-

fore, it is not surprising that the effect of frame rotation was judged to be very useful for

these displays: providing the reference roll angle pictorially, allowed subjects to maintain a

correct value of this roll angle, and, more importantly, their yaw rate. One subject stated

that in this particular task with the strong turbulence, the effectiveness of the banked

tunnel presentation decreased considerably: maintaining the reference roll angle did not

necessarily result in the best path-following performance, the main pilot task.

More pilot comments on tunnel rotation and frame irregularity Although subjects

liked the rotation of the tunnel geometry with the reference roll angle, they were rather

sceptical on the use of this feature in real flight. The fact that when flying a co-ordinated

turn the reference roll angle changes continuously as a function of airspeed and turn rate

could lead to pilot confusion. They doubted the use of frame rotation when a steady

crosswind would be present, as this would require a changing reference roll angle when

moving through the tunnel. It could also lead to confusion when one of the aircraft flight
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Figure 8.5: Z-scores of the effort ratings for all 20 conditions of Experiment X4. In this figure

and the following, the insets show the two velocity conditions (70 & 110 [m/s]). The

codes of the five displays are shown at the bottom, whereas the ‘R’ depicts whether

the tunnel geometry is rotated or not. The numbers below the figure depict the

experimental conditions.

control systems or engines fails. Subjects did suggest the use of a gradually changing

tunnel rotation at the entry or exit of curved trajectory segments. Subjects disliked the

irregular frame positioning, merely because it forced them to be continuously alert on

the effectiveness of their control strategy. They judged frame regularity essential during

the execution of a certain task and suggest that regularity should only change in-between

tasks. They further suggested a decreased frame distance in situations where accurate

manoeuvering is required, such as attitude level-offs, turns and in steep curves.

Effort ratings The effort ratings show that the control task was judged easier for the

high velocity condition, Fig. 8.5. The aircraft velocity does not affect the overall trends.

Rotating the tunnel geometry has no effect on the effort ratings. As far as the tunnel

geometries are concerned, there appear to be no differences between Displays A, B and

C. The task is judged more difficult for Display D and especially Display E.

8.4.2 Time domain data: statistical analysis

A number of mixed-model Analysis of Variance computations has been conducted for

the time domain data. First, a full-factorial ANOVA with all independent measures –

including the direction (left/right) of the curve – was done, which revealed that this

variable did not result in any statistically significant effect of importance (van der Hoek,

1997a). The direction measure could therefore be abandoned in the analysis. In the

following the other ANOVA results will be discussed.
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Figure 8.6: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects). The dotted line and the shaded area show these quantities for Experiment

X1, i.e. for the task of following straight tunnel trajectories.

Table 8.4: Results of a full-factorial ANOVA (X4) on the dependent measures involving control

activity, inner loop measures and path-following accuracy (in this table ‘??’, ‘?’ and ‘◦’

represent chance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively).

control inner loop path-following
activity measures performance

δa δ̇a φe φ̇e ψe xe-S xe-R

main effects

D ?? ◦ · ?? ? ?? ?
R · · ? · · · ·
V ?? ? ?? · ? ? ·

2-way interactions

D×R · · · · · · ·
D×V · ? ◦ · ◦ ◦ ·
R×V ? ◦ · · · · ·

3-way interaction

D×R×V · · · · · · ??
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Table 8.5: Results of a full-factorial ANOVA (X4) on the dependent measures involving control

activity, inner loop measures and path-following accuracy (in this table ‘??’, ‘?’ and ‘◦’

represent chance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively).

control inner loop path-following
activity measures performance

δa δ̇a φe φ̇e ψe xe-S xe-R

main effects

C ◦ · · ◦ · ◦ ·
R · · ◦ · ?? ?? ??
V ?? ? ?? · ? ? ·

2-way interactions

C×R · · · · · ◦ ◦
C×V · ◦ · · · ? ·
R×V · · · · ◦ ? ??

3-way interaction

C×R×V · · · · · · ·

Full factorial: display × rotation × velocity

The means and 95% confidence limits of the dependent measures are shown in Fig. 8.6.

Three independent measures are defined: display (D) (5 levels), rotation (R) (2 levels)

and velocity (V) (2 levels). The ANOVA results are summarized in Table 8.4.

The main finding of this ANOVA is that the rotation measure leads to no statistically

significant change in pilot performance. The only exception is that it does lead to a sta-

tistically significant (F1,3=17.158, p=0.026) decrease in roll angle error φe for all displays

except Display C, Fig. 8.6(b). The performance increase in φe is especially strong for the

displays that did not show the tunnel contour (D and E). All other visible differences in

performance, such as the increase for almost all displays of δa, xe-S and xe-R, are not

statistically significant. The only other measures involving rotation that are rather signifi-

cant are the R×V-interactions for δa (F1,3=10.500, p=0.048) and δ̇a (F1,3=9.628, p=0.053),

caused by the fact that for the low velocity conditions these two variables increase when

the tunnel geometry is rotated, whereas for the high velocity conditions they do not.

These findings led to the decision of abandoning the rotation variable in the further

analysis, and to concentrate on the two remaining independent measures. For this pur-

pose, the displays were classified in two different manners depending on the geometrical

definitions used in Table 8.1. Three ANOVAs were conducted to examine the usefulness

of the tunnel frames vs. the tunnel contour, and the effects of positioning the frames at

regular vs. irregular distances. The starting point of these ANOVAs were the re-computed

means and 95% confidence limits of the dependent measures, shown in Fig. 8.7.
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Figure 8.7: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects). The codes at the bottom indicate whether frames ‘F’ and/or the contour

‘C’ are shown, and the fact whether the frames are positioned at regular ‘R’ intervals,

or not (Table 8.1).

The tunnel contour and the regularity of frames

Consider the displays containing tunnel frames, i.e. all displays except Display C. The

two measures of interest are, first, the fact whether the tunnel contour (C) is shown (A,

B) or not (D, E) (2 levels) and second, the fact whether the frames are positioned at

regular (R) distances (A, D) or not (B, E) (2 levels). Together with the aircraft velocity

(V) a three-way ANOVA has been conducted, yielding Table 8.5.

With respect to the low velocity conditions the high velocity leads to decreasing control

activity (δa: F1,3=99.386, p <0.01; δ̇a: F1,3=23.234, p=0.017), higher roll angle errors

φe (F1,3=83.021, p <0.01), smaller heading angle errors ψe (F1,3=27.405, p=0.014) and

higher position errors (xe-S: F1,3=28.923, p=0.013). The presence of the tunnel contour

leads to higher control activity δa (F1,3=9.602, p=0.053) and roll rates φ̇e (F1,3=8.828,
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Table 8.6: Results of a full-factorial ANOVA (X4) on the dependent measures involving control

activity, inner loop measures and path-following accuracy (in this table ‘??’, ‘?’ and ‘◦’

represent chance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively).

control inner loop path-following
activity measures performance

δa δ̇a φe φ̇e ψe xe-S xe-R

main effects

C ◦(◦)∗ ·(·) ·(·) ◦(◦) ·(◦) ·(?) ·(·)
F ·(·) ·(·) ·(·) ·(·) ·(·) ·(·) ◦(·)
V ??(?) ?(?) ??(?) ·(·) ?(?) ◦(?) ·(◦)

2-way interactions

C×F 5 - - - - - - -
C×V ·(·) ·(·) ·(·) ·(·) ·(·) ?(·) ·(·)
F×V ·(·) ·(?) ·(·) ·(·) ·(·) ·(·) ·(·)

3-way interaction

C×F×V 5 - - - - - - -

∗ Here, the symbols inside and outside the brackets show the significance levels for the

displays with irregular and regular frame positioning, respectively.

p=0.059). Whereas Figs 8.7(a) - 8.7(c) show that frame regularity yields higher values

of δa, φe and φ̇e, these effects are not significant. The regularity of frames leads to con-

siderably lower values of the heading angle error ψe (F1,3=57.167, p <0.01), especially

at high velocities resulting in the R×V-interaction. Although Fig. 8.7(d) shows that pre-

senting the tunnel contour has a positive effect on heading performance, this effect is not

significant. Concerning position performance, the presence of the tunnel contour leads

to smaller values of the STD position error (F1,3=7.904, p=0.067) and the RMS position

error (not significant), especially when the frames are put at irregular distances, causing

the significant C×R-interactions. Furthermore, the effect of the tunnel contour is larger

for the high velocity conditions, yielding the C×V-interaction of xe-S. Irregular frame posi-

tioning leads to a decreasing performance (xe-S: F1,3=50.086, p <0.01; xe-R: F1,3=62.727,

p <0.01), especially at high velocities, causing the significant R×V-interactions for both

variables. Summarizing, the tunnel contour has a positive but not always significant effect

on path-following performance. Frame irregularity has a significant detrimental effect on

performance. Both trends are stronger for the high velocity conditions.

The tunnel contour and tunnel frames for regular frame positioning

To examine the effects of showing the tunnel contour vs. showing the tunnel frames two

ANOVAs must be computed. This is caused by the manipulation of the positioning of

the frames, which makes no sense for Display C which has no frames. The effects were

examined for displays with regular frames (A and D), discussed here, or with irregular

frames (B and E), discussed later. The two independent measures of interest are the fact
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whether the contour (C) is shown (A and C) or not (D) (2 levels), and the fact whether

the frames (F) are shown (A and D) or not (C) (2 levels). Together with the aircraft

velocity (V) (2 levels) a three-way ANOVA was conducted, Table 8.6.5

The presence of the tunnel contour leads to higher control activity (δa: F1,3=7.473,

p=0.072), higher roll angle errors (not significant) and roll rates (φ̇e: F1,3=7.327, p=0.073),

to lower ψe’s and xe-S’s (both not significant), especially at high velocities causing the

C×V-interaction. It is also clear from Fig. 8.7(f) that when only showing the tunnel con-

tour (C) the xe-R is significantly larger than the xe-S, which is caused by a considerable

bias in the position error. Thus, the presence of the tunnel frames leads to a significantly

lower RMS position error (xe-R: F1,3=6.408, p=0.085). This is the only significant effect,

however, of the tunnel frames, emphasizing the relative importance of this measure with

respect to the presentation of the tunnel contour lines for pilot performance.

The tunnel contour and tunnel frames for irregular frame positioning

The ANOVA introduced above was repeated for the displays with irregular frame posi-

tioning, yielding the results shown in brackets in Table 8.6. The presentation of the tunnel

contour affects pilot performance to a larger extent than in the case with regular frame

positioning. Control activity is higher (δa: F1,3=9.723, p=0.053) as well as the roll angle

error (not significant) and roll angle rates (φ̇e: F1,3=7.775, p=0.069) when the contour is

presented. Furthermore, the heading angle error as well as the STD position error increase

significantly when the contour is not shown (ψe: F1,3=6.063, p=0.091; xe-S: F1,3=16.757,

p=0.026). Again, xe-R is significantly higher than xe-S for the contour-only Display (C).

The presence of the tunnel frames leads to no important effects on performance, which

can be attributed to the relative dominance of the tunnel contour measure.

Comparison of Experiments X4 and X1

The current experimental definition, in terms of simulation variables such as the aircraft

models and disturbances, is identical to the one applied in Experiment X1 (Wt=40 [m],

Vtas=70 [m/s]: condition ‘6’). A comparison of pilot performance in the tasks of follow-

ing a trajectory that is straight (X1) or circular (X4) is therefore allowed, especially for

the baseline tunnel (A) configuration. Hence, in Figs 8.6 and 8.7 the means and 95%

confidence limits of configuration ‘6’ of Experiment X1 are also included. Although it is

impossible to apply a statistical analysis to compare the data of both experiments objec-

tively, the visible trends are crisp and clear. First, pilot control activity, expressed in STD

δa and δ̇a, is considerably lower when following the circular trajectory. This is accompa-

nied by lower aircraft roll rates, whereas the aircraft roll angle errors remain the same.

Concerning path-following performance, the heading angle error ψe is almost twice as large

in the circular trajectory tracking task, illustrating the difficulty of pilots in perceiving ψe

5Combining frames (yes/no) and contour (yes/no) factorially would lead to a display condition ‘without

frames and without contour’. Because this condition was not examined experimentally, the two-way

interaction of frames and contour and the three-way interaction of all measures could not be computed.
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Figure 8.8: The means and 95% confidence limits of the average aircraft lateral position error

xe (all subjects). A negative sign means that the aircraft is positioned towards the

inner side of the curve.

in these conditions. A consequence is that the lateral position errors are also considerably

larger, both in terms of xe-S and xe-R. Biases, i.e. non-zero means, in the position errors

only exist in the circular trajectory following task, showing pilot difficulties in perceiving

their position relative to the centercircle. The detrimental effects of the perceptual biases

emerging in the presentation of curved tunnels are thus clearly demonstrated.

The effects of presentation biases

The presentation biases in ψe and xe in curved tunnels are one of the main causes for

the significant decrease in path-following performance as compared to the task of follow-

ing straight tunnel trajectories. All displays convey a presentation bias in presenting the

aircraft track angle with respect to the trajectory, leading to a considerable increase in

variations in ψe. The time histories of ψe, however, do not contain any traces of biases

in the aircraft heading angle error, as these would lead to a continuously increasing air-

craft lateral position error. The time histories of xe, however, show consistent biases,

illustrated in Fig. 8.8.6 On the average, the biases in xe are small, except for Display C

where these biases reach values up to 6 [m]. A three-way full-factorial ANOVA (the inde-

pendent measures were display (5 levels), rotation (2 levels) and velocity (2 levels))

revealed a number of trends. First, whereas for the low velocity conditions the aircraft is

generally positioned towards the inner side of the curve, the opposite holds for the high

velocity condition (F1,3=64.066, p <0.01). Tunnel rotation leads to a shift in the position

error bias towards the inner side of the curve, except for Display C that has the opposite

effect (causing a significant D×R-interaction: F4,12=47.496, p <0.01) and for Displays A

and B for the high velocity condition (causing a significant R×V-interaction: F1,3=11.207,

p =0.044). For both velocity conditions the position error bias of Display C differs signifi-

6The position error time histories for Experiment X1 – the straight trajectory following task – contain

no traces of these biases at all, i.e. the mean aircraft position errors are zero.
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cantly (NK, p=0.05) from the others. In fact, the differences between xe-S and xe-R were

found to be significant (t-test, p=0.05) only for Display C (van der Hoek, 1997a). When

the tunnel geometry is rotated the position error biases for all displays except Display C

are the same. When the tunnel geometry is not rotated the average bias for Displays D

and E are more towards the outer side of the curve than for Displays A and B.

Fig. 8.8 illustrates that the presentation biases in xe caused by the tunnel contour and

the tunnel frames confirm the experimental hypotheses. Without rotation, the largest

bias is found for the contour-only display, C, towards the inner side of the curve. For

the frames-only displays the biases are directed towards the outer side of the curve. The

effects of both biases compensate for each other when both the frames and the contour

lines are presented simultaneously. As expected, when the tunnel geometry is rotated as a

whole, the xe-bias for the contour-only display changes dramatically to a considerable bias

towards the outer side of the curve. The opposite effect holds for the frames-only displays,

an effect, however, which can not be explained from the information analysis. Again, the

effects of the presentation biases caused by both the frames-only and the contour-only

presentations compensate for each other when they are presented at the same time.

8.5 Modelling efforts

The measured pilot control behaviour is captured in a mathematical model, a descriptive

multi-loop model introduced in Chapter 4. Below the main findings are discussed.

Model structure The MLM model structure is identical to the one applied in Exper-

iments X1, X2 and X3 (roll channel). Recall that this model consists of three feedback

loops representing pilot control of aircraft attitude, flight-path and position.

Model parameters The MLM model parameters are also identical to those applied in

Experiments X1, X2 and X3 (roll channel). It is hypothesized that all pilot equalization

efforts are concentrated in the control of the aircraft inner loop (attitude). The aircraft

middle and outer loops are fed back with two proportional gains that merely determine the

bandwidth of these two feedback loops. Here only the inner loop variables are discussed.

The estimated inner loop parameters are not shown. The main trends in the pilot limita-

tion data are, first, a greater τ and a smaller ωn for the low velocity conditions. Second,

rotation generally leads to a lower ζn and ωn and a smaller delay for Displays D and E.

No trends are clear in the data when considering the display measure alone. Finally, in

comparison to the data of Experiment X1, the time delays are larger and ωn is smaller.

The equalization parameters show that, generally, τLin
is larger and Kpin

is smaller than

the values of Experiment X1. Furthermore, τLin
is considerably larger than the lead nec-

essary to compensate for the aircraft roll response lag τφ. These effects indicate that pilots

generate more lead to obtain the necessary phase margin in their inner loop feedback, an

indirect proof of the hypothesized difficulty in this task as compared to that of following a

straight trajectory. In the low velocity conditions more lead is generated than in the high

velocity conditions, which can be explained by the favourable aircraft handling for the
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latter conditions. No clear trends are apparent in the data as far as the display measure is

concerned, a disappointing finding caused by the rather large between-subject variation.

MLM results: crossover frequencies and phase margins The measured and modelled

crossover frequencies and phase margins of the inner loop and the combined outer loop

are illustrated in Fig. 8.9. Whereas the inner loop bandwidths ωinc are clearly lower (ϕinm
higher) than those measured in Experiment X1, the bandwidths (and phase margins) of

the combined outer loop are about the same. Only the values of the latter variable are

considerably lower for Displays D and E, i.e. the displays without the tunnel contour

lines. Fig. 8.9(a) shows that ωinc increases (ϕinm decreases) when the tunnel geometry is

rotated, for all conditions: pilots put more effort in maintaining a small roll angle error

φe. No other effects concerning the display measure can be seen in these figures. The

combined outer loop bandwidth shows an opposite effect when the tunnel is rotated: here,

the bandwidth ωout
c

c decreases (ϕout
c

m increases) for all displays. Thus, pilots put less effort

on path-following performance to allow them to increase their performance in minimizing

φe. The aircraft velocity has no effect at all on the data. Fig. 8.9(b) shows that the

combined outer loop bandwidth is largest for the displays presenting the tunnel contour

lines. Clearly, bandwidth is low for Displays D and E, showing only the tunnel frames.

The positioning of the tunnel frames themselves leads to no overall trend, whatsoever.

The estimation of the MLM middle and outer loop gains allows the combined outer loop

to be dissected into the middle and outer feedback loops. The bandwidths and stability

margins of these loops, illustrated in Fig. 8.10, reveal a number of trends. First, whereas

the bandwidths of the middle loop for the displays showing the tunnel contour are about

the same as those found in Experiment X1, their phase margins are considerably lower.

The opposite holds for the displays showing only frames, D and E. Clearly, the control

of aircraft heading is considerably more difficult than in the task of following a straight

trajectory. This can also be stated for the outer loop where bandwidths ωoutc are lower

(ϕoutm higher) than for Experiment X1. Second, whereas higher middle loop bandwidths

ωmidc (lower ϕmidm ) are found for the low velocity conditions, the opposite holds for the

outer loop bandwidths. Thus, irrespective of the other measures, pilots put more effort in

controlling their position errors when the aircraft velocity increases. Third, rotation leads

to lower middle loop bandwidths ωmidc (higher ϕmidm ) for all conditions. It leads to lower

outer loop bandwidths ωoutc (lower ϕoutm ) for the high velocity conditions, whereas for the

low velocity conditions the outer loop bandwidth increases when the tunnel geometry is

rotated. Finally, the displays presenting the tunnel contour lines allow pilots to maintain

a relatively high middle loop bandwidth ωmidc (lower ϕmidm ), for all conditions, and a

rather high outer loop bandwidth, only for the high velocity conditions. When the frames

are not positioned regularly, the outer loop bandwidth decreases (and ϕoutm increases)

considerably, especially for the low velocity conditions.
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Figure 8.9: Crossover frequencies and phase margins (all subjects, all conditions). The shaded

areas show the uncertainty regions of the raw frequency response data, their aver-

ages connected with the dashed line. The ‘*’-symbols show the quantities for the

averaged frequency responses; the squares show them for the MLMs. The horizontal

dashed lines show the values of these quantities for Experiment X1.
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Figure 8.10: Middle and outer loop crossover frequencies and phase margins, following the MLM

analysis (all subjects, all conditions). The horizontal dashed lines show the values

of these variables for Experiment X1.
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8.6 Retrospective

8.6.1 Discussion

A central theme in this thesis is the analysis of a pilot’s use of optical information conveyed

by the tunnel display, in particular the optical gradients of splay and density. The inves-

tigation in the previous chapter clearly demonstrated the relative usefulness of these two

gradients in the task of following a straight trajectory. In §8.2 it was argued that, although

significant differences exist in the optical information between this task and the circular

trajectory following task, the main findings of Experiment X3 also apply here. This al-

lowed Experiment X4, defined in §8.3, to focus on other phenomena that are important,

and some of them unique, for the pilot task of tracking circular trajectories. Initially,

three displays were designed: the baseline tunnel (A), the contour-only display (C) con-

veying only splay information, and the frames-only display (D) conveying only density

information. In addition the distance between frames was manipulated, yielding Displays

B and E derived from Displays A and D, respectively. Inspired by the investigation in

(Grunwald et al., 1981), all five experimental displays were analyzed in a banked and a

non-banked version. In the banked tunnel the frames and the contour lines are rotated

around the centercircle with an angle equal to the aircraft reference roll angle needed to

fly the turn. Experiment X4 investigated the effects of the various tunnel geometrical

definitions on pilot performance, control activity and control behaviour. In the following,

the experimental findings reported in §8.4 and §8.5 are elaborated further in an attempt

to put them in a unified perspective. Central in the discussion will be the validity of

the experimental hypotheses, the relative usefulness of splay and density information, the

differences between the tasks of following straight and curved trajectories and the effects

of presentation biases in the latter task (Mulder et al., 1999a).

The pre-experimental hypotheses

Similar to Experiment X3 the experimental data provide an abundance of affirmative

evidence for almost all pre-experimental hypotheses stated in §8.3. Again this shows

the strength, usefulness and above all the importance of an extensive pre-experimental

information analysis, conducted in §8.2 and summarized qualitatively in Table 8.2.

Tunnel frames versus tunnel contour lines The optical density information conveyed

by the tunnel frames must be perceived at small viewing distances in order to be useful for

the control of the aircraft flight-path and position. This is confirmed by the questionnaire

where pilots stated that especially the first two or three frames were used for control

purposes. The same holds for the optical splay information provided by the tunnel contour

lines. Similar to the findings in Experiment X3, the pilot questionnaire revealed that,

contrary to the contour-only display, the tunnel frames are essential for an experience of

egomotion. It was hypothesized that the aircraft heading with respect to the trajectory, in

this experiment equal to the lateral motion, can be perceived best from the tunnel contour
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lines. The aircraft lateral position relative to the tunnel centercircle was hypothesized to

be perceived best from the tunnel frames. These hypotheses could both be confirmed.

The effort ratings indicated that not showing the tunnel contour leads to a considerable

increase in pilot effort. The time domain data revealed that the displays with the tunnel

contour yielded the best path-following performance. Displays showing the tunnel contour

led to higher pilot control activity, higher inner loop activity, smaller heading angle errors

and smaller position error variations, xe-S. The contour-only display (C), however, led

to the worst performance in terms of xe-R, which can be attributed to the existence of

consistent biases in the lateral position error with this display. Here, the presence of tunnel

frames is mandatory to achieve an acceptable performance. The presentation of the tunnel

contour led to a positive effect on performance, especially when the tunnel frames were

put at irregular distances. The modelling data indicated that displays showing tunnel

contour lines allow pilots to maintain a high bandwidth of both their flight-path angle as

well as their lateral position error feedback loops.

Summarizing, the splay information conveyed by the tunnel contour lines is essential to

control the aircraft flight-path relative to the trajectory, and allows pilots to increase the

bandwidths of their feedback loops determining path-following performance. The density

information and the relative motion of the tunnel frames give pilots a sensation of forward

motion, and they are important for their perception of the correct aircraft lateral position

relative to the centercircle. The experimental findings clearly demonstrate that showing

either one of the basic tunnel geometrical entities does not lead to the best performance.

Rather, both the elements are mandatory in this respect: the tunnel contour lines for

flight-path information and the tunnel frames for position information.

The effects of regular/irregular frame positioning Putting the frames at irregular

distances between each other is hypothesized to hamper the use of the density gradient

considerably, negatively affecting the path-following performance. The comments in the

pilot questionnaire showed that this assumption is correct: pilots definitively disliked the

irregular frame positioning, especially when the tunnel contour lines were left out (ex-

amine the ratings for Display E). Irregularity of frames further led to a weakening pilot

sense of egomotion. The time domain data revealed that frame irregularity had significant

detrimental effects on path-following performance (ψe, xe), especially at the high velocity

conditions. The presence of the tunnel contour lines on the display led to a significantly

increasing performance, in particular for the display with irregular frames. The modelling

data showed that when the frames are put at irregular distances, pilots put relatively more

effort in controlling the aircraft flight-path: whereas the bandwidth of this feedback loop

increases, the bandwidth of the position error feedback loop decreases.

Summarizing, putting frames at irregular distances is especially harmful for pilot perfor-

mance when no tunnel contour lines are available. When the tunnel contour is presented

on the display, pilots can always fall back on using the information provided by the con-

tour lines, allowing them to maintain an acceptable level of performance. When no tunnel

contour is available, the random positioning of tunnel frames could mean that, until an
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arbitrary frame moves closer, pilots temporarily have no accurate information about their

current position and flight-path at all.

Rotating the tunnel geometry Because the cue analysis revealed that banking the

tunnel has no effect at all on the presentation of ψe and xe, it was hypothesized that

this measure had no effect on path-following performance. As it does provide a clear

reference for the required roll angle, however, a performance increase in terms of a small roll

angle error was also hypothesized. The pilot questionnaire revealed that pilots interpreted

the rotation of the tunnel geometry as an additional motivation for a tight control of

the aircraft roll angle. The ratings showed no effects of rotation at all, reflecting the

general pilot comment that rotating the tunnel did not help them in any way in improving

their performance. An interesting finding is that pilots generally ignored the rotation of

the tunnel in case of the contour-only display (C), simply because they hardly noticed

any difference with the non-rotated version. Because the tunnel display applied in the

experiments of Grunwald (1984) resembled the contour-only display of this experiment,

this could explain the finding that tunnel rotation did not help pilots in improving their

performance. The time domain data further supported the experimental hypotheses and

the pilot comments. Although path-following performance clearly decreased for the rotated

tunnels, these effects were not statistically significant. Rotation did yield a significant

increase in terms of φe-performance for all displays, especially Displays D and E, but

except for Display C. The modelling efforts showed a considerable increase in bandwidth of

the feedback of the roll angle error for all displays. At the same time, the bandwidth of the

combined outer loop decreases when the tunnel is rotated, leading to the decreasing path-

following performance stated above. These effects are all markedly smaller for Display C.

Apparently, the balance in pilot effort between the inner and outer loops changes when the

tunnel is rotated, for the benefit of the inner loop. Hence, one could speak of a somewhat

confusing situation for a pilot: whereas the rotated tunnel suggests pilots to maintain

a small roll angle error, it does in fact not help them in improving their path-following

performance. These results support those of Grunwald et al. (1981).

The effects of presentation biases

Caused by the trajectory curvature and the limited viewing volume accompanying the per-

spective projection, the information conveyed by the presentation of curved trajectories

on the tunnel display does not accurately reflect the aircraft position and attitude relative

to the centercircle. The presence of presentation biases in the projection of curved tunnel

trajectories is one of the main differences between the tasks of following a straight and a

curved trajectory. The cue analysis conducted in §D.5 and summarized in §8.2 indicated

that different presentation biases exist for the two main tunnel geometrical entities, the

frames and the contour lines. Based on this investigation, it has been hypothesized that

presentation biases lead to the worst performance in terms of the lateral position error for

the contour-only display (C). The experimental data confirm this hypothesis and support

the other findings of the cue analysis. First of all, a consistent bias of considerable mag-
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nitude was found for Display C, directed towards the inner side of the curve. Apparently,

the strong position error bias conveyed by the contour lines is interpreted by pilots as if

they were positioned towards the outer side of the curve, causing them to compensate

for the bias through flying towards the inner side. Rotating the tunnel geometry yields

a dramatic shift in the position error bias for Display C towards the outer side of the

curve. Recall that the questionnaire revealed that pilots were generally unaware of the

geometry being rotated for this display. Hence, they interpret the rotation of the contour

line splay angles as a cue for being positioned towards the inner side of the curve, and

compensate for this bias through flying towards the outer curve wall. Second, the position

error biases for the frames-only displays are considerably smaller and are directed towards

the outer side of the curve. The presentation biases in this case are caused by two biases

with opposite signs (Appendix D), and apparently the bias leading to an impression of

being located to the inner side of the curve – the relative lateral displacements of the

frames – dominates. When the tunnel geometry is rotated the position error bias changes

sign, an effect unexplained by the cue analysis and, considering Figs 8.2(b) and 8.2(c),

which is rather counter-intuitive. Third and final, when both the tunnel contour as well

as the tunnel frames are presented, the position error biases are smaller. Tentatively,

the effects of the various presentation biases compensate for each other when both tunnel

geometrical entities are presented simultaneously. Rotating the tunnel geometry has only

a small effect on the position error biases with the combined displays. An interesting

phenomenon is that when the tunnel geometry is rotated, the position error biases for all

displays containing frames, i.e. all displays except Display C, are the same.

Comparison of the curved/straight trajectory following tasks

The cue analysis in Chapter 3, summarized in §8.2, led to the hypothesis that it is much

more difficult for pilots to obtain an accurate perception of the aircraft position and

attitude relative to the tunnel trajectory, causing a significant decrease in path-following

performance. The experimental data support this hypothesis. Compared to the pilot

performance variables obtained in the straight trajectory following task of Experiment

X1, here the pilot control activity is lower, the aircraft roll rates are higher, the heading

angle error is almost twice as large, and the lateral position errors are considerably higher.

The modelling efforts provide additional insight into these findings. The pilot time delays

are considerably higher in the curved trajectory tracking task, requiring an increase in

pilot inner loop lead to maintain sufficient phase margin in the inner loop. Generally,

the bandwidth of the inner loop is smaller and the phase margins are higher, indicating

that pilots sacrifice inner loop bandwidth to be able to put more effort in the outer

loops to maintain path-following performance. This is supported with the result that

the bandwidth of the combined outer loop is about the same, except for the frames-

only displays, D and E. Hence, pilots successfully attempt to maintain a high bandwidth

but fail to do so for the displays without a tunnel contour. The middle and outer loop

data shed a further light on this. Whereas the bandwidths of the middle loop – aircraft
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flight-path ψe – approximate those of Experiment X1, the phase margins are considerably

lower. This indicates that pilots have difficulty in perceiving ψe causing a larger delay

and lower phase margins. An exception forms the displays without contour lines, where

the phase margins are about the same as those in Experiment X1, but the bandwidths

are considerably lower. Because the ψe-information is lacking seriously for these displays,

a tentative explanation would be that pilots simply have to sacrifice bandwidth to obtain

a more stable feedback of ψe. Finally, the bandwidths of the outer loop – aircraft lateral

position error xe – are markedly lower than those measured in X1 for all displays. This

further exemplifies the apparent difficulty in perceiving the lateral position error in curved

trajectories, for all geometric tunnel variations investigated here.

8.6.2 Conclusions and recommendations

Conclusions

• The experimental data support the hypotheses that were based on the pre-experimental

cue analysis of §8.2. The relative usefulness of optical splay and density information for

control purposes in the pilot task of following a curved trajectory is demonstrated.

• The aircraft heading with respect to the curved trajectory, in the experiment equiv-

alent to the aircraft lateral motion, can be perceived best from the tunnel contour lines.

The optical splay information conveyed by these contour lines is essential for the perception

and control of aircraft flight-path with respect to the trajectory.

• The aircraft position with respect to the curved trajectory can be perceived best

from the tunnel frames. The optical density information conveyed by the tunnel frames is

essential for the perception and control of aircraft position with respect to the trajectory.

• The experiment indicates that both the optical density information as the optical splay

information must be perceived at small viewing distances in order to use this information

for the control of aircraft flight-path and position relative to the trajectory.

• Putting the tunnel frames at irregular distances between each other hampers the use

of the optical density gradient and leads to a degrading path-following performance. The

effects of frame positioning are larger when no tunnel contour lines are presented.

• The moving tunnel frames and not the tunnel contour lines give pilots a sensation of

forward motion through the tunnel.

• Rotating the tunnel geometry provides pilots pictorial information about the required,

or commanded, aircraft roll angle to fly the curve. Although pilots are aware that it does

not help them in improving their path-following performance, rotation causes an increase

in pilot motivation to maintain the right roll angle. Hence, the balance between the inner

and the outer loop performance changes for the benefit of the inner loop.

• Rotating the tunnel geometry has no effect on the presentation of the aircraft flight-

path and position relative to the trajectory. In the curved trajectory tracking task in the

presence of disturbances considered here, tunnel rotation even leads to a reduction, but

not significant, of pilot path-following performance.
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• Rotation of the tunnel in the contour-only display is ignored by pilots because they

hardly notice any difference with the non-rotated version. As a consequence, they interpret

the information as a shift in aircraft position towards the inner side of the curve, causing

a significant lateral position bias.

• Due to the limited viewing volume of the perspective projection, the tunnel display

does not convey the exact aircraft position and attitude relative to a curved trajectory.

These presentation biases lead to a significant decrease in path-following performance.

• The presentation biases lead to considerable errors in the aircraft lateral position

relative to the centercircle. Although pilots attempt to smoothly and accurately control

their aircraft through the circular tunnel they are not aware that they are in fact not

flying through the tunnel center. The position error biases are largest for the display

showing only the tunnel contour lines, and decrease considerably when the tunnel frames

are presented. Furthermore, when both tunnel geometrical entities are shown at the same

time the presentation biases compensate for each other leading to the best performance.

• Although displays showing the tunnel contour lines yield the best path-following per-

formance, the tunnel frames must be presented as well to minimize the effects of the

presentation biases.

• Pilot control of aircraft curvi-linear motion along a circular trajectory is markedly

more difficult than the control of aircraft recti-linear motion along a straight trajectory.

This is caused by the degrading information when presenting curved rather than straight

sections of the trajectory on the display, both in a quantitative as a qualitative manner.

Not only the number of optical cues becomes smaller, also the usefulness of the available

cues decreases. Hence, it is much more difficult for pilots to obtain an accurate perception

of the aircraft position and attitude relative to the tunnel trajectory, causing a significant

decrease in path-following performance and increase in pilot effort.

Recommendations

• An experiment could be done to analyze the effects of limiting the viewing distance

on pilot control behaviour in the task of following a curved trajectory. The current inves-

tigation revealed that in curved tunnels the information needed for control purposes must

be perceived in particular at small viewing distances. Hence, limiting the tunnel display

viewing volume can be expected to be detrimental in curved tunnel sections.

• The possibilities of the pictorial aircraft bank angle command information provided

by a rotated tunnel geometry (in turns with constant curve radius) should be analyzed

further. Especially the effects of a constantly changing aircraft reference bank angle,

yielding a constantly changing tunnel geometry rotation, should be analyzed in terms of

pilot performance and control behaviour, but also in terms of pilot confusion.

• The pre-experimental cue analysis showed that the presentation biases in curved tra-

jectories depend on the size of the tunnel and the radius of the curve. These effects should

be investigated further, if possible through experimental validation.



Chapter 9

Symbology: a flight-path vector

9.1 Introduction

The experiments discussed in the previous chapters have two things in common. First, the

main subjects of interest are the tunnel geometry design variables. Second, in all experi-

ments, except for the pitch channel control task of Experiment X3, the aircraft’s direction

of motion relative to the tunnel, χ, could be perceived directly from the display, namely

through the position of the infinity point with respect to the display center, depicting ψ.

In other words, although atmospheric turbulence was simulated that disturbed the aircraft

motions, none of the turbulence components actually perturbed the aircraft flight-path, i.e.

χ = ψ. The investigation of this chapter differs in both ways. A generic tunnel geometry

is chosen that remains the same throughout the experiment. Furthermore, the aircraft

direction of motion will be perturbed with a disturbance on the lateral component of the

aircraft velocity vector. Since in this case the aircraft heading angle ψ and track angle χ

are not equal any more, the aircraft direction of motion can no longer be perceived directly

from the display. Rather, it must be estimated from the changes in time of the perspective

projection of the tunnel geometry on the viewplane, the ecological cues of motion perspec-

tive. The discussion in Chapter 3 revealed that this has often proved to be a challenging

task. The task can be alleviated considerably, however, by augmenting the tunnel dis-

play with a so-called Flight-Path Vector (FPV) symbol. By explicitly showing the aircraft

flight-path, the FPV restores the possibility of directly perceiving the direction of aircraft

motion with respect to the trajectory. The essential background information on this basic

form of synthetic display augmentation will be discussed in §9.2. Experiment X5, defined

in §9.3, is conducted to assess the usefulness of providing explicit aircraft flight-path in-

formation on pilot behaviour, dependent on the various characteristic properties of the

atmospheric turbulence and the velocity of the aircraft motion. The experimental results

and pilot control behaviour modelling efforts are discussed in §9.4 and §9.5, respectively.

All findings are summarized and discussed thoroughly in the retrospective, §9.6.
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9.2 Background

9.2.1 Three tunnel display augmentation principles

Irrespective of the cockpit displays mediating the aircraft state to the pilot, the main

issues that are of concern to the pilot in the aircraft guidance task are probably the

questions of ‘where am I?’ and ‘where am I going?’. The advantage of electronic displays

over their (electro-)mechanical predecessors is that they can be augmented with synthetic

symbology designed in particular to help pilots in conducting their tasks and to improve

their performance. The synthetic enhancements are generally a form of augmenting cues,

which can be defined as “a perceptual event auxiliary to the basic display that is used to

enhance an important characteristic of the display” (Eberts, 1987). The synthetic nature

of the tunnel-in-the-sky display allows these virtual enhancements to be integrated in a way

that is compatible with the guidance task. In the past, numerous investigations have been

conducted addressing the usefulness of synthetic symbology in two-dimensional (Gold,

1965; Merhav & Grunwald, 1978; Hynes et al., 1989) and three-dimensional (Grunwald

& Merhav, 1978; Roscoe & Jensen, 1981; Jensen, 1981; Grunwald et al., 1981) aircraft

guidance displays. The fact that visually presented augmenting cues have often shown to

considerably improve human performance can be understood using two basic principles

(Eberts, 1987):

1. a well-designed display augmentation transforms the task at hand from a computa-

tional to a perceptual task1; and,

2. it provides a means of establishing or improving the compatibility between the display

and the operator’s mental model of the system and the corresponding task.

Below, the three main forms of tunnel display augmentation, i.e. the flight-director, the

flight-path vector, and the flight-path predictor, will be investigated. As it will become

clear, these three forms represent elementary display augmentation principles of providing

synthetic command, status and predictive information, respectively.

Augmenting with command information: the flight-director In Chapter 1, the

Flight-Director (FD) was introduced as an example of augmenting the conventional Pri-

mary Flight Display (PFD) with command information. Based on the requirements of the

guidance task, the pilot selects an FD control mode and defines the FD controller set-

points. The FD computer algorithm then integrates the information and generates two

control signals appropriate to fulfil the task requirements. The control signals drive the

FD ‘roll’ and ‘pitch’ command bars on the PFD. The remaining task of a pilot operating

with a FD is to move the control device – column or stick – in correspondence with the

FD command signals, according to the rule of ‘follow-the-needle’.

In the light of the two principles defined above two comments can be made. First, with

a conventional set of planar flight displays the pilot is required to mentally combine the

1In terms of Ecological Interface Design (EID), the display provides the information needed for control

in a form that exploits the power of perception (Vicente & Rasmussen, 1990).
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Figure 9.1: The flight-path vector: basics. The FPV shows the attitude (α, β) of the aircraft

velocity vector (the Aerodynamic reference frame Fa) with respect to the aircraft

longitudinal axis (the Body reference frame Fb) depicted by the display center.

status information and integrate the data into a mental representation of the aircraft’s

spatio-temporal situation. With a FD the integration of information is conducted by the

FD algorithms. The FD relieves the pilot from the demanding computational integration

task and provides the appropriate control action directly on the display. The resulting

pilot behaviour is a typical psycho-motor task of reading a display and moving a control

device. Second, the FD command indicators represent something that has no reference, or

meaning, regarding the aircraft’s spatio-temporal situation with respect to the commanded

flight-path. The augmentation does certainly not help the pilot in improving awareness of

the aircraft state itself and is therefore not compatible with any sensible mental model.

Not many examples exist of augmenting the tunnel display with a flight-director (Fun-

abiki, 1997), most probably because the two concepts have been developed from totally

different, possibly contradicting perspectives. Recall that one of the reasons for develop-

ing the tunnel display was to provide pilots an intuitive representation of the aircraft’s

spatio-temporal situation with respect to the commanded flight trajectory, allowing them

to directly perceive the guidance information. Putting the FD command bars on the tun-

nel display means that two abstract entities, which have no meaning at all in the pictorial

three-dimensional environment, must be integrated once again by the pilot. Whereas a

tunnel display allows a more ‘natural’ control strategy, compatible with the situation as

if the outside-world information would be continuously available through the windshield,

the FD forces a pilot to adopt a two-axis compensatory tracking strategy. Hence, although

certainly applicable, this is a doubtful combination of concepts. Rather, the aim of de-

signing forms of augmentation for the tunnel display should be to investigate symbology

that is compatible with the pictorial tunnel display format, and that is compatible with

the pilot’s mental model. Two of these possibilities are discussed next.

Augmenting with status information: the flight-path vector The flight-path vec-

tor (FPV) has become almost a standard feature of the modern cockpit Primary Flight

Display (PFD) and the Head-Up Display (HUD). It shows the attitude of the aircraft
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velocity vector with respect to the longitudinal Body axis, Fig. 9.1, allowing a pilot to

directly perceive the aircraft’s angle of attack α and angle of slip β. This is aircraft status

information that can be measured with any common on-board sensor (Kayton & Fried,

1997). To estimate the vertical direction of the aircraft motion relative to a horizontal

plane, the angle of climb γ, a pilot can simply perceive the vertical deflection of the FPV

with respect to the horizon line. To estimate the lateral direction of the aircraft motion

relative to a ground track, the aircraft track angle χ, (=ψ + β), the pilot must mentally

combine the angle of slip (β) information from the PFD with the heading information

(ψ) obtained from the Navigation Display (ND). The FPV symbol has proved to be very

useful in many ground-referenced aircraft manoeuvering tasks (Hynes et al., 1989). For

instance, when approaching the runway the pilot can simply steer the FPV symbol to

the desired touchdown point on the runway (Gold, 1965). Or, to fly a horizontal turn at

constant altitude, the pilot only has to keep the FPV on the horizon line.

In contrast to the flight-director command bars, the FPV symbol can be regarded as a

natural addition to the basic display, enhancing an important characteristic of that dis-

play. Up to some point this holds for the application of a FPV on a standard, planar,

PFD, since it allows a pilot to establish a one-to-one mapping of the aircraft flight-path to

a symbol on the display moving with respect to the horizon. But it is certainly true for the

presentation of a FPV on the pictorial three-dimensional tunnel-in-the-sky display. Recall

that the spatial information mediated by the tunnel display allows a pilot to directly per-

ceive the motion of the aircraft relative to the tunnel, a ground-referenced element of the

artificial world. From the discussion in §3.4.3 and §3.5, however, it is clear that obtaining

an accurate estimate of the direction of the aircraft motion relative to the tunnel is not

that simple. The direction of one’s egomotion relative to the environment is directly coded

in the changing optical array mediated by the spatial display: it is a feature of the display.

Either the indirect dynamic cues, i.e. the derivatives of the gradients of optical splay and

optical density, or the direct dynamic cues of the optic flow field allow a pilot to perceive

the direction of motion. There remains some dispute, however, regarding the accuracy of

the human visual motion perception and, as a result, the functionality of this perception

in manoeuvering tasks (Johnston et al., 1973; Warren et al., 1988; Warren & Hannon,

1990; Grunwald & Kohn, 1993). Presenting the direction of egomotion explicitly on the

display can therefore be expected to be a very useful synthetic enhancement of the natural

environment. The FPV allows a direct perception of the aircraft direction of motion from

the display, even from a static representation, with the optical gradients of motion per-

spective as alternative cues. In the light of the two principles stated above it is clear that

by showing where the aircraft is going, the FPV is certainly compatible with any pilot

mental model that makes sense. The presentation of a FPV is not expected to change the

way in which pilots control the aircraft with a tunnel display. The reason is that the flying

task with a tunnel display is already highly perceptual and intuitive in nature, with only

a very limited cognitive effort. An FPV will not change this significantly.
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V

R

predicted future path

(b) 2nd order prediction

Figure 9.2: Two algorithms for predicting the aircraft future position. In this simplified figure,

V represents the vehicle velocity and R the radius of the predicted circular future

vehicle path. A first order algorithm (left) uses the aircraft position (x, y) and

velocity (ẋ, ẏ) in the inertial reference frame. A second order algorithm (right)

extends the first order prediction by incorporating the vehicle accelerations (ẍ, ÿ).

Augmenting with predictive information: the flight-path predictor Consider the

aircraft recti-linear motion condition, where the aircraft moves along a straight line through

the environment. In this case the FPV, showing the instantaneous direction of the air-

craft motion, explicitly indicates where the aircraft will be in the near future. In terms

of the information analysis of §3.4.3, it marks the location of the focus of radial outflow

(FRO) on the display, Fig. 3.8. A condition of recti-linear motion is interesting from a

theoretical perspective, but less from a practical viewpoint. Rather, it must be regarded

as a special case of a more general aircraft motion condition of curvi-linear flight. In

curvi-linear motion the FPV shows the instantaneous direction of the aircraft motion,

i.e. the velocity vector tangential to the locally circular trajectory, Fig. 3.13. The FPV

shows status information, which can generally not be used for purposes of anticipating

oncoming changes in the task demands (Kelley, 1967). To provide the information that

could facilitate pilots in their anticipation behaviour, the so-called Flight-Path Predictor

(FPP) concept is propagated in (Grunwald & Merhav, 1978; Grunwald et al., 1981). A

FPP shows the predicted aircraft position some fixed time Tp ahead, usually a couple of

seconds, as a two-dimensional (Grunwald et al., 1981; Korn et al., 1982; Wickens et al.,

1989) or three-dimensional (Grunwald, 1984) symbol in the synthetic environment. Some

authors recommend to show the future trajectory (Knox & Leavitt, 1977; Grunwald &

Merhav, 1978; Viken & Burley, 1992; Below et al., 1995) or a set of equi-distant points

of the future trajectory (Jensen, 1981). In most cases, also a predictor reference frame is

displayed, moving ahead of the aircraft along the tunnel wireframe, with respect to which

the motions of the FPP must be monitored, see Fig. 2.3(b). Predictive information has
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often proved to be useful for human operators in a large variety of tasks (Kelley, 1967),

ranging from submarines (McLane & Wolf, 1968) and super tankers (Stassen, 1994) to

space applications (Breedveld, 1997). Directly presenting the aircraft future position on

the tunnel display allows pilots to compare the predicted position with the future guidance

constraints depicted by the tunnel, facilitating control and allowing to smooth anticipate

future changes in the trajectory. It is clear that the flight-path predictor is compatible

with a sensible pilot mental model of his task. It relieves the pilot from the task of men-

tally computing the future flight trajectory while at the same time coding this information

in a format that is compatible with the other spatial information conveyed by the display.

The future aircraft flight path can be determined using various computer algorithms

(Grunwald, 1985; Mulder, 1992). In these algorithms the order of prediction dictates

the use of higher order aircraft state variables. Fig. 9.2(a) illustrates that a first order

prediction algorithm uses only the aircraft current inertial position and velocity to predict

a recti-linear flight trajectory. A second order algorithm extends the first order predic-

tion by incorporating acceleration terms, which could for instance yield the curvi-linear

flight-path illustrated in Fig. 9.2(b). So, in essence, a first order FPP provides the same

information as a flight-path vector symbol. Even in curvi-linear flight, i.e. with a cen-

tripetal acceleration perpendicular to the velocity vector, the predictor symbol will be

positioned on a straight line directed along the FPV. Thus, it takes – at least – a sec-

ond order predictor algorithm to present curvi-linear predictive guidance information. A

theoretical framework to assess the relative usefulness of the FPV and the FPP has been

developed in (Grunwald & Merhav, 1978). Here, it is concluded that this usefulness is

determined by the vehicle dynamics and by the spectrum of the disturbances acting on

the vehicle. A FPV is found very effective for fast vehicle dynamics and rather ineffective

for slow vehicle dynamics. A FPP is very effective for slow dynamics but less effective for

fast dynamics and fast disturbances. This will be discussed further in §9.2.2.

The application of a FPP has important consequences for the control task of a pilot. With

a FPV the flight-path can be perceived directly from the display, facilitating the pilot in

closing one of the three main feedback loops of attitude, flight-path and position. With a

FPP, however, the control task of the pilot becomes one of maintaining the FPP symbol

in the center of the accompanying predictor reference frame. With an accurate prediction,

minimizing the displacements of the predictor symbol relative to the predictor reference

frame (lateral: ε`/D, vertical: εv/D, Fig. 2.4(a)), both moving in front of the pilot, means

that – the prediction time interval Tp later – the aircraft will also fly through the center of

the tunnel. Hence, whereas the basic aircraft motion referents remain essential in the air-

craft control with a FPV, they become of secondary importance for a pilot when the FPP

is presented on the display. In the latter case the pilot control task becomes a two-axis

pursuit tracking task of minimizing ε` and εv. For a discussion of the characteristics and

applications of the combination of the tunnel display and flight-path predictor symbology,

the reader is referred to the literature (Knox & Leavitt, 1977; Grunwald & Merhav, 1978;

Grunwald et al., 1981; Jensen, 1981; Roscoe & Jensen, 1981; Grunwald, 1984; Viken &
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Burley, 1992; Theunissen & Mulder, 1995b; Grunwald, 1996a, 1996b).

Conclusions The flight-director, flight-path vector and flight-path predictor symbology

exemplify three widely accepted display augmentation principles. From the discussion

above it is clear that, first, the combination of the flight-path predictor and the tunnel

display is the most promising one. In previous investigations it is shown that it indeed

allows path-following performance with the same level of performance as a FD (Grunwald

et al., 1981; Grunwald, 1984, 1996b). The FPP is compatible with a pilots’ mental model

but does force them to adopt (or should it be allow) a two-axis pursuit tracking strategy.

Second, the flight-director command symbols represent command information, generated

by a computer algorithm, that does not exist in the real world and that is nothing but

a feature of the artificial pilot environment. It is not compatible with a pilot mental

model and forces pilots to adopt a two-axis compensatory tracking strategy. Finally, the

FPV symbol explicitly shows elements of the aircraft state – status information – that

have meaning in the real world and which could, with the proper spatial representation

of that world, in principle be perceived with some degree of accuracy by the pilot. The

augmentation enhances the display by explicitly showing a feature of the real world that is

useful for the task at hand. It is compatible with a pilot mental model and, other than the

two other augmentation forms, it helps pilots in adopting the ‘common’ control strategy

– the feedback of attitude, flight-path and position – similar to the one discussed in the

previous chapters. Because this similarity allows a comparison with and an expansion

of the previous results, the FPV will be the only augmentation form investigated in this

thesis and forms the subject of the remainder of this chapter.

9.2.2 Variables affecting the use of a flight-path vector

Introduction For a pilot in manual control of the aircraft an important piece of

information is the relative motion of the aircraft relative to the surrounding air mass.

The air mass itself, however, may move relative to the earth. Hence, since most aircraft

guidance tasks are conducted with respect to ground-fixed references such as the runway

or a virtual earth-fixed tunnel, it is essential for a pilot to be aware of the relative motion of

the aircraft relative to the ground surface (Watler & Logan, 1981; Hynes et al., 1989). The

advantage of a flight-path vector is that it may be used to show, in an intuitive fashion,

either the relative motion of the aircraft with respect to the air mass or the relative motion

with respect to the earth. Although the flight-path vector has become a standard feature

on modern PFDs and HUDs, only a few studies have been conducted so-far addressing

its functionality (Grunwald & Merhav, 1978). The obviousness and simplicity of the idea

to present a flight-path vector may well be the reason for this. Another reason could be

that the addition of a flight-path vector to the display is not expected to affect the control

strategy of a pilot, as argued above.

Grunwald and Merhav’s study on display augmentation In (Grunwald & Merhav,

1978) the influence of the vehicle dynamics and the bandwidth of the external disturbances



240 Symbology: a flight-path vector

on the effectiveness of different forms of synthetic symbology representing higher order

aircraft state components was investigated. The manual control task used in the study was

the remote control of the lateral-longitudinal motion of a flight vehicle using an elementary

three-dimensional display. The vehicle response dynamics varied from ‘slow’, in terms of

bandwidth, to ‘fast’. The bandwidth of the turbulence shaping filter used to generate

external disturbances varied between 0.1 and 3.2 [rad/s]. The experiment showed that

a positive effect of a FPV and a FPP presentation on the performance of the closed

loop pilot-vehicle system depends on the specific combination of vehicle dynamics and

disturbance bandwidth, and the extent in which the FPV/FPP information is perturbed

by the disturbances. The higher the order of the state elements of the vehicle dynamics, the

more these state elements are influenced by the disturbances (Etkin, 1972). In case of slow

vehicle dynamics the higher frequencies in the response of the vehicle and the presented

symbology are much less prominent compared to the case of fast vehicle dynamics. In case

of fast vehicle dynamics this results in rapid and unpredictable motions of those types of

symbology that are driven by higher order state information, for example the flight-path

predictor driven by a second order prediction algorithm.

Effects of turbulence The work of Grunwald and Merhav (1978) showed the relevance

of including effects other than those regarding the display presentation, such as turbulence.

Consider the influence of the turbulence. The shaping filter for the disturbance vg (or

βg = vg/Vtas) on the lateral component of the aircraft velocity vector, v, is given by

(Mulder & van der Vaart, 1994):
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where Vtas is the aircraft velocity, Lg (in [m]) the so-called scale length of the turbulence,

and σ2
vg

the intensity of the turbulence vg which is independent of Lg and Vtas. The

white noise w is coloured through the first order filter (zero at s = −1
3

√
3VtasLg

) concate-

nated with a second order low pass filter (two poles at s = −Vtas
Lg

). The scale length

indicates the spatial extent of the correlation. The quotient
Vtas
Lg

determines the bandwidth

of the turbulence and shows that this bandwidth is a function of the characteristics of the

turbulence itself (Lg) and of the velocity of the aircraft moving through it. E.g., flying

through a turbulence field (fixed Lg) with a smaller velocity yields a smaller bandwidth of

the disturbances and thus less high-frequent perturbations. Because the aircraft velocity

also determines to some extent the bandwidth of the aircraft dynamics (Appendix C),

manipulating Vtas and Lg allows the experiment of Grunwald and Merhav (1978) to be

repeated. There were some reasons that motivated this repetition. Grunwald and Merhav

(1978) used the Optimal Control Model (OCM) to model their results without an attempt

to identify the model from the experimental data. The previous experiments of this thesis

showed that the cybernetic approach including the identification of pilot models leads to a

much deeper understanding of the mechanisms behind the observed behaviour. Therefore
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the present experiment, X5, was believed to increase the general understanding of how

presenting a FPV influences pilot behaviour.

9.3 Experiment X5

Whereas in all experiments discussed so far the tunnel geometrical design has been the

main subject of investigation, here only the baseline tunnel geometry is applied. Ex-

periment X5 investigates the effects of showing the flight-path vector symbol on pilot

behaviour. For this purpose the atmospheric turbulence applied in the previous experi-

ments is extended by the introduction of a disturbance on the lateral component of the

aircraft velocity vector: vg 6= 0. In the previous section it has been described that the

properties of this disturbance are determined on the one hand by the scale length Lg and

intensity σ2
vg

of the turbulence field, and on the other hand by the aircraft velocity Vtas.

Hence, in X5 the usefulness of the flight-path vector is examined for a variety of aircraft

velocities and turbulence scale lengths for a turbulence field with a constant intensity σ2
vg

.

METHOD

Subjects and instructions to subjects Four subjects (A – D) participated in the

experiment. They were instructed to control the aircraft through the tunnel as accurately

as possible. All occurring aircraft attitude and position errors must be minimized, despite

the effects of the disturbances acting on the vehicle.

Apparatus The Human-Machine Laboratory was used, described in Appendix A.

Independent measures Three independent measures were manipulated in the exper-

iment. First, the flight-path vector symbol was either presented on the tunnel display or

not. Second, three scale lengths Lg of the lateral turbulence were applied: 750, 250 and 85

[m]. The intensity of the turbulence field was kept constant at σ2
vg

= 1 [m2/s2]. Third, the

aircraft moved through the turbulence field with three velocities: 70, 100 and 130 [m/s].

The consequences of combining the three turbulence scale lengths and the three aircraft

velocities on the properties of the disturbances are discussed below.

Summarizing, the independent measures were the flight-path vector symbol (2 levels),

the turbulence scale length (3 levels) and the aircraft velocity (3 levels).

Experimental design A full-factorial within-subjects design was applied, consisting

of a total of 18 conditions (2 × 3 × 3). The conditions were randomized over the exper-

iment. Each subject conducted four familiarization sessions (72 runs) before completing

six replications of all experimental conditions (108 runs) that served as the measurements.

Procedure During the course of two days a subject conducted 180 experimental runs,

divided in 30 blocks of six runs each. A single run lasted 120 [s], consisting of a run-in

time Ti of 15 [s] and a measurement time Tm of 105 [s]. The pace of the experiment was
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Table 9.1: Definition of input signals i1, i2 and i3 (X5).

i1 i2 i3

k1i
ω1i

k2i
ω2i

k3i
ω3i

i [-] [rad/s] [-] [rad/s] [-] [rad/s]
1 4 0.2394 5 0.2992 6 0.3590
2 10 0.5984 11 0.6582 13 0.7779
3 17 1.0173 18 1.0771 19 1.1370
4 23 1.3763 24 1.4362 25 1.4960
5 31 1.8550 32 1.9149 33 1.9747
6 41 2.4534 42 2.5133 43 2.5731
7 57 3.4109 58 3.4707 59 3.5306
8 75 4.4880 76 4.5478 77 4.6077
9 103 6.1635 104 6.2233 105 6.2832

10 137 8.1981 138 8.2579 139 8.3177
11 185 11.0704 186 11.1302 187 11.1901
12 251 15.0198 252 15.0796 253 15.1395

such to allow sufficient time for subject preparation and to prevent fatigue.

Dependent measures Seven variables were selected as dependent measures: (i,ii) the

subject’s aileron control signal δa and its derivative δ̇a; (iii,iv) the aircraft angle of roll φ

and its derivative φ̇; (v) the heading angle error ψe; (vi) the track angle error χe, and (vii)

the cross-track error xe. Note that because of the disturbance on the lateral component of

the aircraft velocity vector, vg, the track angle error χe and not the heading angle error

ψe represents the true aircraft lateral motion relative to the trajectory, i.e. χe=ψe+βg.

Description of the experiment simulation

Tunnel geometry The baseline tunnel was applied, consisting of square frames (Wt

= Ht = 40 [m]) positioned on altitude poles and connected with longitudinal frame lines.

The reference trajectory was straight and had a downslope Γt of 3 [deg]. The intermediate

frame distance 4D was fixed at 350 [m]. If applicable, a green flight-path vector symbol

was shown indicating the aircraft instantaneous direction of motion (χ).

Aircraft model The asymmetric motions of a Cessna Citation I were simulated at

the three velocity conditions introduced above. The lateral component of the aircraft

velocity vector is perturbed by a turbulence signal i3, defined below. The symmetric

motion referents were fixed to their initial condition values (Appendix C). The aircraft

moved in a plane with downslope 3 [deg] through the vertical center of the tunnel.

Atmospheric disturbances Three independent sinusoidal reference signals – i1, i2 and

i3 – were inserted in the control loop (Table 9.1). The shaping filters and noise intensities

of i1 and i2 are defined identical to the signals used in Experiments X1, X2 and X4. The

insertion of a third reference signal i3 impairs a comparison of this experiment results with

those of others. The shaping filter of i3 is defined according to Eq. 9.1. In order to allow a

comparison of pilot performance in the experimental conditions, W3 was defined such that
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Table 9.2: Turbulence bandwidths and turbulence intensities as a function of the turbulence

scale lengths Lg and aircraft velocities Vtas applied in Experiment X5.

turbulence scale length Lg (in [m])
750 250 85

bandwidth intensity bandwidth intensity bandwidth intensity
Vtas/Lg σ2

βg
Vtas/Lg σ2

βg
Vtas/Lg σ2

βg

[rad/s] [◦
2

] [rad/s] [◦
2

] [rad/s] [◦
2

]
Vtas=70 [m/s] 0.0933 0.6700 0.2800 0.6700 0.8235 0.6700
Vtas=100 [m/s] 0.1333 0.3283 0.4000 0.3283 1.1765 0.3283
Vtas=130 [m/s] 0.1733 0.1942 0.5200 0.1942 1.5294 0.1942

the variance σ2
vg

of the lateral disturbance velocity vg is constant, at 1 [m2/s2]. This results

in a constant lateral turbulence field through which the aircraft flies with three different

velocities, resulting in the variances of βg to decrease for larger aircraft velocities. It is

now possible to examine the effect of the flight-path vector when flying through such a

constant turbulence field at different velocities. An experimental combination was selected

of three aircraft velocities and three turbulence scale lengths, resulting in the bandwidths

Vtas/Lg and the variances of the side-slip turbulence signals βg listed in Table 9.2.

Initial condition Before the start of each run, the aircraft was positioned in the center

of the tunnel with zero position and attitude errors. The initial longitudinal position of

the aircraft on the tunnel reference trajectory was randomized.

Experiment hypotheses

It is hypothesized that, first, when a FPV is presented on the display, the pilot will apply

a strong feedback loop on χe. Second, accordingly, when no FPV is presented the pilot is

hypothesized to use the information on ψe, which is directly available from the display, as a

first estimate of the track angle error. The motion perspective cues could help the pilot in

improving this initial estimate. Furthermore, when the FPV is presented it is hypothesized

that, third, due to the explicit information on χe the path-following performance will be

superior. For smaller turbulence scale lengths Lg and higher aircraft velocities Vtasthe

bandwidth of the disturbance signal becomes larger, resulting in rapid motions of the

FPV symbol on the display. Therefore, it is hypothesized that, fourth, pilot performance

decreases in these conditions. Fifth, when no FPV is presented, it is hypothesized that

pilot performance also deteriorates for smaller Lgs and for larger aircraft velocities, but

to a significantly less extent than in the FPV conditions. This is because the effects of

the turbulence are not directly visible from the display but must be perceived from the

motion perspective cues. The implicitness of the flight-path angle error information leads

to a decreasing pilot bandwidth of this variable. In other words, a pilot would ignore rapid

changes in the flight-path angle error rather than rapidly trying to correct for them. Sixth,

the effects of the bandwidth of the aircraft dynamics, determined by the aircraft velocity,

are hypothesized to be similar to those found in earlier experiments of this thesis. That
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Table 9.3: Summary of results from a pilot questionnaire (X5).

How would you describe the level of realism of the simulated aircraft dynamics?

Vtas very very
[m/s] realistic realistic average unrealistic unrealistic
70 · 1 · 2 ·
100 · 1 1 1 ·
130 1 1 · · 1

How would you describe the level of realism of the simulated aircraft disturbances?

Vtas Lg very very
[m/s] [m] realistic realistic average unrealistic unrealistic
70 750 · · · 2 1

250 · · 2 1 ·
85 · 1 · 2 ·

100 750 · · 1 1 1
250 · · 2 1 ·
85 · 1 1 1 ·

130 750 · 1 1 · 1
250 · 1 1 1 ·
85 1 1 1 · ·

is, at the high velocity conditions the performance in terms of ψe and χe will improve

because for these conditions small changes in these quantities rapidly lead to large position

errors. In this respect, the above mentioned fact that the aircraft velocity also affects the

bandwidth of the disturbances acting on the vehicle could be of secondary importance.

9.4 Results

9.4.1 The pilot questionnaire

Because subject D was involved in the definition and set-up of the experiment, only the

comments of subjects A to C are used.

Realism of the simulation The simulated aircraft dynamics were judged unrealistic

for the low velocity conditions but the simulation improved for higher velocities, Table 9.3.

Pilot comments revealed that this was especially due to the rather large magnitude of the

disturbances at the low velocities. The realism of the disturbances were judged similarly:

it improved for higher aircraft velocities and also for smaller turbulence scale lengths, i.e.

for larger bandwidths
Vtas
Lg

. Pilots considered the high velocity disturbances with smaller

magnitudes as more realistic: “nice bumps”. For the low velocity conditions the turbulence

was too large in magnitude and required considerable pilot effort to maintain performance.

Sources of information and control strategies The pilot comments were consistent.

Without the FPV they claimed to use the relative displacements of the tunnel frames, εij
and ηij , and especially the relative displacements of the altitude poles, πij , to perceive

the lateral position with respect to the trajectory. The lateral aircraft motion is perceived
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Figure 9.3: Z-scores of the effort ratings for all 18 conditions of Experiment X5. In this fig-

ure and in the following, the insets show the three velocity conditions (in [m/s]).

The numbers 750-85 represent the turbulence scale lengths (in [m]). The dashed

and the continuous lines represent the data with and without a flight-path vector,

respectively. The numbers below the figure depict the experimental conditions.

primarily using the derivatives of the relative lateral displacements of the tunnel altitude

poles, π̇ij . Surprisingly, no reference whatsoever was made by the subjects on the use of

splay angles and their derivatives for controlling the aircraft. Subjects commented very

favourably on the presence of a flight-path vector symbol. When the FPV is present,

subjects considered their main task to keep the symbol positioned on the tunnel’s infinity

point (ψe=χe−→ βg=0). Then, when this was achieved, the lateral position errors were

estimated using in particular the relative displacements of the tunnel poles, πij . These

position errors were corrected by positioning the FPV symbol away from the infinity point

towards the more distant tunnel wall. Again, no reference was made upon the use of splay

or splay-rate in these conditions. The aircraft velocity was believed to have no important

effect at all on the control strategy. One pilot commented, however, that because of the

larger aircraft pitch angle for higher velocities (Appendix C), the perception of the altitude

poles’ displacements became more difficult. Concerning the influence of the turbulence

scale length no comments were made except that for the smaller Lgs (higher bandwidths),

attending the relative movements of the FPV with respect to the tunnel’s infinity point

was considered to contribute to visual workload.

Effort ratings The effort ratings clearly show that the control task was judged consid-

erably more difficult when the flight-path vector was not available, Fig. 9.3. The task was

judged somewhat less difficult for the high velocity conditions. Furthermore, the effort

ratings become smaller when the scale length of the turbulence decreases from 750 to 85

[m], for all velocities and independent of the presence of the flight-path vector.
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Table 9.4: Results of a full-factorial ANOVA (X5) on the dependent measures involving control

activity, inner loop measures and path-following accuracy (in this table ‘??’, ‘?’ and ‘◦’

represent chance levels of p ≤0.01, 0.01< p ≤0.05 and 0.05< p ≤0.10, respectively).

control inner loop path-following
activity measures performance

δa δ̇a φ φ̇ ψe χe xe

main effects

F ◦ · · ◦ · ? ?
S · · ?? ? · ?? ?
V ?? ? ?? ? ?? ?? ?

2-way interactions

F×S · · · · ?? ?? ??
F×V · · · · · ?? ·
S×V · · · · · ? ?

3-way interaction

F×S×V · · · · · · ·

9.4.2 Time domain data: statistical analysis

A full-factorial mixed-model Analysis of Variance was conducted to analyze the time do-

main data. The independent measures were the presence of the flight-path vector (F) (2

levels), the turbulence scale length (S) (3 levels) and the aircraft velocity (V) (3 levels).

The ANOVA results are summarized in Table 9.4. The means and 95% confidence limits

of six of the seven dependent measures are shown in Fig. 9.4.

Pilot control activity Pilot control activity, Fig. 9.4(a), decreases for the larger ve-

locity conditions (δa: F2,6=15.233, p <0.01; δ̇a: F2,6=7.481, p =0.024), increases when

the FPV is presented (δa: F1,3=5.494, p=0.100; δ̇a: not significant) and increases only

marginally when Lg decreases, Fig. 9.4(a). A post-hoc analysis (NK, p=0.05) revealed that

the differences in control activity for the three velocity conditions are indeed all significant.

Inner loop measures Figs 9.4(c) and 9.4(b) indicate that the roll angles and the roll

rates increase for higher velocities (φ: F2,6=22.463, p <0.01; φ̇: F2,6=6.461, p =0.032) and

for smaller turbulence scale lengths (φ: F2,6=16.022, p <0.01; φ̇: F2,6=5.542, p =0.043).

The presence of a FPV symbol yields lower roll angle deviations (not significant) and higher

roll angle rates (F1,3= 7.187, p =0.075). When the velocity increases the effect of the FPV

on φ̇ becomes larger. Post-hoc analyses (NK, p=0.05) showed that the differences in φ and

φ̇ for the three velocity conditions were indeed all significant. The roll angle differences

between the smallest and the largest scale lengths are the only ones that are significant.

Path-following performance The heading angle error and the track angle error

decrease significantly for the high velocity conditions (ψe: F2,6=62.569, p <0.01; χe:

F2,6=67.531, p <0.01), Figs 9.4(d) and 9.4(e). When the FPV is not presented, ψe is

unaffected by the turbulence scale length. When the FPV is presented, ψe increases for
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Figure 9.4: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects). Here, the squares connected with the continuous lines and the circles

connected with the dashed lines represent the data for the configurations without

and with a FPV, respectively. The horizontal dashed lines and the shaded rectangles

show the values of these quantities for Experiment X1.

the smaller scales, especially at the low velocity conditions, leading to a significant F×S-
interaction (F2,6=16.643, p <0.01). Presenting the FPV leads to a significant decrease in

track angle error χe and position error xe (χe: F1,3=16.022, p =0.028; xe: F1,3=27.437,

p =0.014), i.e. performance improves significantly. Decreasing the turbulence scale length

yields larger track angle errors χe and, at least when the FPV is presented, larger po-

sition errors (χe: F2,6=69.091, p <0.01; xe: F2,6=5.411, p =0.045). When the FPV is

not presented, the decreasing turbulence scale leads to smaller position errors, result-

ing in the significant F×S-interaction (F2,6=30.363, p <0.01). The F×S-interaction of χe
(F2,6=33.973, p <0.01) is caused by the fact that when the FPV is presented the effects

of changing the turbulence scale are somewhat larger. The effect of the scale length on

χe is stronger for the low velocity conditions, yielding the significant S×V-interaction
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(F4,12=5.093, p =0.012). The same holds for the presence of the FPV as indicated by

the significant F×V-interaction (F2,6=14.163, p <0.01). Finally, Fig. 9.4(f) shows clearly

that position errors increase for the higher velocities (F2,6=8.113, p =0.020). Post-hoc

analyses (NK, p=0.05) indicated that the differences in χe as caused by the different ve-

locities, the presence of the FPV symbol, and also those caused by the different turbulence

scale lengths are all significant. The only exception is the effect of turbulence scale on χe
when the FPV is not presented. Here, only the results for the smallest scale length differ

significantly from the others. Furthermore, the position errors differ significantly only for

the smallest scale length of 85 [m], independent of the presence of the flight-path vector.

Comparison of Experiments X5 and X1 The experimental definition for the lower

two velocity conditions (Vtas=70 and 100 [m/s]) are similar to conditions ‘6’ and ‘10’ of

Experiment X1 (Wt=40 [m]). Although in the current experiment a third noise signal is

inserted into the loop, a rough comparison can be made to see what effects this additional

disturbance has had on pilot performance. Fig. 9.4 illustrates that the disturbance on the

aircraft flight-path has led to a considerable increase in pilot control activity (δa), roll angle

errors and roll angle rates (φ, φ̇), and a significant increase in the heading angle errors ψe.

Path-following performance, in terms of χe and xe, decreases significantly when no FPV

is presented. When a flight-path vector is available, the χe-performance is similar to that

found in terms of ψe in X1. This result indicates that when the aircraft direction of motion

is directly perceivable from the display, no real performance differences have occurred

between the two experiments, a comforting result from the perspective of comparing X5

with X1. Performance in terms of xe is markedly better when a FPV is available, especially

for the conditions of a small turbulence scale length. This is a remarkable result since the

task is expected to become more difficult because of the insertion of a third disturbance

signal. This finding will be commented on later in this chapter.

9.5 Modelling efforts

Recall that in all identification efforts discussed so far the middle and outer pilot feedback

loops were identified as a single, combined outer loop which had to be dissected in the

parametric estimation phase. The insertion of three independent forcing function signals

in the closed loop allows the three primary pilot feedback loops to be estimated directly.

Another difference with the previous investigations that results from inserting three signals

in the loop is that the aircraft flight-path error equals the heading error added with the

random disturbance signal: χe=ψe+βg, where βg = i3. When i3 equals zero the aircraft

flight-path is identical to its heading which can be perceived directly from the display.

Otherwise, the heading angle only suggests the direction of motion whereas the true di-

rection of motion – the flight-path – must be estimated from the motion perspective of

the wireframe tunnel. This has important consequences for modelling, as will be discussed

next, at the hand of Fig. 9.5.
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Figure 9.5: The composition of the three components of the aircraft dynamic model and the

three disturbances inserted in the closed loop. This figure illustrates the fact that,

dependent of the presence of the FPV symbol on the display, a pilot can close the

middle loop using either ψe or χe, where χe=ψe+i3 and i3 = βg.

MLM models The non-parametric identification phase of estimating the pilot fre-

quency responses from the experimental data revealed that the following findings were

consistent for all pilots:

• when no flight-path vector was presented on the display the pilots use the heading

angle error feedback, ψe, to dampen their response to a position error xe;

• when a flight-path vector was presented on the display the pilots use the flight-path

angle error feedback, χe, to dampen their response to a position error xe.

This is an important result because it proves the hypotheses that, first, when no flight-

path vector is available pilots are unable to perceive flight-path angle error well enough

to use as their middle loop feedback, and they simply revert to the heading angle error

for this purpose. Second, when a FPV is available pilots can directly perceive their flight-

path angle from the display and use it as their middle loop feedback, leading them to

basically ignore the heading angle error. In other words, when no FPV is available pilots

successively close the φ, ψe and xe loops – and χe is ignored. When a FPV is available

pilots successively close the φ, χe and xe loops – and ψe is ignored. From an identification

perspective, these findings lead to the use of two pilot models. The first pilot model

corresponds with the feedback of φ, ψe and xe for the conditions without a flight-path

vector. With this model the three pilot frequency responses can be identified directly in the

frequency domain using the (3×1) identification method of Appendix F. The second pilot

model corresponds with the feedback of φ, χe and xe for the conditions with a flight-path

vector. In this model the middle and outer loops are identified in the frequency domain

as a single, combined outer loop, i.e. because ẋe = Vtasχe, the same (2 × 1) identification

procedure can be applied as in all previous experiments.

MLM parameters The parameters of the two MLM models are the same as those in

previous MLM applications in the aircraft roll channel control task, see X1, X2 and X4, and



250 Symbology: a flight-path vector

  5

 10

 15

 20

 25

  0
  2
  4
  6
  8
 10

  5
 10
 15
 20
 25
 30

  0
  2
  4
  6
  8
 10

  5

 10

 15

 20

 25

  0
  2
  4
  6
  8
 10

  3

  6

  9

 12

 15

 1  3  5  7  9 11 13 15 17  2  4  6  8 10 12 14 16 18
      70 70             110 110            130 130      
750 75085 85 250 250750 75085 85 

250 250750 75085 85 250 250

  0
  2
  4
  6
  8
 10

 1  3  5  7  9 11 13 15 17  2  4  6  8 10 12 14 16 18
      70 70             110 110            130 130      
750 75085 85 250 250750 75085 85 

250 250750 75085 85 250 250

A
B

C
D

Kpmid
[-] Kpout*1000 [-]

Figure 9.6: Outer loop MLM pilot model variables (all subjects, all conditions). Here, and in

the following figures, the variables are shown for the conditions without a FPV (left,

the odd numbers) and with the FPV (right, the even numbers). The horizontal

shaded areas show the values of these quantities for the corresponding conditions of

Experiment X1.

are thus unaffected by the use of two different models in the non-parametric identification

phase. The uncertainties in estimating the limitation parameters (τ, ωn, ζn, no figures

shown) are large for the conditions without a FPV, indicating a lack of consistency in

pilot inner loop control behaviour. Although the trends in the inner loop parameters are

not consistent among subjects, some statements can be made. First, for increasing aircraft

velocities the time delay τ decreases and the neuromuscular parameters increase. Second,

when the FPV is available τ and ζn tend to be smaller and ωn larger when compared to

the situation without a FPV. No clear trends appear for the third independent measure,

the scale length Lg. The equalization parameters show the, common, opposite trends.

That is, τLin
is larger and Kpin

smaller when a FPV is presented, especially for the low

velocity conditions. For higher velocities both parameters decrease when the scale length

becomes smaller and/or when the aircraft velocity increases. These trends indicate a lower

inner loop bandwidth when the bandwidth of the flight-path disturbance (
Vtas
Lg

) becomes

larger. Again, τLin
is considerably larger for all conditions compared to the lead time

necessary to compensate for the aircraft roll response lag τφ: pilots generate more phase
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margin for their inner loop feedback than necessary.

The two outer loop model parameters, Kpmid
and Kpout

, are illustrated in Fig. 9.6. Recall

that in the case no FPV is presented, Kpmid
is the gain with which the heading angle

error ψe is fed back. Similarly, when a FPV is presented, Kpmid
represents the gain

on the flight-path angle error χe. The outer loop parameters show some clear trends for

all subjects. First, independent of the presence of a FPV, Kpmid
increases and Kpout

decreases when the aircraft velocity becomes larger. Second, Kpmid
becomes considerably

larger and Kpout
smaller when the FPV is presented, indicating the importance of the

explicit χe information. Third, the effects of the scale length Lg on both parameters are

smaller (and less consistent) when no FPV is presented: they depend more on the aircraft

velocity condition. When the FPV is presented, Kpmid
decreases and Kpout

increases

considerably when Lg becomes smaller, for all subjects. Thus, it appears that with a

flight-path vector the feedback of χe is considerably harmed when the bandwidth of the

disturbance perturbing it increases.

MLM results: crossover frequencies and phase margins The measured and mod-

elled crossover frequencies and phase margins of the inner loop and the combined outer

loop are illustrated in Figs 9.7(a) and 9.7(b), respectively. Recall that these variables for

the latter loop can only be measured experimentally in case the combined middle and outer

loop is estimated, i.e. in this case only for the conditions with the FPV presented and

where the (2×1)-identification method is applied. Fig. 9.7(a) shows clearly that both ωinc
and ϕinm have opposite trends for the conditions with and without a FPV. That is, when

no FPV is present, ωinc increases (ϕinm decreases) for low velocities whereas ωinc decreases

(ϕinm increases) for the other velocity conditions. The opposite holds for the conditions

with a FPV. Generally, the conditions where a FPV is presented have a phase margin ϕinm
that is considerably larger and an ωinc that is smaller than those without the FPV. These

trends, however, are less clear as those for the variables marking the combined outer loop

feedback, Fig. 9.7(b). Here, both ωout
c

c as well as ϕout
c

m decrease when the bandwidth of

the disturbance (
Vtas
Lg

) increases, especially when Lg becomes smaller. Finally, it is clear

that the pilot model results in a consistent underestimation of ϕout
c

m .

The crossover frequencies and phase margins of the pilot middle and outer loop feedbacks

are illustrated in Figs 9.8(a) and 9.8(b), respectively. The trends in these data are clear,

especially for the conditions where a FPV is presented on the display. For these con-

ditions ωmidc decreases (ϕmidm increases) and ωoutc increases (ϕoutm decreases) when the

bandwidth of the disturbance on flight-path increases (Vtas larger, but especially when

Lg decreases). This indicates that pilots shift attention from the feedback of χe (middle

loop) to that of xe (outer loop) when the motions of the FPV on the display become rapid

and less predictable. As compared to the data for the conditions without a flight-path

vector, Fig. 9.8(b) illustrates that, independent of the other experimental measures, ωmidc

is significantly larger (ϕmidm smaller) and ωoutc significantly smaller (ϕoutm larger) when a

FPV is presented. Furthermore, the effects of varying Lg are much smaller, they are less

consistent and depend more on the aircraft velocity when no FPV is present. Finally, the
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Figure 9.7: Crossover frequencies and phase margins (all subjects, all conditions). Here, and

in the following figures, the shaded areas show the uncertainty regions of the raw

frequency response data, their averages connected with the dashed lines. The ‘*’-

symbols show the quantities for the averaged frequency responses; the squares –

connected with the continuous lines – show them for the MLMs. The horizontal

shaded areas show the values of these quantities for the corresponding conditions of

Experiment X1.
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Figure 9.8: Middle and outer loop crossover frequencies and phase margins, following the MLM

analysis (all subjects, all conditions). The horizontal shaded areas show the values

of these quantities for the corresponding conditions of Experiment X1.
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figure illustrates that the use of the pilot model leads to an underestimation of the middle

loop phase margin and an overestimation of the outer loop phase margin. Because the

bandwidths of these loops are consistent with the measurements, this could indicate that

pilots generate some extra phase margin, e.g. through a lead in the middle loop feedback,

that is not captured in the gain feedback of the model. Similarly, they could apply a lag

or even be harmed with an additional delay in their outer loop feedback. In other words,

although pilots definitely do not use the χe signal when no FPV is presented, they could

apply some anticipatory control action on ψe instead. With the current data, however,

this remains a matter of speculation.

Comparison of Experiments X5 and X1 In Figs 9.6 to 9.8 the MLM data of the

corresponding conditions of Experiment X1 are indicated with the horizontal shaded areas.

It appears that, compared to X1, whereas the pilot delay τ and the inner loop lead τLin

increase, the neuromuscular damping and the inner loop gain Kpin
are much smaller

(not shown). This indicates a rising need for pilots to increase their inner loop phase

margin by generating more lead. Both the middle and outer loop feedback gains are

considerably larger than those estimated in Experiment X1. The crossover frequencies

and phase margins of the pilot loop closures clearly show that, compared to the findings

of X1, much more pilot effort is put into increasing the bandwidth of the middle and outer

loop feedbacks. That is, the inner loop crossover frequency ωinc has becomes significantly

smaller (ϕinm larger) whereas the bandwidths of the combined outer loop and the middle

and outer feedback loops have become much larger (dito ϕout
c

m and ϕmidm , ϕoutm ). For

the conditions without a FPV both ωmidc and ωoutc are significantly larger (ϕmidm , ϕoutm

smaller) than those found in X1. The conditions with a FPV show a spectacular increase

in the bandwidth of the middle loop, at the cost, however, of a decrease in the outer loop

bandwidth. When the bandwidth of the flight-path disturbance increases, however, both

ωmidc and ωoutc approximate the values found for X1, Fig. 9.8.

9.6 Retrospective

9.6.1 Discussion

The flight-path vector symbol has often demonstrated to be a very useful synthetic en-

hancement of the tunnel display. Of the three forms of display augmentation discussed

in §9.2 only the flight-path vector does not change the common pilot control strategy of

successively closing the aircraft attitude, flight-path and position feedback loops. Pilot

control behaviour with a FPV is therefore not markedly different from the one investi-

gated in the previous experiments of this thesis. The research reported in (Grunwald &

Merhav, 1978) revealed that the effectiveness of the FPV is determined by a number of

factors other than those concerning the display presentation, such as the vehicle dynamics

and the bandwidth of the disturbances acting on the vehicle. To increase the general

understanding of a pilot’s use of the FPV and to extend the modelling efforts of Grunwald



9.6 Retrospective 255

and Merhav (1978), Experiment X5 has been conducted to investigate the usefulness of

providing explicit aircraft flight-path information on pilot behaviour. In the following, the

experimental findings of §9.4 and §9.5 will be elaborated along three themes of investiga-

tion (Mulder, 1999). These are, first, how does the presentation of the flight-path vector

symbol affect pilot performance and control behaviour? Second, how is the pilot control

behaviour affected by the characteristics of the flight-path disturbances? And third, what

happens with pilot behaviour after the insertion of a disturbance on the aircraft flight-path

in respect to the situation where this was not the case, i.e. how do the current results

relate to those of Experiment X1?

The effects of showing a flight-path vector The experimental hypotheses concerning

the use of a flight-path vector could be confirmed. Probably the most important find-

ing of all has been that in determining the pilot model structure – the non-parametric

identification phase of estimating the pilot frequency responses – it was found that two

models had to be applied to describe the observed pilot control behaviour. That is, when

no FPV is presented, a pilot successively closes the aircraft attitude, heading angle error

and position error feedback loops. This is evidence for the hypothesis that without the

FPV pilots are unable to perceive the aircraft direction of motion relative to the tunnel

trajectory (χe) well enough to use this information for purposes of control. Rather, they

revert to the best alternative for χe which can be perceived directly from the display,

namely through the position of the infinity point, i.e. the heading angle error ψe. Second,

when a FPV is presented, showing the aircraft flight-path angle error explicitly on the

display, pilots use this flight-path information as their middle loop feedback, whereas the

heading angle error can be ignored. Subjects stated that their aim was to continuously

put the FPV symbol located on the tunnel’s infinity point. The questionnaire revealed

further that in particular the relative displacements of the tunnel altitude poles, πij and

π̇ij , were used for position control. These findings demonstrate that the optical cues of

motion perspective mediated by the generic wireframe tunnel are not salient enough for

pilots to perceive the aircraft direction of motion directly from the display, at least not

with the accuracy needed for purposes of control, and not with the current characteristics

of the flight-path disturbances. This result has considerable theoretical implications and

should be addressed further in future experiments.

The experimental findings provide evidence for the hypothesis that showing a flight-path

vector significantly improves pilot performance. Pilot control activity, δa and δ̇a, is con-

siderably higher with a FPV as well as the magnitude of the aircraft roll angle rates.

The heading angle errors have the same order of magnitude as those found for the condi-

tions without a FPV. Hence, although this variable is not used for control purposes, the

performance in terms of ψe is similar to that when the heading angle error is used for

control. Path-following performance in terms of the flight-path angle error χe as well as

the position error xe becomes markedly better when the flight-path vector is presented.

Furthermore, the pilot effort ratings are considerably lower when the FPV is available and

pilots comment very favourably for the synthetic enhancement.
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The MLM modelling efforts indicate for the conditions with a FPV a consistent shift in

pilot attention to the feedback of flight-path angle error, at the cost of the position error

feedback but especially the control of the inner loop of aircraft attitude. In other words,

the bandwidth of the middle loop feedback is significantly higher and the bandwidth of the

outer loop significantly lower in the case a FPV is presented. In the inner loop, bandwidth

is sacrificed in order to gain extra phase margin when the FPV is presented, clarifying the

results stated above that in these conditions the roll angle errors and roll angle rates in-

crease significantly. The finding that the increase in pilot inner loop lead occurs mainly at

the low velocity conditions, matches the relatively high effort ratings in these conditions.

The effects of the turbulence bandwidth Recall that the bandwidth of the turbulence

acting on the aircraft’s flight-path is determined by the inverse quotient of the scale length

Lg of the turbulence field and by the velocity Vtas of the aircraft moving through it. The

questionnaire revealed that pilots judge the simulation more realistic for higher bandwidths

(
Vtas
Lg

) of the flight-path perturbation. Although they did comment on a higher visual

workload when bandwidth increased, the effort ratings show a contrary effect, independent

on the presentation of the FPV, namely that of lower workload when the scale length

decreases. The experimental data confirms the hypothesis that the pilot’s use of the FPV

is harmed when the bandwidth of the turbulence increases. Especially the scale length Lg
affects pilot behaviour considerably, judged by the higher roll angles and roll angle rates

but in particular the rapidly deteriorating performance in terms of χe, for smaller Lgs. The

heading angle errors remain unaffected by the manipulation of Lg, which can be explained

by the fact that with a FPV this variable is ignored, whereas in the conditions without

the FPV this variable is used for control. The MLM data further support the finding

that the feedback of χe deteriorates when the bandwidth of the disturbance acting on it

increases, resulting to a shift in pilots’ attention from the middle loop feedback (flight-

path) to the outer loop feedback (position). Apparently, the rapid and unpredictable

motions of the FPV on the display cause pilots to pay less attention to the FPV symbol.

The bandwidth of the inner loop further deteriorates when Lg decreases indicating a

further need of the pilots to put their efforts into controlling the two outer loops. When

no FPV is presented, the effects of the bandwidth are smaller and less consistent among

subjects. Not surprisingly, performance in terms of aircraft heading angle error is not

influenced by the bandwidth. Whereas the flight-path angle error χe increases for higher

bandwidths, independent of the presentation of a FPV, the position error performance

improves in these conditions, a finding which contradicts the pre-experimental hypothesis.

This improvement could be attributed to the fact that, first, the feedback of ψe applied

in these conditions is not harmed at all by the increasing turbulence bandwidth, allowing

subjects to maintain the bandwidth of their heading angle error feedback loop. Second,

however, with a fixed turbulence intensity an increasing turbulence bandwidth yields larger

amplitudes of the disturbance high-frequency components and lower amplitudes of the

low-frequency components. Now, the fixed outer loop vehicle dynamics, an integrator-like

system, acts as a low-pass filter weakening in particular the high-frequency components
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of the disturbance, yielding smaller position errors. This artifact due to the design of

the experiment, is independent of the presence of the FPV. As mentioned above, without

the FPV the increasing bandwidth of the disturbances yields an improved path-following

performance in terms of the position error, which makes sense. With a FPV, however,

pilots apparently insist in correcting the rapid flight-path disturbances, decreasing the

performance significantly: the FPV harms pilot performance in these conditions.

As has been hypothesized at the start of the experiment, the influence of the aircraft

velocity Vtas is much smaller than that of the other variable marking the bandwidth of

the flight-path disturbance, the scale length Lg. The experimental findings indicate that

manipulating the aircraft velocity results in about the same effects on pilot behaviour as

those found in the earlier experiments. That is, the higher velocity conditions are judged

easier to control than the low velocity condition, although to a less degree than found

earlier (Experiments X1, X2 and X4), which could indicate a mixture of the two effects

that the velocity has on both the dynamics of the vehicle (making it easier for higher

velocities) and the bandwidth of the disturbances (making it harder). The MLM data

also shows such a mixture of effects caused by manipulating the aircraft velocity. For

instance, the pilot middle loop feedback gain increases and the outer loop gain decreases

when the velocity becomes larger. The turbulence scale length yields exactly the opposite

effect when it decreases. So, obviously here the effects of the velocity on the vehicle

dynamics dominate the effects it has on the bandwidth of the disturbances.

The effects of the disturbance on the aircraft flight-path Although the additional

disturbance on the aircraft flight-path complicates a comparison of the experimental results

with those found in an earlier experiment, X1, with otherwise exactly the same definition

(and subjects, of course), such a comparison could shed a light upon the effects that the

insertion of this disturbance has had on pilot behaviour. Recall that without the flight-

path disturbance the track angle equals the heading angle and the aircraft direction of

motion can be perceived directly from the display using the infinity point. The trends in

the data of Experiment X5 concerning the effects of manipulating the aircraft velocity are

exactly the same as those found in X1. That is, independent of the presence of the flight-

path vector symbol, when the aircraft velocity becomes larger the pilot control activity

decreases, the aircraft roll angles and roll rates increase, the heading angle errors as well

as the track-angle errors decrease and the position errors increase. The magnitudes of

the performance data, however, are markedly different. Pilot control activity, δa and

δ̇a, is higher than that found in X1, as well as the roll angle rates and especially the

roll angles themselves. The heading angle errors ψe are also considerably higher. Note

that when the FPV is presented, performance in terms of χe equals the performance

in terms of ψe found in Experiment X1, a finding that can be explained by the fact

that in both cases the aircraft direction of motion with respect to the tunnel can be

perceived directly from the display. The performance in χe deteriorates fast, however,

when the bandwidth of the disturbances becomes larger. Generally, independent of the

presence of the FPV, the pilot middle loop bandwidth is significantly higher and the pilot
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inner loop bandwidth considerably lower than those found in X1, indicating the relative

importance of controlling the aircraft direction of motion in the current experiment. When

no FPV is presented, path-following performance, in terms of χe and xe, is much worse

than that found in X1, although the position performance data in X5 approximates that

of X1 when the bandwidth of the turbulence increases. Surprisingly, when the FPV is

presented, performance in terms of xe is much better than that found in X1. This is

a remarkable result because, due to the insertion of a third disturbance on the aircraft

flight-path angle, the task as such was expected to become increasingly difficult. It could

be caused by the fact that the feedback of the flight-path, the middle loop, is indeed so

much stronger (higher bandwidth) as compared to the situation in X1 where the heading

must be perceived through the position of the infinity point. Again, when the bandwidth

of the flight-path disturbance increases, in particular when the scale length Lg decreases,

the experimental data of Experiments X1 and X5 become approximately equal.

9.6.2 Conclusions and recommendations

Conclusions

• The common pilot control strategy with a perspective tunnel display, consisting of

a feedback of the aircraft attitude, flight-path and position, does not change when the

tunnel display is augmented with a flight-path vector symbol.

• The experimental data confirm the pre-experimental hypotheses regarding the effects

of showing the FPV on pilot performance and control behaviour.

• The model-based analysis revealed that two pilot models had to be applied to describe

the measured pilot control behaviour with and without the FPV.

• Without the FPV pilots are unable to perceive the aircraft direction of motion relative

to the tunnel trajectory (χe) well enough to use this information for purposes of control.

Rather, they revert to the best alternative for χe which can be perceived directly from

the display, namely through the position of the infinity point, i.e. the heading angle error

ψe. Hence, without the FPV the pilot successively closes the aircraft attitude loop, the

heading angle error loop and the position error loop.

• When the FPV symbol is available, pilots optimize their performance by replacing the

heading angle error loop with a direct feedback of the flight-path angle error, depicting

the true aircraft direction of motion. The heading angle error is ignored.

• Presenting a FPV on the display significantly improves pilot performance, in par-

ticular of the flight-path angle error and the position error. The pilot effort ratings are

considerably lower with a FPV.

• Presenting a FPV on the display leads to a consistent shift in pilot attention to the

feedback of the flight-path angle error, at the cost of the position error feedback (the outer

loop) but especially the control of the aircraft attitude (the inner loop).

• The pilot’s use of the FPV is significantly harmed when the bandwidth of the turbu-

lence, determined by the quotient of the aircraft velocity and the turbulence scale length,
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increases. In particular the decreasing turbulence scale length leads to rapidly deterio-

rating path-following performance in terms of the flight-path angle error and the position

error. The data even suggests that, in these high-bandwidth conditions, the pilots could

perform better without the FPV.

• The model-based analysis indicates that when the FPV is presented on the display

and the bandwidth of the turbulence is increased, pilots shift their attention from the

middle loop feedback of χe to the outer loop feedback of xe. Thus, the rapid and unpre-

dictable motions of the FPV symbol on the display harms its use for purposes of control.

• The aircraft velocity affects both the aircraft dynamics as well as the bandwidth of

the flight-path disturbance. The experiment shows that the first relation dominates the

second in the effects manipulating the velocity have on pilot behaviour.

• The trends in the pilot performance data of the experiments with (X5) and without

(X1) the disturbance on the aircraft flight-path angle, concerning the effects of the aircraft

velocity are the same. The magnitudes of the data, however, are markedly different.

• The insertion of an additional disturbance on the aircraft flight-path leads to more pi-

lot control activity and decreasing track-angle error performance, especially for the higher

bandwidth conditions of the turbulence.

• As compared to the situation without the disturbance on flight-path, the pilot middle

loop bandwidth is significantly higher and the bandwidth of the inner loop considerably

lower, indicating the importance of firmly controlling the aircraft direction of motion in

the current experiment.

• When a FPV is presented, performance in terms of xe in Experiment X5 is markedly

better than that of X1, despite the insertion of an additional forcing function in the first

experiment. This indicates that the FPV dramatically improves the direct control of the

aircraft direction of motion.

• When the bandwidth of the flight-path disturbance increases, especially due to a de-

creasing scale length, the performance in terms of xe with and without a FPV approximate

each other and they also become equal to the performance found in Experiment X1.

Recommendations

• The flight-path vector is useful in particular for the control of the recti-linear aircraft

motion along a straight trajectory, because in this case it shows a prediction of the future

aircraft trajectory. In curvi-linear motion along a curved trajectory, however, the FPV

only shows the instantaneous direction of motion and the pilot has to mentally compute

the future aircraft path. Hence, an experiment is needed to investigate the usefulness of

showing a flight-path vector in curved tunnel sections and to assess whether the display

augmentation in this task also improves pilot performance.

• The experiment provides evidence to conclude that, with the chosen level of distur-

bances, pilots are unable to perceive the aircraft’s direction of motion directly from the

display, at least not with an accuracy needed for control. Additional experiments are re-

quired to assess the generalizability of this finding, in particular in relation to the current
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experimental set-up with more than one disturbance signal. For instance, one could inves-

tigate a similar task as conducted here but without the disturbances i1 and i2, focusing on

the effects of the turbulence shaping filter and intensity of the flight-path disturbance i3.

Unfortunately, however, the absence of i1 and i2 prevents a model-based analysis because

in this case the pilot frequency responses can not be identified.

• In the current experiment the aircraft velocity has had two different effects on the task

difficulty. At higher velocities, the aircraft dynamics generally become easier to control.

At the same time, however, the higher velocities increase the bandwidth of the flight-path

disturbances, making the task harder to perform. A follow-up experiment should shed a

light on this mixture of effects and should aim at separating them.

• The FPV has shown to dramatically improve pilot path-following performance in

terms of the position error, even compared to the situation where there was no turbulence

on flight-path at all, i.e. Experiment X1. This should be investigated further, for instance

by repeating Experiment X1 with and without the flight-path vector symbol.



Chapter 10

Curve Interception

10.1 Introduction

The aircraft transition manoeuvre between a straight and a curved section of the reference

trajectory is the subject of this chapter. Intercepting a curve is a task that is fundamen-

tally different from the tasks previously addressed in this thesis. Instead of maintaining a

certain aircraft stationary flight condition in the presence of disturbances, the pilot must

control the aircraft from one stationary flight condition to another. Examining the inter-

ception of a curve addresses the first (and only) aircraft manoeuvre in this thesis. Because

of the different nature of the task other cognitive, perceptual and control-theoretical is-

sues are introduced that have not played a role of interest up until now. Central in the

discussion will be the timing of the manoeuvre. Obviously, due to the inherent lags of

the aircraft dynamics the pilot must initiate the manoeuvre well before the curve itself

begins. But how far ahead? Pilots could for instance prefer a smooth manoeuvre that

starts a relatively long time before the curve, or they could initiate a faster response just

before the start of the curve. At first sight, the decision to begin the manoeuvre seems to

be completely up to the pilot. It will be shown, however, that the curve interception ma-

noeuvre is determined in the first place by the manoeuverability constraints of the aircraft.

Within these constraints the pilot has some freedom in initiating the curve transition. The

timing of the manoeuvre is then a matter of decision making and is determined mainly by

the available visual information. Indeed, as will be shown in this chapter, different tunnel

display designs have significant effects on the pilot timing strategy.

In §10.2 the findings of earlier studies on curve interception will be discussed, providing

a background for the investigation. In §10.3 the effects of the aircraft dynamic charac-

teristics on the transition response will be examined. In §10.4, the information-related

properties of the tunnel display with respect to the task at hand will be examined. Based

on these investigations, hypotheses on pilot timing strategies could be stated that were

then evaluated experimentally. The experimental approach, described in §10.5, differs

from previous ones: instead of conducting a closed loop regulation task, the subjects per-
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formed an open loop anticipation task. The experimental results are described in §10.6,

and the chapter ends with a retrospective, §10.7.

10.2 Background

Automobile driving research

Given the importance of such every-day driving tasks such as approaching and following

road curves, it is surprising that relatively little is know about them: “...despite evidence

from accident studies that it might be an important area for countermeasures, driver be-

haviour in the approach to curves has been relatively seldom studied ” (Riemersma, 1988).

Generally, two types of investigations are conducted. First, in eye movement studies the

movements of the driver’s eyes are measured and, in an attempt to identify patterns in

driver fixation, analyzed with respect to the out-of-the-window visual scene (Rockwell,

1972). Second, perceptual studies examine the properties of the visual scene theoretically.

Eye movement studies: curve negotiation A number of studies focused on examin-

ing driver visual scanning patterns in approaching and following a curved section of the

road. An early study (Gordon, 1966b) reported that on straight sections of the road –

well before a curve – the visual scanning shows a persistent pattern of eye fixation move-

ments, forward to the limit of the perceivable road ahead and back to the vehicle. This

intermittent visual attention allocation process is hypothesized to be a consequence of the

dual requirements of anticipation and vehicular alignment (Gordon, 1966a). In (Kondo

& Ajimine, 1968) it was reported that drivers actively control their sighting distance as

well as their sighting angle when approaching and following a bend. As Fig. 10.1 shows,

the look-ahead distance decreases well before the start of the curve and drivers fixate

their gaze towards the turning direction. Thus, in approaching a curve, the driver’s gaze

changes direction from the longitudinal (...far–close–far...) motion laterally inwards into

the curve. These anticipatory lateral eye movements preceding a bend in the road are

considered to be a part of the so-called curve negotiation process (Shinar et al., 1977).

Scanning the curve ahead may serve an anticipatory mechanism that constructs a scheme

of the characteristics of the curve in terms of curvature, length and elevation.

Although these results suggest that drivers, when approaching and following a bend in the

road, focus their attention primarily to a region close to the car on the inner side of the

curve, later studies reported a saw-tooth visual scanning pattern during curve following

(Jurgensohn, Neculau, & Willumeit, 1991; Osaka, 1991). A driver fixates a point in front

of the car, continues to fixate that point for some time and then, when the fixation point

comes near the car, chooses another fixation point further away. This so-called driver-

nystagmus can probably be explained as the optical pursuit of the driver for local texture

elements in apparent motion (Kramer & Neculau, 1986); optic flow needs some carrier

texture (Landwehr, 1991). These findings are supported by a study of Land (1993). The

approach to a curve is characterized by ranging saccades that probably help the visual
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Figure 10.1: Eye movement pattern as reported in (Kondo & Ajimine, 1968).

system in forming an estimate of the curvature of the bend ahead. This is not unlikely for

two reasons. First, the curvature determines the amount with which the steering wheel

must be turned to follow the bend (Godthelp, 1986). Second, the timing of the lateral eye

movements corresponds well to the availability of information about the curvature of the

bend (Land, 1993). Summarizing, eye movement studies suggest that in approaching a

curve, drivers tend to look into the curve while decreasing their forward looking distance.

During curve-following the driver will continue to focus his gaze inwards the curve in an

intermittent fashion, dependent on the characteristics of the visual scene.

Perceptual studies: the tangent point Early theoretical studies have investigated the

automobile driving task (Gordon, 1965, 1966a; Biggs, 1966; Fry, 1968). In (Riemersma,

1988, 1991) a theoretical analysis is presented of potential cues for the curve characteristics

when approaching a curve, the perception of which is commonly recognized as causing the

anticipatory lateral eye movements discussed above. Fig. 10.2 shows the geometry of

a horizontal road curve viewed from the top as well as seen by the driver. The road

curve is determined by the radius of the curve, R, and the curve deflection angle, α, that

are independent. Several cues are considered useful for the perception of the deflection

angle from the perspective scene viewed by the driver (Riemersma, 1988): (i) the distance

between the two vanishing points P1 and P2, which equals tanα and is independent of

the distance to the beginning of the curve Dc; (ii) the angle ∆ that depends on the

deflection angle α and the distance to the curve Dc : ∆ = arctan
(
Dc
H tanα

)

, with H

the height above the ground. Riemersma suggests that for the perception of the curve

radius the so-called reversal point, or tangent-point (TP ) can be used, defined as “the

point at which the perspective of the inner edge line has a minimal horizontal visual angle

with the vanishing point of the extended straight section”. The location of this point

is independent of the deflection angle. In a passive viewing experiment it was found
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Figure 10.2: Perspective view and top view of the road scene examined in (Riemersma, 1988).

that subjects were indeed able to discriminate between curves of different deflection angle

and radius (Riemersma, 1981). It was also concluded, however, that the visual cues for

curve radius have a substantial impact only at shorter distances before the start of the

curve. This finding was supported in a later study (Riemersma, 1991) that also showed

that the usability of the cues depends on a reliable estimate of the distance remaining

to the curve. The potential use of the reversal point in curve perception was originally

reported by Brummelaar (1975), where it was suggested that an important aspect of a

road curve was the shape of the inside edge line of the road, i.e. the reversal curve.

Drivers were reported to underestimate the curvature of the road when radius increased, a

phenomenon that is generally believed to be caused by the relative sharpness of the reversal

curve (Brummelaar, 1983; Fildes & Triggs, 1986). The notion of the reversal point was

supported in several later studies (Land & Lee, 1994; Brown, 1994). The tangent point

of the inside edge of a curve was found to be very useful in following a twisting road

(Land & Lee, 1994). Using cameras, the road ahead and the driver’s direction of gaze was

monitored. It was found that in approaching the bend, drivers suddenly fixed their eyes

onto the tangent point, shortly before they started to turn the wheel. This corresponds

well with the findings of the other eye movement studies that did not, however, attribute

the change of gaze to a particular characteristic of the curve. It was reported further that

it could in fact not be the tangent point itself that is crucial, but the angle η between the

direction of movement and the line of sight towards the tangent point (see Fig. 10.2). It is

hypothesized that drivers try to keep this angle η small: as the driver approaches a curve,

this angle starts to increase (the bend opens up). Once a certain threshold is reached, the

driver starts turning the steering wheel. Due to the resulting curvi-linear motion of the

car, the angle η stops growing and may start to diminish. The effect is to trace a curve

of approximately constant radius. The latter could attribute for the increasing difficulty

in following a curve of changing radius, as reported in several other studies (Kondo &
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Ajimine, 1968; Jurgensohn et al., 1991). The potential of the tangent point in modelling

driver behaviour in curve negotiation has been shown in (Boer, 1996).

Research on perspective flight-path displays

The curve transition manoeuvre with a tunnel-in-the-sky display has not been the subject

of many studies. Nonetheless, in one of the first experimental evaluations of tunnel display

(Grunwald et al., 1980) the manoeuvre was concluded to be of major concern: “transients

to and from curved sections of the path were too sudden (...) This resulted from the fact

that the curvature along the trajectory was varied in steps, without transients from one

section to the other”. It was recommended that “the functions for trajectory curvature and

commanded bank angle are continuous and are matched to the average vehicle response”

(Grunwald, 1984). In (Grunwald, 1996a, 1996b) improvements to the original tunnel

display for curved trajectory following are presented. One of the main shortcomings in

the original tunnel display that was addressed is the poor performance in transitions

between straight and curved trajectory sections, especially for large and sluggish aircraft.

Generally, the degraded path-following accuracy was attributed to corner cutting, resulting

from banking the aircraft well before its actual entry in the curve. This was also reported

in (Theunissen & Mulder, 1995b). Because Grunwald’s tunnel concept is essentially the

combination of a tunnel and a vehicle path predictor, the corner-cutting phenomenon is

countered with a more advanced predictor guidance scheme. An experimental validation

showed a superior performance in transitions to and from curved trajectory sections with

the improved predictor guidance scheme (Grunwald, 1996b).

Concluding remarks

Based on a literature survey, the perceptual mechanisms in approaching and following a

bend in the trajectory have been discussed. Most – if not all – efforts in understanding

human behaviour in this task originate in automobile driver research. The characteristics

of the visual scene allow a driver to conduct the anticipatory actions at curve entrance.

The curve negotiation phenomenon reflects a driver’s need to obtain information about the

properties of the bend, probably its curvature. The resulting anticipatory steering actions

play a dominant role in the curve entrance phase (Godthelp, 1986). The compensatory

actions that start after the initial open loop steering actions could be a function of the

motion of the curve tangent point or, equivalently, the angle between the direction of the

vehicle’s motion and the curve tangent. In §10.4 it will be discussed if and how these

phenomena apply to the curve interception manoeuvre with a tunnel-in-the-sky display.

10.3 Influence of the aircraft dynamics

Before the potential sources of information in the display are examined, it is important to

identify first the constraints set by the dynamic characteristics of the aircraft. The results
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Figure 10.3: Response of the aircraft roll angle during a conventional roll-in manoeuvre.

of a paper-pilot, paper-aircraft simulation study will be discussed below. The simulation

study allows the aircraft manoeuverability constraints to be examined conceptually, and

introduces some variables that will prove to be useful in understanding the experimentally

measured pilot behaviour.

Fundamentals of curve interception The interception of a curve from a straight

section of the trajectory involves a step change in the aircraft reference angle of bank

(from 0 to φc), or, equivalently, a step change in the aircraft’s yaw rate (from 0 to rc).

For almost all aircraft the roll subsidence mode (lag time constant τφ, Appendix C) is the

principal descriptor of this manoeuvre. The total manoeuvre time TM (in [s]) needed for

an aircraft to achieve a step change in bank angle can be approximated by (Fig. 10.3):

TM ≈ 2τφ +
φc

φ̇
. (10.1)

Thus, the larger the roll-rate φ̇, the smaller TM will be. Furthermore, when the roll-rate

is constant, TM is determined by the lag time constant τφ, a variable that depends mainly

on aircraft inertial and aerodynamic characteristics and that does not depend much on

the velocity of the aircraft (Etkin, 1972). The roll-in manoeuvre yields a yaw rate that is

constant for a stationary horizontal turn without side-slip (Etkin, 1972). A step change in

the commanded trajectory from a straight to a curved section with constant radius involves

a discontinuity in the curvature function. It takes some time for an aircraft to achieve the

desired angle of bank. The same holds for the yaw rate that evolves simultaneously. Due

to the integration of the yaw rate into heading (no slip) and the subsequent integration of

heading into the lateral position, a non-zero yaw rate yields a change in lateral position.

The aircraft starts to move away from the straight trajectory in the direction of the curve,

causing the corner-cutting phenomenon mentioned above. Hence, because it takes some

time for an aircraft to roll-in, the accuracy in following the path will decrease. A solution

could be to design the entrance into (and out of) a curved section of the trajectory based

on the specific kinematic and dynamic characteristics of an aircraft (Grunwald, 1984).
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Table 10.1: Characteristics of the two aircraft types for the two velocity conditions.

Cessna Citation 500 Airbus A300
approach cruise approach cruise

Main aircraft parameters

velocity [m/s] 59.9 121.3 77.0 131.5
mass [tons] 4.5 4.7 130.0 130.0
wing-span [m] 13.4 13.4 44.8 44.8
wing-area [m2] 24.2 24.2 260.0 260.0

Roll subsidence time constant τφ

τφ [s] 0.42 0.47 1.09 0.97

Properties of the curved flight (rc= 1.5 [deg/s])

ref. bank φc [deg] 9.2 18.6 11.8 20.1
curve radius [m] 2288.0 4633.3 2941.2 5022.9

Symmetrical initial condition

pitch angle [deg] 4.7 1.2 4.8 1.0
angle of attack [deg] 4.7 1.2 4.8 1.0

Paper-pilot, paper-aircraft simulation study

To investigate the effects of aircraft dynamics on the timing and control of the roll-in

manoeuvre a simulation study was conducted. Two aircraft types were selected:

1. A Cessna Citation 500, a small business-jet representing a high-bandwidth aircraft.

2. The Airbus A300, a medium-large airliner representing a low-bandwidth aircraft.

Both the aircraft models were implemented for an approach and a cruise velocity condition.

Some of the main aircraft properties are listed in Table 10.1. It shows that, first, the roll

subsidence lag time of the Airbus is about twice as large as that of the Citation and,

second, that this variable is almost independent of the aircraft velocity.

A simulation program was implemented in a Matlab/Simulink environment (van Oorschot,

1997b). The aircraft dynamics were modelled using the linear asymmetrical dynamic

models (Etkin, 1972), augmented with a turn-coordinator and yaw-damper. The resulting

stability-augmented aircraft models yielded a well-damped Dutch roll mode and negligible

side-slip, and could be controlled with aileron only. An automatic controller – the paper

pilot – was designed for the curve initiation manoeuvre, controlling the aircraft smoothly

from an initial straight and level flight condition into a stationary horizontal turn with

a fixed yaw rate rc of 1.5 [deg/s]. Fixing the yaw rate leads to different reference angles

of bank φc and different curve radii for all four conditions (Table 10.1). The only degree

of freedom that was varied in the simulation is the magnitude of the initial ‘pilot’ aileron

response. A small magnitude of this signal yields a slow roll-in manoeuvre, and a large

magnitude a fast manoeuvre. For details, the reader is referred to (van Oorschot, 1997b).

Results: time histories The simulations were done for all four configurations as a

function of the magnitude of the initial anticipatory control response. The time histories of
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Figure 10.4: Time histories of the Cessna Citation 500 (left column) and the Airbus A300 (right

column), plotted as a function of time relative to the start of the curve (t=0)

(van Oorschot, 1997b). In this figure, the ‘a’ and ‘b’ circles mark the slow and

fast responses, respectively. Note that the steady-state value of δa is non-zero

and opposite to the initial deflection, a well-known idiosyncrasy of aircraft curve

control.
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the main response variables of the Cessna Citation and the Airbus, illustrated in Fig. 10.4,

reveal that the paper pilot has considerable freedom in conducting the manoeuvre. In all

cases pilots must initiate their control action well in advance of the start of the curve.

The moment of this initiation can be characterized by the Time-before-the-turn TBT (in

[s]). The time interval a pilot continues to control the roll-in manoeuvre – i.e. until

the reference bank angle φc has been achieved – equals the total manoeuvre time TM
introduced above. Both the quantities are illustrated in Fig. 10.4(a). Generally, the

roll-in manoeuvre of the Airbus must be initiated earlier and will take more time than

the Citation. The manoeuvre is approximately centered around the transition between

the straight and curved section of the trajectory. It can be concluded that the required

discontinuity in φc, or, equivalently, in rc, cannot be matched, resulting in the aircraft

drifting away from the reference trajectory towards the inner side of the turn (not shown).

Results: characteristic variables The time histories allow insight into the aircraft

manoeuverability constraints. From each curve-interception manoeuvre a number of vari-

ables can be determined that are useful in quantifying these constraints:

(i) The total manoeuvre time TM and the time-before-the-turn TBT .

(ii) The maximum (absolute) values of the aileron deflection and aircraft roll-rate signals,

i.e. δamax
and pmax.

(iii) The maximum (absolute) value of the lateral position error, xemax.

Fig. 10.5(a) shows that TM ≈ 2TBT , indicating that almost all manoeuvres are conducted

symmetrical in time with respect to the start of the curve. All other characteristic variables

are illustrated as a function of the maximum aileron deflection in Fig. 10.5, emphasizing

again the freedom in conducting the manoeuvre. A trade-off exists between the path-

following accuracy and the roll-rates of the manoeuvre. From a path-following perspective,

the best manoeuvres are those which are started just before the begin of the curve. The

aircraft roll-rates, however, affecting passenger comfort and aircraft load factors1, dictate

a slower manoeuvre starting well in advance of the curve. Although the aircraft velocity

does not have a large effect on the TBT , the cruise-velocity conditions result in higher

roll-rates and larger position errors for both the aircraft types. This can be attributed to

the fact that for a fixed reference yaw rate rc, the roll angle φc increases with velocity.

Then, it follows from Eq. 10.1 that, for equal τφs and equal TM s, the roll-rates must be

higher. Whereas the roll rates and path-following performance are higher for the Citation,

the aileron deflections and the TBT are larger for the Airbus.

10.4 Influence of the presented information

The curve interception manoeuvre executed by a pilot is determined by the aircraft dy-

namic properties and the nature of the presented visual information. The fact that the pilot

1The airframe and flight worthiness standards for a roll-change manoeuvre (FAR 23.157 (rate of roll))

indicate allowable levels of roll-rate of 10.6 and 8.6 [deg/s] for the Citation and Airbus, respectively.



270 Curve Interception

0 1 2 3 4 5 6

2

4

6

8

10

12

TBT [s]

T
M

[s
]

Citation, approach
Citation, cruise
Airbus, approach
Airbus, cruise
TM = 2TBT

(a) the total manoeuvre time TM vs. the time-before-the-turn TBT

0 1 2 3
0

1

2

3

4

5

0 1 2 3
0

5

10

15

20

0 1 2 3
0

2

4

6

δamax [deg]δamax [deg]δamax [deg]

T
B
T

[s
]

p
m
a
x

[d
eg

/
s]

x
e
m
a
x

[m
]

(b) characteristic values for the Citation

0 5 10
0

2

4

6

0 5 10
0

5

10

0 5 10
0

5

10

15

δamax [deg]δamax [deg]δamax [deg]

T
B
T

[s
]

p
m
a
x

[d
eg

/
s]

x
e
m
a
x

[m
]

(c) characteristic values for the Airbus

Figure 10.5: Characteristic values of the simulation study. The two bottom rows show the

time-before-the-turn TBT , the maximum roll-rate pmax and the maximum position

error xemax as a function of the maximum aileron deflection δamax . The circles

and asterixes represent the approach and cruise velocity conditions, respectively.

can and will adapt his decision-making behaviour to the visually presented information

has been shown in various other studies (Warren & Riccio, 1985; Reardon, 1988; Mulder

et al., 1999). Below, the dynamic characteristics of the tunnel image when approaching a

curved segment from a straight section will be investigated.

Characteristics of the tunnel when approaching a curve

Fig. 10.6(a) shows a top view of the situation considered here. A straightforward way

of examining the properties of the tunnel projection when approaching a curve is sim-

ply to show the frozen frames of a hypothetical moving picture. The result is given in

Fig. 10.6(b) for an aircraft approaching the curve with a velocity Vtas of 100 [m/s], start-
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Figure 10.6: The approach of a curved section in the trajectory. The figure on the left shows a

bird’s eye view of the situation. The aircraft is positioned at distance Dc before

the curve, with no position and attitude errors relative to the tunnel. Its Body

axes are aligned with the tunnel centerline. The aircraft moves along the tunnel

centerline towards the curve with constant velocity Vtas. The figure on the right

shows the frozen images of a 3-D movie showing the appearance of basic elements

of a generic tunnel display when approaching a curve.

ing at a distance Dc of 750 [m] before the curve, and showing the tunnel2 display image

for 10 consecutive steps (0.75 [s]) time. Although the figure is cluttered, it is evident

that basically two things are happening: the tunnel frames expand and the outline of the

tunnel opens up when approaching the curve. These two effects can be illustrated better

when shown separately, as is done in Figs 10.7 and 10.8.

Fig. 10.7 shows only the tunnel frames and illustrates the expansion of these frames. As

will be discussed in detail below, it is known that humans are very susceptible to this kind

of information, because it provides information about the Time-To-Contact (TTC). A first

hypothesis is that pilots use TTC-information from the expanding tunnel frames to deter-

mine the moment to initiate the roll-in manoeuvre: a time-based approach (Strategy I).

Fig. 10.8 shows only the tunnel outline and illustrates the opening of the curve when ap-

proaching it. In this figure, the position in time of two particular points is shown: (i)

2Width and height 80 [m], intermediate frame distance 350 [m] and curve radius 2500 [m].
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Figure 10.7: The frozen images of a 3-D movie showing the appearance of basic elements of the

tunnel display when approaching a curve: tunnel-frames (and altitude poles) only.

the transition point between the straight and curved section of the trajectory, BC, and

(ii) the so-called reversal or tangent point, TP, introduced in §10.2. Whereas the curve

transition point translates along a straight line towards the observer, the trajectory of

the tangent point is markedly different. After first following an identical straight line, the

tangent point turns off into the direction of the curve. The trajectory of the tangent point

is determined by the distance to the curve but is also affected by the size of the tunnel

and the curve radius. This will be discussed in §10.4. A second hypothesis is that pilots

use the tangent point of the tunnel outline to determine the moment to initiate the roll-in

manoeuvre: a distance-based approach (Strategy II).

TTC-related information

In many experiments (Lee, 1974, 1980a; Lee, Young, Reddish, Lough, & Clayton, 1983;

Mulder et al., 1999), a time-to-contact strategy for the onset of a control response has

been demonstrated. Time-to-contact is defined as the time remaining to collision with an

object if no corrective action is taken. Here, it is defined as the time remaining to the

moment the aircraft passes a specific tunnel frame. The TTC to the frame marking the

curve transition can be approximated by (Fig. 10.6(a)):

TTC =
Dc

Vtas
=

sin ξ cos ξ

dξ/dt
≈ ξ

ξ̇
. (10.2)

when ξ is small. The TTC is specified by an optical variable, tau, that describes the

relative velocity of the optical image expanding across the retina (Lee, 1980a). Because

the surfaces of the tunnel frames are perpendicular to the direction of motion, the optic
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Figure 10.8: The frozen images of a 3-D movie showing the appearance of basic elements of the

tunnel display when approaching a curve: tunnel-contour only. The movement of

the tangent point (TP) is a cue for the approaching of the curve transition point

(BC), which is less visible.

flow field expands isotropically (Koenderink, 1986). In this case the TTC can be perceived

from any arbitrary point on the outline of the tunnel frame (Mulder et al., 1999).

Effect of the perspective projection Experiments involving the perception of TTC are

generally conducted for normal viewing conditions, i.e. two eyes looking into the outside

world. Here, pilots perceive the TTC information from a screen showing a computer-

generated perspective projection of a synthetic world, which has a number of consequences.

First, as a result of the limited field-of-view of the projection, a tunnel frame disappears

from the screen some time before the aircraft passes that particular frame, yielding a

minimum TTC (Theunissen, 1997; van Oorschot, 1997a):

TTCmin =
Wt/2

Vtas tan (HGFOV /2)
, (10.3)

with Wt the tunnel width (in [m]), Vtas the velocity (in [m/s]) and HGFOV the horizontal

geometrical field-of-view (in [deg]). Because it is hypothesized that TTC information is

important for the curve-interception manoeuvre, TTCmin should be much smaller than

the TTC’s in the experiment. A second topic that is of interest here is whether the

perceived TTC information (following Eq. 10.2) equals the real TTC (given by Dc/Vtas),

and whether this perceived TTC information depends on the position of the eye relative

to the screen. Assume that the eye of a (monocular) observer is exactly positioned in

the center of projection COP (δd=0 in Fig. 10.9(a)). Then, it can be shown that the

perceived TTC, TTCcop equals the real TTC, TTCreal until the distance of the COP

to the frame, Dc, or, equivalently, the angle ξ subtended in Fig. 10.9(a), becomes too
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large. Fig. 10.9(b), showing the quotient of TTCcop and TTCreal vs. TTCreal, indicates

that the TTC will be overestimated when the distance Dc to the frame becomes very

small. Because the real TTC also becomes very small, however, this is only a marginal

effect. When the eye of the observer is not positioned exactly in the COP (δd 6= 0 in

Fig. 10.9(a)) perceptual biases may occur. These biases are caused by the fact that an

observer in principle assumes that his eye position equals the position of the COP (the

so-called window assumption) (McGreevy & Ellis, 1984). As indicated in Fig. 10.9(a), the

true projector from a point P to the COP yields in a projection point p on the viewplane.

The assumed or perceived projector, on the other hand, originating from the eye position

and through the projection point p, maps the perceived point in space to the virtual point

P ′. The perceived TTC, TTCeye, will now be based on the quotient of the angle ξ′ and

its derivative. It can be shown (van Oorschot, 1997a) that the perceived TTC from an

eye position not equal to the COP (TTCeye) leads to an underestimation of the TTC

perceived when the eye position would be equal to the position of the COP (TTCcop). In

other words, the situation that the eye is positioned further away from the screen than

the COP compensates the overestimation of the real TTC, as illustrated in Fig. 10.9(b).

Summarizing, the tunnel display provides accurate TTC information. Due to the limited

field-of-view, however, the TTC cannot be perceived for very small distances to a frame.

Characteristics of the tangent point

When no tunnel frames are presented and only the outline of the tunnel is available, other

visual cues than the TTC must be used. The tunnel outline resembles the ordinary visual

scene encountered in the automobile driving task to a high degree (compare Figs 10.2

and 10.8). Automobile driving research, discussed in §10.2, suggests that in this case

two variables become important, i.e. the movement of the tangent point on the display

and the estimate of the distance to the curve-transition point. In (Brummelaar, 1975),

the following simplified but nonetheless accurate expression is derived for the longitudinal

distance DTP from the observer to the tangent point (Fig. 10.6(a)):

DTP =
√

RiWt +D2
c , (10.4)

with Ri the inner curb curve radius, Wt the tunnel width, and Dc the distance to the

curve (all in [m]). In case of no position and attitude errors of the aircraft relative to the

tunnel centerline, the position of the tangent point on the display (uTP , vTP ) becomes:

uTP = κ

(

Wt + (DTP −Dc)
2
/Ri

2DTP

)

= κ

(
DTP −Dc

Ri

)

= κ

√

Wt

Ri

∣
∣
∣
∣
∣
Dc=0

;

vTP = −κ
(

Wt

2DTP

)

= −κ1

2

√

Wt

Ri

∣
∣
∣
∣
∣
Dc=0

.

Figs 10.10(a) and 10.10(b) show the successive projections on the display of the tangent

point (TP) and the point marking the beginning of the curve (BC) of the lower left tunnel
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contour line in case the aircraft moves towards a curve directed to the left. The position

of the start of the curve on the display is given by (no position and attitude errors):

uBC = κ

(
Wt

2Dc

)

; and vBC = −κ
(
Wt

2Dc

)

.

The point BC follows a straight line (v = u) when approaching the beginning of the

curve. As has been discussed above (Fig. 10.8) the tangent point initially follows the same

trajectory, but then starts to move in the direction of the curve (towards the line v = u/2

for very small Dcs). The figures show that, for equal curve radius, the tangent point drifts

away from the BC-trajectory at larger distances before the curve (i.e. earlier) for larger

tunnel sizes. For equal tunnel sizes, the tangent point drifts away from the BC-trajectory

at smaller distances before the curve (i.e. later) for larger curve radii. Hence, although

the motion of the tangent point on the display can be used to obtain knowledge about the

distance to go to the start of the curve, this estimate is affected by the tunnel size and

the curve radius. For equal curve radii, larger tunnel sizes will lead to an under estimation

of the distance before the turn. For equal tunnel size, larger curve radii will lead to an

over estimation of the distance before the turn.
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Figure 10.10: Successive projections of the tangent point (TP) and the point marking the be-

ginning of the curve (BC). The curve is approached from an initial distance of

750 [m] to the start of the curve in steps of 75 [m]. Only the lower-left corner of

the display is shown; the screen center is marked by the dashed lines (u = v = 0).

10.5 Experiment X6

Pilot decision making and control behaviour in the curve interception manoeuvre is deter-

mined by the dynamic properties of the aircraft and the characteristics of the presented

visual information. Experiment X6 was conducted to examine the effects of both the as-

pects on the pilot timing strategies. The empirical study focuses on the anticipatory –

open loop – curve interception behaviour, that requires an approach that is significantly

different from the one applied in previous investigations reported in this thesis.

METHOD

Subjects and instructions to subjects Five subjects (A-E) participated in the experi-

ment. Their task was to control the aircraft through the tunnel during the transition from

a straight to a curved trajectory. Subjects were instructed to be conservative in control

activity and focus on a well-timed and well-proportioned curve interception manoeuvre.

Apparatus The Human-Machine Laboratory was used, described in Appendix A.

Independent variables The independent variables can be categorized in terms of the

characteristics of the aircraft and the tunnel display. To examine the effects of the aircraft

characteristics, two aircraft types were selected representing a large (sluggish) and a small

(quickly responding) aircraft. Following the paper-pilot simulation study of §10.3, models

of the Airbus A300 and the Cessna Citation 500 were used. Whereas the simulations

indicated that the aircraft velocity did not affect the roll-in manoeuvre much, the investi-

gation into the effects of the presented information stressed its importance in the timing
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of the manoeuvre. Therefore, the aircraft types were both simulated at the two velocities

of the simulation study, representing the approach and cruise conditions. Concluding, two

aircraft types were simulated at two different aircraft velocities, yielding four independent

experimental conditions based on the perspective of aircraft manoeuverability. As far as

the tunnel display characteristics are concerned, the information analysis of §10.4 revealed

that there exists a clear distinction between the function of the tunnel frames and the

longitudinal lines connecting them. The expansion of the approaching frames conveys

Time-to-Contact (TTC) – time-related – information. When no frames are presented, the

tunnel contour allows a pilot to use the relative displacement of the curve tangent point

on the display, the motion of which is determined by the distance to the curve transition.

Based on these considerations, three different tunnel geometries will be applied in the

experiment (Fig. 10.11):

1. Display A, the baseline tunnel. In this display, the tunnel frames are positioned at

equal distances from each other, and there is always a tunnel frame present in the

transition plane between the straight and the curved section of the trajectory.

2. Display B, the trunk tunnel. This tunnel has the same properties as Display A,

except for the fact that no tunnel frames are displayed at all.

3. Display C, a display similar to Display A, but with two distinct properties:

(a) The distances between the individual frames are not fixed, but chosen in a

(quasi-) random manner.
(b) A tunnel frame is not always present at the transition plane between the straight

and the curved section of the trajectory.

Another tunnel display property that is of interest is the tunnel size. The tunnel size

could affect (i) the subjective velocity of egomotion (Chapter 3); (ii) the path-following

accuracy (Chapter 5); (iii) the time at which an approaching tunnel frame disappears from

the screen (TTCmin: Eq. 10.3); and (iv) the characteristics of the tangent point (§10.4).

To examine these effects in a curve-transition task, two tunnel sizes – 20 and 40 [m] –

were included in the experimental design. Concluding, three tunnel geometries and two

tunnel dimensions are varied in the experiment, resulting in six independent experimental

conditions based on the viewpoint of manipulating the visual sources of information.

Experimental design A full-factorial of the four aircraft manoeuverability conditions

and the six visual information conditions yields a total of 24 experimental conditions.

Procedure The experiment focuses on the timing of the curve interception manoeu-

vre. Earlier experience in studying pilot timing strategies (Mulder et al., 1999) learned

that in order to achieve satisfactory statistical evidence, the number of measurement runs

should be rather large. Therefore, a measurement run must be designed such that many

of them can be conducted within a reasonable amount of time. Because the simulation

study showed that the roll-in manoeuvre is generally completed within 10 to 15 seconds,

there is no reason to make the measurement run too long. The procedure is explained
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(a) Display A (b) Display B (c) Display C

Figure 10.11: The displays of Experiment X6: Display A, the default tunnel; Display B, the

tunnel without frames; Display C, the tunnel with frames at irregular distances.
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using Fig. 10.12, that shows a bird’s eye view of the situation. At the start of every run,

the aircraft is positioned well in advance of the curve on a straight section of the trajec-

tory. A non-zero initial condition of the asymmetrical motion is chosen randomly over all

conditions, as will be discussed below. Because of the non-zero initial condition, a pilot

must first stabilize the aircraft motion with respect to the reference trajectory, resulting

in a stationary recti-linear flight condition (Phase 1). With the curve approaching, a pilot

determines the time at which the curve interception manoeuvre is initiated (Phase 2).

After initiation of the manoeuvre, the aircraft rolls into the turn to follow the constantly

curved section, leading to a stationary curvi-linear flight condition (Phase 3).

Dependent measures The pilot task is to conduct a well-timed curve initiation ma-

noeuvre with maximum performance. Three categories of dependent measures are defined:

(i) Performance-related data, that can give an indication on the accuracy of the ma-

noeuvre and the control activity of the pilot. These are similar to the time-domain

data (standard deviations etc.) discussed in previous chapters.

(ii) Timing-related data, depicting the moment of initiating the manoeuvre relative to

the start of the curve, measured in time (TBT ) or distance (DBT ).

(iii) Manoeuvering-related data, typifying the curve initiating manoeuvre. These vari-

ables will be introduced below.

The three categories characterizing the pilot response all contain several variables – intro-

duced below – that will act as the dependent measures in the statistical analysis.

Description of the experiment simulation

Aircraft models The two aircraft types were simulated using the stability-augmented

models applied in the simulation study. Only the asymmetric (lateral-horizontal) aircraft

motions were simulated; the symmetric aircraft motions and the aircraft velocity were

fixed to their initial conditions (Table 10.1). Because the stability-augmented aircraft

showed only negligible side-slip, pilots could control the aircraft using aileron only.

Atmospheric disturbances No external disturbances (wind or turbulence) acted on

the aircraft. This allowed pilots to fully concentrate on the curve transition manoeuvre.

Initial condition When the initial distance to the curve is fixed for all conditions,

pilots could in theory cheat their way through the experiment by simply starting to count

(1, 2, 3, ...) when a run begins. To prevent this, the aircraft was positioned at a random

distance D0 = (20 + 4t0)Vtas (in [m]) before the curve (Fig. 10.12). The time interval

4t0 is chosen randomly from a uniform distribution (4t0 ∼ U(0.0, 5.0) [s]). The 20 [s]

interval acts as a buffer to provide the pilot enough time to achieve a recti-linear stationary

flight condition well before the turn. The initial condition has a lateral position error xe0
and a track-angle error ψe0 that are both randomly selected from uniform distributions

(xe0 ∼ U(−2.5, 2.5) [m]; ψe0 ∼ U(−1.5, 1.5) [deg]). An additional constraint is that both
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the variables have unequal signs, i.e. at the start of each run the aircraft will always move

towards the reference trajectory. The aircraft roll angle has a zero initial value (φ0 = 0).

Measurement interval All variables of interest were recorded during a 30 [s] interval:

15 [s] before and 15 [s] after the start of the curve (Fig. 10.12). A single run takes

approximately 35 to 40 [s]. All 24 experimental conditions were repeated 12 times: four

training runs and eight measurement runs. The experiment lasted one day for each subject.

Tunnel geometry The main variable of interest in the geometrical definition of the

tunnel is the positioning of the tunnel frames, defined in terms of the intermediate frame-

distance 4S (in [m]). In Chapter 3 it has been discussed that a curved section of the tunnel

display is not really curved, but is approximated by a set of straight lines connecting points

on the curve as determined by the relative change in heading Ψt. Although a smaller Ψt
improves the accuracy of the projected curve, making this quantity too small would lead

to unacceptably low display update-rates. Here Ψt is set to 2.5 [deg] yielding a minimum

intermediate frame distance 4S of 2.5 π
180R with R the curve radius depending on the

aircraft/velocity conditions (Table 10.1). When 4S is known, for every aircraft/velocity

condition the evenly spaced and potential positions of the tunnel frames can be computed,

starting from the transition between and into the direction of the straight and curved sec-

tions of the trajectory (see Fig. 10.12). Depending on the experimental (display-) condition

a frame is placed at that position. In case of Display A, the tunnel frames are positioned

at an intermediate distance of 34S, starting with the frame marking the curve transition

and subsequently into the curved and straight sections of the trajectory. The situation is

different for Display C, where the frames are positioned at intermediate distances k4S,

with k a random integer, such that the mean and standard deviation of all intermediate

distances will be 34S and 1.54S, respectively.3 The (quasi-) random positioning of the

tunnel frames yields a tunnel geometry with irregular frame distances. To prevent a pilot

to adopt his control strategy to any specific irregular frame positioning (especially near

the curve transition), five different tunnel geometrical definitions were generated for each

of the four aircraft/velocity combinations for Display C. These geometries where random-

ized over the experiment. Display B has no tunnel frames at all and frame irregularity is

not important. Summarizing, for Displays A and B four different tunnel geometries were

generated, and 20 different tunnel geometries were generated for Display C (five for each

of the four aircraft/velocity combinations).

Finally, only curves to the left were conducted. The tunnel downslope angle Γt was zero.

Estimation of the timing and manoeuvering-related quantities

The variables involving timing are not as simple to measure as the performance variables.

In common stimulus-response (SR) experiments where subjects have to press a button

or keyboard to trigger some response, the subject of measuring response timing is trivial

3Putting the intermediate distances between successive tunnel frames in a vector results in:

dA = [3 3 3 3 . . . 3]4S for A (µ(dA) = 34S, σ(dA) = 0), and:

dC = [3 2 1 4 . . . 2]4S for C (µ(dC) = 34S, σ(dC) = 1.54S).
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Figure 10.13: The reference function F (top) used to determine the time-related quantities. The

reference function F is defined using its derivative Ḟ (bottom), with the definition

of the latter function in time as indicated in the formula-boxes.

(Mulder et al., 1999). In the experiment studied here, however, a pilot is continuously

controlling the aircraft and the open loop initiation of the curve interception manoeuvre

is summed with the pilot closed loop regulating response (Mulder, 1995). It is clear that

in this particular experiment it is important to obtain a reliable estimate of the time

at which a pilot decides to start the manoeuvre. To obtain this estimate, a number of

variables was considered as candidates: (i) the aileron control signal that is in fact the

only real pilot output signal measured, and (ii) the aircraft roll angle, or, equivalently, the

aircraft yaw rate, which are the only aircraft states that require a clear change in reference

condition. Experiments showed that the aileron control signal did neither lead to accurate

nor reliable results. The main reason was that the signal was rather noisy and although

the pilot curve interception response could be identified visually from a particular aileron

control time history, it was difficult to determine the exact moment the response started.

Therefore, the other two signals were used in an attempt to develop a computer algorithm

that could provide a reliable estimate of the TBT .

Computer algorithm The algorithm is based on fitting a reference function F to

a measured time response R of either one of the two variables φ or r. The reference

function of Fig. 10.13 served this goal reasonably well. It is based on (and therefore closely

resembles) the default roll angle response of Fig. 10.3. F is defined using its derivative Ḟ ,
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and can be characterized by the following three variables (all in [s]):

(i) TM , the total time of the response,

(ii) 4t1, the time interval in which the reference function derivative increases to (start

of response) or decreases from (end of response) a constant level4, and,

(iii) 4t2, the time interval in which the reference function derivative is constant.

Because TM = 24t1 +4t2, only two of the three variables need to be computed to obtain

the reference function. When F and Ḟ are used to fit the measured time response R,

one additional variable is needed to connect the time-base t′ of the reference function

to the time instant the aircraft passes the curve transition: τ (in [s]). The τ -variable

marks the difference in time between the symmetry-point of the reference function and

the trajectory transition point, and is defined positive when the symmetry point lies before

the transition point (Fig. 10.13). Using τ , the time histories are centered around the time

at which the aircraft passes the transition. The TBT , an estimate of the time-before-the-

turn, i.e. the time before the transition point at which the reference function starts can

then be computed as: TBT = TM/2 + τ .

Curve fitting procedure The parameter vector in the fitting procedure contains the

three variables necessary to fit the reference function to the measured response:

θT = [TM τ 4t1] ; or θT = [TM τ 4t2] ; or θT = [τ 4t1 4t2] .

The criterion to be minimized is computed using the squared differences between the

reference function and the measured response and their derivatives:

J (θ) =

∫ +12

−12

[R(σ) − F (σ)]
2
dσ +

∫ +12

−12

[Ṙ(σ) − Ḟ (σ)]
2
dσ. (10.5)

The parameter-vector θ will be computed by minimizing J(θ):

θopt = arg min
θ
J(θ), (10.6)

using a SIMPLEX algorithm (Press, Teukolsky, Vetterling, & Flannery, 1992).

Performance of the algorithm The algorithm was examined in terms of accuracy

(bias and variance) and robustness of the estimation. The time histories of the simulation

study were used for this purpose. The algorithm showed some slight dependence on the

initial condition θ0 of the parameter vector, a problem that could be solved by repeating

the fitting procedure 20 times with 20 random initial condition vectors. The final param-

eter estimate is defined as the median of the resulting parameter estimates. The accuracy

of the estimation of the TBT was satisfactory, with timing errors generally smaller than

0.15 [s]. The accuracy deteriorated slightly for the extremely slow (TBT very large) or

extremely fast (TBT very small) manoeuvres, yielding timing errors up to 0.30 [s]. Obvi-

ously, this was due to the fact that these manoeuvres differed most from the default or

4Ḟ = Ḟref with Ḟref =
Fref

4t1 + 4t2
.
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‘standard’ response as dictated by the reference function. The application of the yaw rate

signal as the reference signal led to smaller errors in estimating the time-before-the-turn.

In conclusion, the algorithm performed satisfactory for the paper-pilot simulation re-

sponses. The applicability of the algorithm for the analytic responses does not imply

the same for the experimental responses. As the experimental results will show, however,

there is not much of an alternative to the approach taken here. The yaw rate response as

measured in the experiment will be used in the algorithm.

Experiment hypotheses

Based on the pre-experimental analysis discussed in the previous two sections, hypotheses

can be stated which will be evaluated in the experiment described at hand. First, it

can be hypothesized that due to the different handling qualities, the roll-in manoeuvre is

initiated earlier for the Airbus than for the Citation. Second, due to the different tunnel

geometries applied in the experiment, two distinct timing strategies are expected: one

based on TTC – Strategy I – for the displays with tunnel frames (A and C) and one

based on the distance to the turn – Strategy II – for the display without tunnel frames

(B) . Third, the influence of the dimension of the tunnel can be expected to show more

ambiguity due to the already mentioned fact that it affects both the subjective velocity of

egomotion as the time a tunnel frame leaves the screen (TTCmin). Because the subjective

velocity of egomotion is influenced by both the real aircraft velocity and the tunnel size, it

is difficult to hypothesize beforehand what the effect of manipulating the velocity will be.

It could be that when the timing of the manoeuvre is conducted using TTC, the effect of

velocity is negligible. When no TTC information is available and the timing strategy is

related to the distance before the turn, the velocity might have a considerable effect.

10.6 Results

10.6.1 The pilot questionnaire

Because subjects D and E were directly involved in the set-up of the experiment, only the

comments of subjects A–C are used.

Realism of the simulation The Citation model was judged (Table 10.2) to be quite

realistic except for the approach-velocity condition, which was considered to lack the usual

level of inherent stability. The Airbus model was judged to be less satisfactory, mainly

because the roll-rates were rather small with respect to the deflection of the stick.

Sense of egomotion and perceived depth The similarity between the level of the

experienced egomotion and the sense of depth is clear from Table 10.2. Especially Display

B resulted in a low sense of egomotion and depth. All subjects commented on a positive

influence of a higher velocity, which can be attributed to the increasing magnitudes of the

dynamic stimuli. No effects were reported concerning the tunnel size. The irregularity
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Table 10.2: Summary of results from a pilot questionnaire (X6).

How would you describe the level of realism of the simulated [aircraft] dynamics?

very very
realistic realistic average unrealistic unrealistic

Citation approach · 1 1 1 ·
Citation cruise 1 1 · 1 ·
Airbus approach · 1 1 1 ·
Airbus cruise · · 1 2 ·

How would you describe the strength of the experienced egomotion, i.e. did you have
a strong feeling you were moving through a three-dimensional world or did you not?

very very
width strong strong average weak weak

Display A 20 [m] 1 2 · · ·
40 [m] 1 2 · · ·

Display B 20 [m] · · 1 2 ·
40 [m] · · · 3 ·

Display C 20 [m] · 1 2 · ·
40 [m] · 1 2 · ·

How would you describe the strength of the sense of depth in the display, i.e. did you have
a strong feeling you were looking ahead into a three-dimensional world or did you not?

very very
width strong strong average weak weak

Display A 20 [m] 2 1 · · ·
40 [m] 2 1 · · ·

Display B 20 [m] · · 1 2 ·
40 [m] · · 1 2 ·

Display C 20 [m] 1 2 · · ·
40 [m] 1 2 · · ·

of the tunnel frames (Display C), leading to larger time periods in which no frames are

passed, was commented as to decrease the sense of forward motion.

Display characteristics Concerning the timing strategies, all subjects reported a strat-

egy of estimating the time before passing the frame marking the beginning of the curve

for Display A. They did not mention any influence of either the velocity or the tunnel

size. The timing of the Airbus manoeuvre was somewhat more conservative – earlier –

than that of the Citation. Subjects reported a mixture of two strategies for Display B.

They commented on the useful motion of what is in fact the tangent point, especially with

respect to the aircraft symbol. Another source of their interest was the estimate of the

start of the curve, an estimate that improved for smaller tunnels. The timing strategy

with Display C was reported to be similar as that with Display A, i.e. subjects tried to

estimate the time left to passing the beginning of the curve. When a frame was present

on the transition point, the task was considered easier. When no frame was present near

the curve transition, subjects reported to use the experience gained with Display B, i.e.
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Figure 10.14: Z-scores of the effort ratings for all conditions of Experiment X6. In this figure

and the following, the insets show the two aircraft types and the two velocity

conditions for each aircraft. The codes A to E, representing the display types,

and the tunnel widths are shown in the bottom of the figure. The experimental

conditions are illustrated below the figure.

to estimate the start of the curve and also to use the motion of the tangent point. Gen-

erally, subjects did not appreciate the randomization of the intermediate frame distances

in Display C. They continued to use the time-related strategy anyway, even when there

were no frames positioned near the curve transition. In the latter case, subjects reported

to use the distance-related information as a backup.

Effort ratings Because the ratings for the Airbus are considerably higher than those for

the Citation (Fig. 10.14), the Airbus was more difficult to control. For all aircraft/velocity

conditions the ratings for Display B are higher than those of Display C and substantially

higher than those of Display A. This clearly shows the increasing difficulty in performing

the task with respect to the default tunnel (A), when the frames are positioned on irregular

distances (C), or when there are no frames presented at all (B). Only marginal differences

exist for (i) the lower effort for the cruise-velocity conditions vs. the approach-velocity

conditions, and (ii) the increasing effort for the small tunnel conditions.

Pilot suggestions With respect to the experiment itself, subjects commented on the

lack of accurate roll angle information. They found this especially important because a

well-performed manoeuvre required an accurate control of roll angle and roll rate. Al-

though the horizon did explicitly show this information, pilots recommended the use of an

additional analog roll pointer display. Three suggestions were made, having in common

the explicit presentation of the moment of initiating the curve interception manoeuvre:

(i) The use of an additional frame with a different colour, positioned on the exact
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location where the manoeuvre should be started.

(ii) The gradual rotation of the tunnel frames with a roll angle that equals the roll angle

necessary for a proper roll-in manoeuvre. In other words, the tunnel frames should

be rotated to provide a pictorial reference of the roll angle in a spatio-temporal

format. This alternative was discussed in (Grunwald, 1984).

(iii) The use of a flight-path predictor that pictorially presents the necessity to take action

when approaching the curve. This option has been discussed in (Grunwald, 1984,

1996a, 1996b).

In short, pilots prefer a clear command with respect to the timing of the manoeuvre.

Because subjects reported a rather high level of task difficulty, such command information

could indeed be mandatory for an acceptable level of pilot workload.

10.6.2 Time histories

The time histories of the main aircraft state variables as recorded during the experiment

are shown in Fig. 10.15. Although quite some variation is present in these responses, they

are similar to those obtained in the paper-pilot simulation study. The figure exemplifies

the difficulty in determining the moment the pilot initiates the curve transition manoeu-

vre from the aileron deflection signal δa. Therefore, the yaw rate responses are used to

determine this moment, using the response-fitting procedure discussed in §10.5. When

examining the responses closer it appears that, generally, the motion of the aircraft is

well-aligned with the straight section before the curve (ψe ≈ 0). Pilots tend to initiate

the leftward curve with the aircraft positioned slightly to the right of the centerline, yield-

ing a decreasing position error when the curve-transition manoeuvre is initiated, an effect

that has also been reported in automobile driving research (Boer, 1996). In following the

curved section of the trajectory, the aircraft is positioned to the inside of the curved tunnel

centerline, illustrating the corner-cutting phenomenon discussed above. This behaviour is

typical for all subjects and configurations in the experiment. It could be a result of the

fact that only curves to the left are flown resulting in adaptation of the subjects to a given

trajectory, as reported in (Grunwald, 1996a; Theunissen, 1997).

10.6.3 Statistical analysis

A mixed-model Analysis of Variance is conducted with the variable pilot (5 levels) acting

as a random variable. All other independent measures, i.e. the aircraft type (A) (2 levels),

the aircraft velocity (V) (2 levels), the (D) (3 levels) and the tunnel size (W) (2 levels)

acted as fixed variables. Table 10.3 summarizes the results of the full-factorial mixed-

model ANOVA for all performance, timing and manoeuvering-related variables. Effects

involving replication were not significant for any of the variables examined, which indicates

that no significant changes in pilot behaviour occurred over time.
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Figure 10.15: Time histories of measured and averaged data. Subject A, configuration 13 (Air-

bus A300, approach velocity, Display A, tunnel size 20 [m]).

Performance-related data

The following seven variables were recorded during the 30 [s] measurement interval:

• The aileron control signal δa (in [deg]) and its derivative δ̇a (in [deg/s]), depicting

pilot control activity.

• The aircraft roll-rate φ̇ (in [deg/s]), the roll angle error φerr (in [deg]) and the yaw

rate error rerr (in [deg/s]), all illustrating curve-transition accuracy.

• The track-angle error ψe (in [deg]) and cross-track error xe (in [m]), representing

path-following accuracy.

The roll angle error signal φerr is defined as the difference between the measured roll

angle response and the ideal step response function as dictated by the curve (from 0 to

φc at curve transition). The same holds for the yaw rate error signal rerr (from 0 to rc
= 1.5 [deg/s] at curve transition). Because experience with following curved trajectories

(Chapter 8) showed that biases might evolve in the cross-track error, both the standard
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Table 10.3: Results of a full-factorial ANOVA on the variables involving performance, timing,

and manoeuvering-related data (in this table ‘??’, ‘?’ and ‘◦’ represent significance

levels of p ≤ 0.01, 0.01 < p ≤ 0.05 and 0.05 < p ≤ 0.10, respectively).

performance timing manoeuvre

δa δ̇a φ̇ φerr rerr ψe xe-S xe-R TBT DBT 4t1 4t2

main effects

A ?? ◦ ? · ◦ ◦ · · ◦ ? ? ·
V ? · ?? ?? ? ?? · · · ? · ?
D · · ◦ ◦ ◦ · · ? · · ◦ ·
W ? ? ?? · · ?? ?? ?? ?? ?? ? ?

2-way interactions

A×V ? · · · ? ?? · · · · · ??
A×D · · · · · · · ◦ ? ? · ?
A×W ? · ? ?? ? · · · · · · ·
V×D · · · · · · ? ?? ? · · ·
V×W · · · · · ◦ · ? · ? · ·
D×W · · ? · ? · ? ?? ?? ?? ◦ ??

3-way interactions

A×V×D · · · · · · · · · · · ·
A×V×W ◦ · · · · · · · · · · ·
A×D×W · · · · · · · · · · · ·
V×D×W · · · · ◦ ◦ · ?? · · · ·

4-way interaction

A×V×D×W · · ◦ · · · · · · · · ·

deviation as the root-mean-square of this variable will be examined. The means and the

95% confidence limits of the dependent variables are shown in Figs 10.16(a) to 10.18(b).

Pilot control activity Fig. 10.16(a) shows that pilot control activity is higher for

the Airbus than for the Citation (δa: F1,4=49.919, p <0.01; δ̇a: F1,4=6.528, p=0.063).

The small tunnel also yields an increasing control activity (δa: F1,4=20.011, p=0.011; δ̇a:

F1,4=10.359, p=0.032). For the high-velocity conditions, the aileron STD is significantly

lower (F1,4=11.071, p=0.029), an effect that is stronger for the Airbus than for the Citation

as judged by the A×V-interaction. Although pilot control activity is somewhat smaller for

Display B, no effects involving the displays (D) were found statistically significant.

Curve-transition accuracy Fig. 10.16(b) shows an increasing roll-rate for the high-

velocity conditions (F1,4=37.809, p <0.01) and a decreasing roll-rate for the Airbus (F1,4=

13.058, p=0.023). Furthermore, the small tunnel size conditions lead to higher roll-rates

(F1,4= 37.334, p <0.01). Only a marginal effect of the displays (D) was found (F2,8=3.761,

p=0.071) that is due to a lower roll-rate for Display B, especially for the large tunnel (ac-

counting for the D×W-interaction). As Figs 10.17(a) and 10.17(b) show, a larger velocity

leads to an increasing roll angle error φerr (F1,4=341.552, p <0.01) and to a decreasing

yaw rate error rerr (F1,4=21.020, p=0.011). For the low-velocity conditions, the Air-



10.6 Results 289

0

2

4

6

8

 1  3  5  7  9 11 13 15 17 19 21 23
 2  4  6  8 10 12 14 16 18 20 22 24

S
T

D
δ a

[d
eg

]

Wt= 20 [m]
Wt= 40 [m]

Citation Airbus
approachapproach cruisecruise

AA AAAA AA BB BBBB BB CC CCCC CC

(a) aileron

0

1

2

3

4

5

 1  3  5  7  9 11 13 15 17 19 21 23
 2  4  6  8 10 12 14 16 18 20 22 24

S
T

D
φ̇

[d
eg

/
s]

Wt= 20 [m]
Wt= 40 [m]

Citation Airbus
approachapproach cruisecruise

AA AAAA AA BB BBBB BB CC CCCC CC

(b) roll rate

Figure 10.16: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects).

bus leads to smaller yaw rate errors (main effect A: F1,4=5.229, p=0.084, and the A×V-
interaction). Display B led to lower roll angle errors (F2,8=3.5439, p=0.079) and yaw rate

errors (F2,8=3.796, p=0.069), both with only borderline significance. The A×W-interactions

for both the roll angle error as the yaw rate error are caused by the fact that the effect of

the tunnel size is strong for the Citation and virtually absent for the Airbus. The tunnel

size had no influence at all for Display B, causing the D×W-interaction.

Path-following performance Figs 10.18(a) and 10.18(b) show the 95% confidence

limits for the track-angle error ψe and the RMS of the position error (xe-R), respec-

tively. It follows from Table 10.3 that xe-R has more pronounced effects of the inde-

pendent variables than the STD of the position error (xe-S). A smaller tunnel yields

improved path-following performance in terms of both xe-S (F1,4=45.125, p <0.01) and

xe-R (F1,4=50.850, p <0.01). The display has a significant effect on xe-R (F2,8=6.150,

p=0.024), which is caused by the decreasing performance for Display B for the larger

tunnel (D×W-interaction). The aircraft velocity has no effect on performance, except for

Display B for the large tunnel, causing the W×V and D×W×V-interactions. There only exists
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Figure 10.17: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects).

a statistically significant difference between xe-S and xe-R for the low-velocity conditions

with Display B.

The track-angle error ψe decreases significantly for the small tunnels (F1,4=27.167, p <0.01)

and a significant decrease for the high-velocity conditions (F1,4=36.775, p <0.01). Fur-

thermore, the ψe for the Airbus is significantly lower (F1,4=6.381; p=0.065), but only for

the low-velocity conditions (A×V-interaction: F1,4=37.895, p <0.01). Although ψe perfor-

mance improves with Display B, this is only marginally significant for the small tunnel,

low-velocity conditions (interactions V×W and D×W×V).

Timing-related data

The moment a pilot initiates the curve-transition manoeuvre can be related to the start of

the curve in terms of time (TBT , Fig. 10.19(a)) as well as in distance (DBT , Fig. 10.19(b)).

The time-before-the-turn The differences in the TBT are relatively small, except those

representing Display B, which are quite large indeed. They are significantly larger for the

large tunnels (F1,4= 26.555, p <0.01) and are somewhat larger for the Airbus (F1,4=6.996;
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Figure 10.18: The means and 95% confidence limits of the STDs of the dependent measures (all

subjects).

p=0.057). For all aircraft/velocity conditions, the TBT s for Displays A and C are similar

for the different velocities and become larger for the larger tunnel size conditions. On the

one hand, for the small tunnel the TBT s for Display B are similar to those of Displays A

and C, but decrease significantly for the higher velocity conditions. On the other hand, for

the large tunnel the TBT s are markedly larger than those of Displays A and C, irrespective

of the velocity. These effects cause the three significant two-way interactions. Especially

Display B has a large effect on the TBT . Moreover, the TBT s for Display B show to be

much more affected by the independent measures W and V. Some of these effects can be

elucidated by examining the companion of the TBT , the distance-before-the-turn DBT .

Distance-before-the-turn Fig. 10.19(b) shows somewhat more variation in the DBT

for all displays. It increases for smaller tunnels (F1,4=24.163, p <0.01), for the Air-

bus conditions (F1,4=16.918, p=0.015), and for the high-velocity conditions (F1,4=13.806,

p=0.021). The effect of the displays (D) becomes clear when examining the significant

D×W-interaction (F2,8=15.272, p <0.01), that shows that the tunnel size only influences

the DBT for Display B. For the small tunnel the DBT decreases for Display B, whereas for
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Figure 10.19: The means and 95% confidence limits of the dependent measures (all subjects).

the large tunnel the DBT increases for Display B. The tunnel size shows no significant ef-

fects on the distance-to-the-turn for Displays A and C, although the DBT becomes larger

in all cases, especially in the high-velocity conditions. The relatively small differences

in the DBT for Display B illustrate a pilot tendency to initiate the manoeuvre at equal

distances, dictated by tunnel size. This is especially clear for the small tunnels, for which

the DBT for Display B is more or less constant, irrespective of the aircraft or velocity

conditions. The same trend, but less convincing, can be found for the large tunnels.

Manoeuvering-related data

The method of determining the time-before-the-turn from the measured yaw rate response

yielded four variables (TM , τ,4t1 and 4t2) that typify the manoeuvering style. Although
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Figure 10.20: The means and 95% confidence limits of the dependent measures (all subjects).

In the top figure the values of the aircraft roll subsidence time constant τφ of all

four aircraft/velocity conditions are shown with the dotted lines.

the validity of these variables depends on the response-fitting procedure, on the average

they provide a useful insight on the type of manoeuvre initiated by the pilot. The τ

variable was generally very small (mean -0.079 [s]), indicating that on the average the

symmetry-point of the response lay near the actual curve transition. It was independent

of the type of display and the tunnel size, and was only affected, but not significantly, by

the aircraft/velocity conditions. The fact that τ is almost zero is also reflected in the high

correlation between the TM and the TBT (linear correlation coefficient r = 0.961). Hence,

TM can be approximated as twice the time-before-the-turn TBT : TM ≈ 2TBT .

Figs 10.20(a) and 10.20(b) show the means and 95% confidence limits of the variables 4t1
and 4t2. The values of 4t1 are higher than the time constants τφ of the roll-subsidence

modes, indicating that pilots did not control the curve-transition in a step-like manner.

The onset of the roll-in manoeuvre is conducted slower (larger 4t1) with the Airbus

(F1,4=13.531, p=0.021) than with the Citation. For smaller tunnels the manoeuvre is ini-

tiated more abruptly as indicated by the significantly lower values for 4t1 (F1,4=12.486,
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p=0.024). Another trend is that the manoeuvre is initiated less abruptly for Display

B for the large tunnel conditions (main effect D: F2,8=3.542, p=0.079; D×W-interaction:

F2,8=3.730, p=0.072). The results for the variable 4t1 match well with those of variable

4t2, that marks the time interval during which the (fitted) yaw rate derivative is constant.

Larger tunnels lead to smaller values of 4t2 (F1,4=15.634, p=0.017), i.e. they yield smaller

values of the yaw rate (as determined by the roll-rate). Furthermore, 4t2 decreases with

the high-velocity conditions (F1,4=11.046, p=0.029), especially for the Citation (as judged

by the significant A×V-interaction). The display (D) interactions are all caused by Display

B that yields increasing values of 4t2, especially for the low-velocity and large tunnel

conditions (D×W-interaction).

Finally, for all roll-rate and aileron responses the maximum (absolute) values were recorded

and analyzed in identical manner (no figures shown). Results indicate that (i) the Airbus

leads to lower roll-rates (F1,4=15.699, p=0.017) and higher aileron deflections (F1,4=46.529,

p <0.01); (ii) the high-velocity conditions lead to larger roll-rates (F1,4=18.650, p=0.013),

and (iii) the small tunnels lead to higher roll-rates (F1,4=33.325, p <0.01) and larger

aileron deflections (F1,4=29.321, p <0.01). No interactions of any importance were found.

10.7 Recapitulation

10.7.1 Discussion

Evaluation of the experimental hypotheses

The experimental data will be discussed in the context of the experimental hypotheses.

The effects of the independent measures on the qualitative and the quantitative data are

treated sequentially, focusing on the general findings.

Effects of the aircraft type The data support the experimental hypotheses well. The

roll-in manoeuvre is initiated earlier (larger TBT and DBT ) and is conducted slower (lower

φ̇, 4t1 and 4t2) for the Airbus than for the Citation. Pilot ratings suggest more difficulty

in performing the manoeuvre with the Airbus. These effects can be attributed to the

different aircraft handling characteristics.

Effects of the aircraft velocity The timing of the curve interception manoeuvre, as

expressed in TBT , is not affected by the aircraft velocity for Displays A and C. The velocity

does have a significant effect on the distance to the turn, DBT with these displays. This

provides strong evidence for a TTC-strategy (Strategy I) with these displays which was

one of the main hypotheses of the experiment. The opposite holds for Display B, where

the TBT decreases, and the DBT increases for higher velocities. For the higher velocity

conditions, performance in terms of track-angle error and yaw rate error is better than for

the lower velocity conditions, at the cost of more inner loop activity (larger φ̇ and φerr).
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These findings resemble those of the curve regulation experiment (X4, Chapter 8).

Effects of the tunnel size As has been hypothesized, a decreasing tunnel size leads to

an improved performance (smaller xe and ψe), at the cost, however, of increasing control

activity (larger δa and δ̇a), a less smooth manoeuvre (smaller 4t1 and 4t2), and higher

effort ratings. These results are similar to those reported in Chapter 5. For the large

tunnels, the timing of the manoeuvre is somewhat earlier (larger TBT s) for Displays A

and C with respect to the small tunnel. This effect is probably caused by the fact that

for larger tunnels the tunnel frames disappear from the viewplane earlier, yielding a small

bias in the moment of initiating the manoeuvre.

Effects of the tunnel geometry No significant differences in pilot timing behaviour

and performance were found between Displays A and C. Timing with these displays was

similar and quite consistent over the other experimental conditions. The hypothesis that

a TTC-strategy has been applied for these displays can indeed be supported with the

experimental data. Display B was affected significantly by the independent measures.

Compared to Displays A and C, the roll-in manoeuvre with Display B was smoother

(lower φ̇, larger 4t1 and 4t2), with superior performance in following the curve (ψe, rerr
and φerr smaller), but also with far worse accuracy in path-following (larger xe-S and xe-

R). These findings correspond well with the results of the curve regulation Experiment X4

of Chapter 8. As far as timing is concerned, the results of Display B show a somewhat less

convincing but still sufficient argument for the use of a distance-related strategy (Strategy

II), i.e. using the tangent point and the estimate of the distance to the curve transition.

This can be seen when examining the significant effects of aircraft velocity and tunnel size

on the timing data. Assume that a pilot initiates the manoeuvre when the position of

the tangent point on the screen exceeds a certain threshold. Then, from the discussion in

§10.4 it is known that: (i) for equal curve radii (and thus equal velocity), a larger tunnel

would lead to an earlier response (TBT larger), and (ii) for equal tunnel size, a smaller

radius (and thus smaller velocity) leads to the same effect. This corresponds well with

what has been found in the experiment. Independent of tunnel size, the TBT decreases for

the higher velocity conditions (larger radius). Independent of aircraft velocity, the TBT
increases for larger tunnels. When investigating the effects together with those for the

distances to the turn – the DBT s – sufficient evidence is found for the distance-related

strategy hypothesis, especially for the small tunnel size conditions. The pilot effort ratings

support the hypothesis of two pilot timing strategies: a time-based strategy for the tunnels

with frames presented (Displays A and C) and a distance-based strategy for the tunnel

without frames (Display B). As judged by these effort ratings, initiating the manoeuvre

with Display B, i.e. applying the distance-strategy, is considerably more difficult.

TTC as a context-independent cue

The experimental data confirm the hypothesis that when enough frames are positioned

near the curve transition, subjects use the expansion of the approaching frames to apply

a time-to-contact timing strategy. When no frames are available at or near the transition,
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subjects are no longer able to apply the TTC strategy and must adopt another, yet more

vulnerable, distance-related strategy. Of course, in reality one would not consider using a

tunnel without frames, but in this experiment the frame-less tunnel display serves well to

prove a point about the superiority of TTC information (Mulder & van der Vaart, 1998b)

The experimental data clearly show that timing with the TTC strategy is independent

of almost all experimental variables. For a given aircraft type the curve interception

manoeuvre was initiated at approximately the same TBT , independent of the velocity of

the aircraft (determining the curve radius), the size of the tunnel, and the fact whether

the positions of the frames near the curve were randomized or not. Without exceptions,

subjects showed a consistent timing behaviour when TTC information was available. Re-

moving the frames from the tunnel display, i.e. showing only the contours of the tunnel

trajectory to be followed, results in a situation where no TTC information is available at

all. The experimental data show clearly that in this case another timing strategy is used

that leads to a dramatic increase in pilot timing behaviour variation. Here, the timing

is not consistent and depends on the velocity of the aircraft (and thus the curve radius)

and especially the size of the tunnel. In this case, the pilots’ timing behaviour depends

strongly on the specific context of the environment, such as the tunnel geometry.

Summarizing, the TTC strategy is superior mainly because it is independent of the context

of the environment. The consistent timing behaviour of pilots when TTC information is

available strengthens the status of the TTC as a robust strategy for timing (complex)

human behaviour. The tunnel geometrical design should support pilots in adopting the

TTC strategy for intercepting curves by presenting sufficient tunnel frames near the curve

transition (Mulder & van der Vaart, 1998a).

Evaluation of the pilot timing measurement method

In Experiment X6, it was argued that it is important to obtain a reliable estimate of the

moment a pilot initiates the open loop curve interception manoeuvre. In various other

experimental efforts on aspects of human timing behaviour (Lee et al., 1983; Mulder et al.,

1999) the experimental approach has been one of a classical stimulus-response experiment.

Pilots were confronted with a dynamic visual scene and were required to press a button

to initiate some standard or (semi-)automated response. For instance, in an experiment

examining the timing of the landing flare manoeuvre (Mulder et al., 1999), subjects had to

press a button when they thought the aircraft must start the flare (nose up) manoeuvre,

a short time before touchdown. When the button was pressed, the aircraft simulation

started an automated response, allowing no further pilot interaction. Obviously, assessing

timing in these kinds of experiments is trivial. Because the interaction of a pilot and his

environment is highly limited in the experimental procedure, a number of questions always

arises after completing these experiments. For instance – and most prominently – what

if a pilot could have interacted more with the environment, would the observed timing

behaviour be different? Usually this is a matter of pure speculation.

In this context it is important to recall one of the principal hypotheses in Gibson’s ecolog-
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ical approach to visual perception, which is that perceiving and acting have a reciprocal

relationship. More specifically, perceiving is regarded as the active acquiring of information

about which action strategy is appropriate. Actions are modulated in order to control the

informative variables of stimulation (Gibson, 1986). In the light of Gibson’s approach, the

SR-experiments are too much of an abstraction of reality; they do not support subjects to

really invest in optimizing their perception and action loops. The experimental approach

applied here does provide subjects the freedom to behave naturally, i.e. to adopt the same

natural perception and action patterns as they would have done in reality. Clearly then,

a problem of both theoretical and practical interest arises in this approach, that became

clear in the development of the experiment, returning to the question addressed at the

beginning of this paragraph. The computational method developed here to obtain an

estimate of pilot timing is an objective method, and does not require a time-consuming

and often inevitably subjective visual inspection of the data. Basically, by taking one of

the aircraft state variables – the yaw rate – as a reference signal, one inverts the pilot and

aircraft system. Naturally, one could ask oneself whether there are any differences between

the moment a pilot decides to begin the manoeuvre, the moment a pilot initiates the ma-

noeuvre by moving the control manipulator, and the moment the aircraft itself starts to

move into the turn. These topics, however, are of philosophical interest and will not be

further elaborated. The method chosen is a compromise between what one actually wants

to measure and that what is physically possible to measure at all. For the purposes of the

experiment here, where the main objective was to compare timing strategies – and not to

obtain an absolute estimate of pilot timing at all – the method proved to be satisfactory.

10.7.2 Conclusions and recommendations

Conclusions

• The aircraft dynamic properties determine an envelope of manoeuverability. Within

these constraints, a pilot has considerable freedom to choose the moment of initiating

the curve transition manoeuvre. The results of Experiment X6 indicate that the aircraft

handling characteristics do not interfere with the effects on pilot timing behaviour caused

by the various tunnel display designs.

• The timing of the initiation of the curve interception manoeuvre is significantly influ-

enced by – and can therefore be manipulated by – the design of the tunnel.

• When the tunnel frames are presented, pilots adopt a timing strategy based on the

time resting before the beginning of the curve. The experimental results provide strong

evidence for a TTC strategy for these displays, essentially because timing with these

displays is unaffected by the aircraft velocity. The expanding tunnel frames convey time-

to-contact information that is independent of the geometric properties of the tunnel (size),

as well as those of the curve (radius). The TTC-strategy is a context-independent and

therefore a robust strategy to time the initiation of the manoeuvre: independent on the

geometry of the tunnel involved, or the radius of the curve to be intercepted, timing
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remains the same.

• When no tunnel frames are presented pilots adopt a timing strategy based on the

distance resting before the beginning of the curve. The changing position of the curve

tangent point on the screen serves as the principal optical event used to trigger the curve

transition manoeuvre. The experimental data provide evidence for the use of the distance-

strategy, especially because the trends in the date correspond with characteristics of the

tangent point. Because this strategy does depend on the geometry of the tunnel (size)

as well as the properties of the curve (radius) this timing strategy is vulnerable, i.e. not

robust. This leads to variation in pilot timing behaviour caused by the properties of the

environment.

• The pilot questionnaire supported the existence of the two timing strategies. Fur-

thermore, it showed that pilots prefer the time-related Strategy I over the distance-related

Strategy II; the latter strategy was judged considerably more difficult.

• The effects of randomizing the distance between the tunnel frames were marginal.

Timing of the manoeuvre with these displays was similar and consistent over the experi-

mental conditions. The pilot questionnaire revealed that the task was judged somewhat

more difficult when the distances were random. Generally, the presence of the tunnel

frames allowed pilots to adopt the preferred TTC-strategy.

• Generally, the effects of the other experimental variables – such as the tunnel width

effects, the effects of the forward velocity, and the accuracy of following a straight or curved

segment of the reference trajectory – were similar to those reported in the experiments of

this thesis that investigated similar properties (Experiments X1, X3, X4).

• The computational method – developed in §10.5 to obtain an estimate of the instant

in time pilots initiate the curve interception manoeuvre – served well for the objective in

this experiment of examining the relative differences in pilot timing behaviour.

Recommendations

• The experiment clearly illustrated the superiority of the TTC strategy. To allow pilots

to adopt the preferred and robust TTC strategy, the tunnel display design should provide

enough tunnel frames near transitions in the trajectory.

• Pilots suggested that in order to improve the performance of the curve interception

manoeuvre, the status of the aircraft roll angle should be clearly indicated, preferably with

an additional roll pointer.

• Although beyond the scope of the present experiment, pilots suggested the incorpo-

ration of explicit command information concerning the timing of the curve interception

manoeuvre. Additional experiments should be done to examine the virtues of the sug-

gested improvements in terms of performance and workload.

• The scope of Experiment X6 could be enhanced considerably when conducted in a

moving-base flight simulator. The presence of motion stimuli could have helped pilots in

controlling especially the roll rates during the manoeuvre. This would probably lead to

lower roll rates measured in this experiment, having a considerable impact on the timing

and performance of the manoeuvre.



Chapter 11

Conclusions and

recommendations

11.1 Conclusions

Consensus in the aviation community is growing that, at last, the flexibility gained with the

introduction of programmable electronic cockpit displays in the 1980s must be exploited to

the full extent. The primary flight display of the future should present the aircraft guidance

and navigation information in a way that is intuitively understandable, that improves the

pilot’s situation awareness, and that is compatible with the pilot’s control and monitoring

tasks. A strong candidate to satisfy these demands in the current and future air navigation

systems is the Tunnel-in-the-Sky display, a perspective flight-path display that shows the

trajectory to be flown in a synthetic three-dimensional world. The usefulness of the tunnel

display in the pilot manual control task of guiding the aircraft along a prescribed trajectory

has been the subject of this thesis. In an attempt to complement the mainstream of tunnel-

in-the-sky display research, which is generally confined to empirical comparisons of the

new, perspective, tunnel display with the conventional, planar, formats, a theoretical study

of the tunnel display is conducted from the perspective of cybernetics.

In Chapter 1 the cybernetic approach is introduced as an integrated, four-stage, multi-

disciplinary methodology to study the fundamental properties of pilot/display interaction,

centered around a theoretical analysis of information, in particular the information used

for control. The first stage of the approach consists of an analysis of the pilot’s tasks and

the information needs to fulfil these tasks. The second stage investigates the optical cues

that, theoretically, are available to the pilot and that, practically, can be used by the pilot

for purposes of control. The third stage consists of empirical studies into the effectiveness

of the optical cues concerning pilot perception and control. The fourth stage attempts to

describe the measured pilot behaviour with mathematical models. In the following, the

main conclusions from the theoretical analysis and the empirical studies are summarized,
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followed by some general conclusions regarding the methodology adopted in this thesis.

11.1.1 Theory

The task analysis is described in Chapter 2. With a tunnel display, the tasks of guiding

an aircraft along a trajectory and controlling an automobile along a road have striking re-

semblances, and hence, one of the first hypotheses has been that pilot behaviour is similar

to that of an automobile driver. The task of following a trajectory which is presented in

a three-dimensional format, allowing a preview ahead, is dual. First, the operator must

keep the vehicle aligned with the trajectory in the presence of disturbances, that act as

the stochastic inputs to the pilot/vehicle control system. Second, the operator must an-

ticipate oncoming changes in the trajectory, which is the deterministic forcing function

for the control system. The boundary control task (i.e. staying within the constraints

of the tunnel or road) yields a continuum between the control strategy of continuously

compensating for all vehicle deviations from the trajectory and that of neglecting these

errors as long as the spatial or temporal constraints remain satisfied. A second hypothesis

has been that the most important pilot control task is that of flying the aircraft along

the prescribed trajectory as accurately as possible. It was shown that the reference tra-

jectories could be synthesized by a concatenation of straight and circular segments. In the

pilot task of following these trajectories, four sub-tasks were distinguished: (i) following

a straight segment; (ii) anticipating and intercepting the circular segment; (iii) following

the circular segment, and (iv) anticipating and intercepting a straight segment. The first

and third sub-tasks correspond with the two main aircraft stationary flight conditions of

recti-linear and curvi-linear motion, respectively. Maintaining a stationary flight condition

in the presence of disturbances is referred to as a regulation task. Controlling a transition

manoeuvre between these two reference conditions is referred to as an anticipation task.

In conducting the aircraft control and guidance tasks a pilot needs information about the

aircraft’s motion state – in terms of its attitude, flight-path and position relative to the

trajectory – and about the trajectory to be followed. A study of the control-related infor-

mation conveyed by the tunnel display is the subject of Chapter 3. The pilot perception

of the transforming three-dimensional tunnel geometry has been analyzed from the per-

spectives of information transfer and information processing. The principal hypothesis

in the study, rooted in Gibson’s ecological approach to visual perception (Gibson, 1986),

was that the main stimulus of the pilot when guiding the aircraft through a restricted en-

vironment such as depicted by the tunnel display is that of an approach to a surface. In

accordance with the task analysis the information presented by the display was analyzed

for the two stationary flight conditions of recti-linear and curvi-linear motion. In both the

conditions the aircraft attitude and position relative to the trajectory can be perceived

through the cues of linear perspective, cues that emerge in a static tunnel image. The air-

craft flight-path, velocity, and temporal status relative to the trajectory can be perceived

through the cues of motion perspective, cues that emerge in the dynamic tunnel image.
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The tunnel display conveys a substantial number of potentially useful optical cues. The

information analysis addressed the effects of the tunnel geometrical design variables on

the relative usefulness of these cues. In the task of following a straight trajectory, corre-

sponding with the recti-linear aircraft motion, the most salient cues are the optical splay

angles (the perspective gradient) formed by the longitudinal lines connecting the tunnel

frames, parallel to the viewing direction, and the optical density information (the com-

pression gradient) conveyed by the relative displacements of the lateral and vertical frame

lines, perpendicular to the viewing direction. The projection of the tunnel at large view-

ing distances yields the infinity point, marking the cross-point of the lateral and vertical

pseudo-horizons that serve as optical references for the optical density cues. Studying the

task of following a circular trajectory, corresponding with the curvi-linear aircraft mo-

tion, is much more complex. Although in principle the same information is available as

in straight tunnels, the optical splay and density cues are only useful at small viewing

distances. Furthermore, because the projection of the curved trajectory on the viewplane

does not yield the infinity point nor the pseudo-horizons and even results in presentation

biases, the task of following curved trajectories was hypothesized to be markedly more

difficult than that of following straight trajectories. Finally, one of the main general find-

ings was that, since the display does not present any information other than the tunnel

wireframe, it was considered to be questionable whether the cues of the global optic flow

field (such as the focus of optic outflow) can be used by pilots to control the aircraft motion

through the tunnel. Hence, it has been hypothesized that it are essentially the local cues

conveyed by the dynamic transformation of the tunnel geometry that are used.

To assess the hypotheses originating from the control and information analysis, a number

of empirical studies was conducted. A methodology of experimenting was developed, dis-

cussed in Chapter 4, that had two objectives. First, the experiments were designed to be

interactive in the sense that pilots had to continuously control the aircraft motion through

the tunnel using the same perception and action mechanisms as they would apply in real

flight. Second, they were designed to allow an evaluation of pilot/display interaction not

only in terms of performance, but also in a control-theoretical sense. This is not a trivial

problem. If it is hypothesized that, when properly instructed, pilots attempt to optimize

the aircraft path-following performance, a mathematical description can be obtained of

pilot control behaviour. In the past several pilot models have been developed, most no-

tably the Crossover Model (COM) (McRuer & Jex, 1967) and the Optimal Control Model

(OCM) (Kleinman & Baron, 1971), and these models were both applied to describe pilot

behaviour in the regulation tasks. It is shown that the pilot model identification methods

put strict demands on the definition and the design of the experiment. The pilot’s use of

only a subset of the array of optical cues can be identified at the same time. The pilot

loop closures of the main aircraft motion states, however, can be determined, yielding

a minimal representation of pilot control behaviour. The pilot models are not the main

result of the investigation. Rather, since their application allows the adaptation of the

modelled pilot control behaviour to the experimental conditions to be analyzed, the mod-
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els can be regarded as tools for studying the validity of the experimental hypotheses in a

control-theoretical sense.

11.1.2 Experiments

Three experiments are discussed in which the effects of manipulating some of the main

tunnel display design variables are studied, such as the tunnel size, the viewing volume

and the presence of flight-path vector symbology. Another three experiments are described

that investigate the fundamental characteristics of the tunnel geometrical design in the two

pilot regulation tasks of following a trajectory that is either straight or circular, and in

the pilot anticipation task of conducting a transient curve-interception manoeuvre.

In Chapter 5 an important tunnel display design variable, the tunnel size, is examined.

Previous tunnel display investigations showed unequivocally that the tunnel size commands

the level of path-following accuracy to be adopted by the pilot (Wilckens, 1973; Grunwald

et al., 1981). The information analysis showed that the tunnel size affects the presentation

of the aircraft position error relative to the trajectory. It scales the magnitude with which

this variable is conveyed by the optical density cues and in particular the optical splay

angles. Hence, it was hypothesized that, first, by reducing the size of the tunnel the pilots

can better perceive the aircraft position error, allowing them to increase the bandwidth

of their position error feedback. Making the tunnel too small, however, could result in a

reduction of the stability of this feedback, a second hypothesis. The experimental data

supported the results from earlier tunnel display research. Reducing the tunnel size yields

an improved path-following performance, but it also leads to higher levels of pilot control

activity and workload. The validity of the two hypotheses stated above must be addressed

with a model-based approach, and in this respect the current analysis extends the find-

ings from the previous investigations. The modelling data indicated that decreasing the

tunnel size indeed yields a larger position error feedback bandwidth, requiring a consid-

erable increase in the bandwidths of the other pilot feedback loops as well. Whereas the

stability of these loops remains fairly constant, the stability of the position error feedback

deteriorates for smaller tunnels. Thus, the two main hypotheses could be confirmed. It

was concluded that a tunnel size that is too small yields an ill-damped control situation

that should be prevented from the perspectives of performance, closed loop stability, and

especially a safety point of view. A general recommendation was that in critical tasks

such as landing an aircraft considerable robustness margins should be incorporated. The

model-based analysis allows guidelines concerning the tunnel size design variable to be

specified from a human-centered perspective. Two principles must be kept in mind: (i)

the tunnel size should allow a consistent level of performance, and (ii) the tunnel size

should lead to a control situation with a sufficient level of stability.

An important virtue of the tunnel display is that it provides preview information. Al-

though it is often hypothesized that, in vehicle control tasks, humans focus their attention

on some part of the trajectory ahead, a literature survey suggested that the entire pre-



11.1 Conclusions 303

view of the trajectory is used. A pilot can be forced to put attention on a limited part

of the trajectory by limiting the display viewing volume to a particular viewing distance

(Grunwald & Merhav, 1976). This has been the approach followed in Chapter 6. The

information analysis showed that, when considering the motion of a restricted part of the

tunnel on the viewplane, the dynamics of the equivalent system (that is, the combina-

tion of the aircraft dynamics and the dynamics of the display) to be controlled by the

pilot change as a function of two variables, the viewing distance and the aircraft velocity.

The varying dynamics force pilots to adapt their control behaviour as a function of these

two variables. The experimental results confirm the hypotheses that, first, pilots prefer

a particular viewing distance over others, dependent on the aircraft velocity, and second,

that the preferred viewing distance increases for larger aircraft velocities. Hence, limiting

the tunnel display viewing volume could have significant consequences for pilot behaviour.

It is shown that increasing the minimum viewing distance, presenting the tunnel from a

distance ahead, deteriorates the pilot perception of the dynamic and temporal cues, an

effect that is attenuated for higher aircraft velocities. Surprisingly, in the restricted view-

ing case for small viewing distances the path-following performance was superior to that

found in the full preview case, discussed in Chapter 5. Decreasing the maximum viewing

distance, presenting the tunnel up to a distance ahead, also leads to higher pilot workload

and deteriorates system stability. This effect can be mitigated by explicitly presenting

the direction of the aircraft motion with respect to the trajectory. An alternative for

presenting the complete trajectory ahead could therefore be the combination of showing

the tunnel from small to intermediate viewing distances and a flight-path vector symbol.

The relative usefulness of the various optical cues conveyed by the tunnel display is a

difficult issue to be determined experimentally, especially because most of these cues are

presented simultaneously. In Chapter 7 it is described how the functionality of a se-

lected set of cues can be studied by investigating these cues one at a time. The relative

usefulness of the main information sources depicting the aircraft position error, optical

splay and optical density, is investigated in the pilot regulation task of following a straight

trajectory. The information analysis indicated that, in this respect, two issues required

special attention. First, whereas the optical splay angles convey the aircraft lateral and

vertical position errors in a coupled fashion, they are shown in an uncoupled fashion with

the optical density. Hence, the first hypothesis is that, when both the position error vari-

ables must be controlled simultaneously, the optical density information yields the best

performance. Second, the aircraft traversal motion causes the tunnel frames moving to-

wards the pilot, and a change in the optical density due to a lateral or vertical position

error must be perceived on top of the expanding frames. The optical splay angles do not

convey any information regarding the forward motion. Hence, a second hypothesis is that,

when the aircraft moves forward through the tunnel, the optical splay angle information

yields the best performance. To assess the findings of the analysis experimentally, three

tunnel display designs were examined: a splay-only display, a density-only display and a

combination of the two, the baseline tunnel. Two independent measures were added in
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the experimental design, the channel measure depicting either the single (roll or pitch)

or the dual (roll and pitch) axis aircraft control task, and the motion measure, depicting

either the hovering or the traversing aircraft motion. The experimental design introduced

an essentially different presentation of the flight-path. Whereas in the roll channel the

lateral direction of motion could be perceived directly via the position of the infinity point

on the display, in the pitch channel the vertical direction of motion could be estimated

only indirectly using the cues of motion perspective. The experimental data supported the

hypotheses well. Performance with the splay-only display was unaffected by the traversing

motion, but decreased when more than one channel had to be controlled simultaneously.

Performance with the density-only display decreased when the aircraft traversing motion

was active, whereas the effects of the control task dimension are smaller than for the

splay-only display. Evidence for a cue dominance hierarchy could not be found when the

splay and density cues were presented simultaneously. The data indicated that when the

aircraft flight-path information is not directly coded in the display, the splay-only display

yields the best performance. The principal virtue of the splay angle information relative

to the density information was concluded to be the fact that the splay angle is a property

of the whole line, it has a constant gain independent of where the pilot is looking at.

In Chapter 8 the optical information conveyed by the tunnel display, most importantly

the optical splay and the optical density information, is investigated in the pilot regula-

tion task of controlling the aircraft along a circular trajectory. The analysis of Chapter

3 indicated that although, generally, the properties of the optical gradients remain the

same, there are some important differences due to the presentation of a curved rather

than a straight trajectory. The projection of curved tunnel sections on the display yields

no infinity point, and the aircraft direction of motion must be perceived from the cues

of motion perspective conveyed by the transforming tunnel image, especially at smaller

viewing distances. Furthermore, since the projection of curved tunnels does not convey

the pseudo-horizons, which act as the optical reference for the optical density cues, it

is hypothesized that especially the optical splay angles are important for the perception

and control of the aircraft flight-path relative to the trajectory. Furthermore, due to the

trajectory curvature the aircraft position and heading relative to the trajectory is not

accurately presented by the display. Because these so-called presentation biases are large

in particular for the optical splay angles, a second hypothesis is that the optical density

information is important for the perception and control of the aircraft position relative to

the trajectory. As far as the optical density information is concerned, another issue was

the regularity in the positioning of the tunnel frames that convey this information. It was

hypothesized that, third, placing these frames at irregular distances results in a decreasing

path-following performance, and fourth, that this performance decrease is especially large

when no information other than the density cues is available. It is clear from the state-

ments above, i.e. the ones that lead to the hypotheses, that the quality of the information

in curved tunnel sections is much worse as compared to the information in straight tunnel

sections. Hence, a fifth hypothesis has been that the task of controlling the aircraft along
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circular trajectories is markedly more difficult than that of following straight trajectories.

An experiment has been described that assessed the validity of the hypotheses. The same

tunnel displays were applied as in the previous experiment, i.e. a splay-only display, a

density-only display and the baseline tunnel display. For the displays presenting the tun-

nel frames (all displays except the splay-only display), an additional experimental measure

was the positioning of these frames at regular or irregular distances. A final experimen-

tal variable, originating from previous tunnel display investigations (Grunwald, 1996a,

1996b), was the rotation of the tunnel geometry as a whole with the reference aircraft roll

angle needed to fly the curve. Concerning this latter variable, the information analysis

revealed no significant differences in the optical information conveyed by the display when

the tunnel was rotated or not. Hence, it was hypothesized that rotating the tunnel does

not help pilots much in improving their path-following performance. The experimental

data and the model-based analysis confirmed all the hypotheses originating from the pre-

experimental cue analysis.

An important advantage of electronic displays is that they can be augmented with synthetic

symbology designed in particular to help pilots in conducting their tasks. In Chapter 9

the usefulness of the flight-path vector, a symbol that explicitly shows the aircraft direc-

tion of motion to the pilot, has been investigated. In order to assess this usefulness the

effects were investigated of perturbing the lateral component of the aircraft velocity vec-

tor, i.e. the aircraft flight-path angle. Without this side-slip disturbance the direction of

the aircraft motion can be directly perceived through the position of the infinity point

on the display (at least, for straight tunnels) and a flight-path vector symbol would be

of only limited use in this situation. With the side-slip disturbance, however, the infinity

point can not be used to perceive the flight-path angle and the flight-path vector symbol

can be extremely useful. In this case it is hypothesized that the presentation of the FPV

allows a direct perception of the aircraft direction of motion. Without the FPV, it was

hypothesized that subjects would use the cues of motion perspective – the splay angle

rates and the compression rates – to estimate their flight-path, considerably limiting the

path-following performance. Previous investigations showed that the potential benefit of

the various display augmentation forms depends on the dynamics of the vehicle to be

controlled and on the characteristics of the disturbances acting on the vehicle (Grunwald

& Merhav, 1978). These effects on the use of the flight-path vector were investigated ex-

perimentally through the combination of three turbulence scale lengths and three aircraft

velocities, which yielded nine different turbulence bandwidths. It was hypothesized that

the higher bandwidths of the flight-path disturbance considerably limits the usefulness of

presenting the FPV. The experimental data showed that the common pilot control strat-

egy with a perspective tunnel display, a feedback of the aircraft attitude, flight-path and

position, does not change when the FPV is presented. An interesting finding was that in

determining the pilot model structure, two models had to be applied in order to describe

the observed pilot behaviour. Without the FPV, the pilots are found to be unable to

perceive the aircraft direction of motion relative to the tunnel trajectory well enough to
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use this information for purposes of control. Rather, they revert to the best alternative

for the flight-path that could be perceived directly from the display, namely through the

position of the infinity point, i.e. the heading angle error. This result was not expected

beforehand. It suggests as if pilots are not able to use the cues of motion perspective in

the task at hand, at least not as well as one would expect from such an ecological display

as the tunnel display. It was recommended that a series of experiments were necessary to

further investigate the effects of the characteristics of the flight-path disturbance on this

– potentially far-reaching – finding. When the FPV symbol is available, pilots optimize

their control behaviour by adopting a direct feedback of the flight-path angle error. This

significantly improves the path-following performance and leads to considerably lower pi-

lot effort ratings. Furthermore, the data confirmed the hypothesis that a pilot’s use of the

flight-path vector is harmed when the bandwidth of the turbulence increases, resulting

in a significant deterioration of path-following performance. The model-based analysis

indicated further that, when turbulence bandwidth increases, pilots shift attention from

the middle loop feedback of flight-path to the outer loop feedback of position error. It was

concluded that in the high-bandwidth conditions the rapid and unpredictable motions of

the FPV symbol on the display hampered its use for purposes of control. The data even

suggest that, in these conditions, pilots could have performed better without the FPV.

The aircraft transition manoeuvre between a straight and a curved section of the trajec-

tory is investigated in Chapter 10. Intercepting a curve is the only anticipation task

addressed in this thesis. Other cognitive, perceptual and control-theoretical concepts had

to be examined, centered around the issue of the pilot timing of the manoeuvre. The curve

interception manoeuvre is determined in the first place by the aircraft manoeuverability

constraints. Within these constraints, pilots have considerable freedom in initiating the

curve transition. In a simulation study the manoeuverability constraints were derived,

yielding concepts that were useful later when examining the observed pilot behaviour.

Based on a literature survey and an analysis of especially the temporal properties of the

tunnel display, two hypotheses were stated concerning the timing of the manoeuvre. First,

pilots could use time-to-contact (TTC) information from the expanding tunnel frames, a

time-based approach. Second, pilots could focus on the motion of an emergent feature

of the tunnel outline, the tangent point, a distance-based approach. The experiment var-

ied the tunnel geometrical designs, the tunnel size, the aircraft dynamic models and the

aircraft velocity. The experimental data proved that the timing of the curve interception

manoeuvre is determined to a considerable extent by the tunnel geometry. When the

tunnel frames are presented, pilots adopt the strategy based on the time resting before

the beginning of the curve. The data provided strong evidence for such a TTC strategy,

essentially because pilot timing was consistent and remained unaffected by the aircraft

velocity. Since the TTC information conveyed by the expanding tunnel frames is inde-

pendent of the geometric properties of the tunnel (size), as well as those of the curve

(radius), the TTC-strategy is context-independent and therefore a robust strategy to time

the initiation of the manoeuvre. In contrast, when no tunnel frames are presented, pilots
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adopt the strategy based on the distance resting before the beginning of the curve. The

motion of the tunnel outline tangent point on the viewplane serves as the principal optical

event used to trigger the curve transition manoeuvre. The data provide evidence for the

use of the distance-strategy, especially because the trends in the data correspond well with

the characteristics of the tangent point. Since this timing strategy does depend on the

geometry of the tunnel as well as the properties of the curve it is a vulnerable strategy,

not robust, leading to considerable variation in pilot timing behaviour.

11.1.3 Methodology

Generally, it can be concluded that the cybernetic approach has been quite successful in

pin-pointing the important characteristics of pilot/display interaction. For all experiments

in this thesis, the experimental findings provided an abundance of affirmative evidence for

the majority of the pre-experimental hypotheses. The methodology adopted here provides

a structured approach to both a theoretical as well as an experimental assessment of

the effects of varying the tunnel display design variables on pilot performance, control

behaviour and mental workload. It allows possible artifacts to be identified in the pre-

experimental stage of investigation. A number of general conclusions is stated below,

focusing in particular on the experimental issues of including a model-based analysis in

the experimental investigations.

• The development of a general, predictive model of pilot control behaviour with a

tunnel display has shown to be a respectable, but unfortunately a too ambitious goal. The

first reason for this setback is that the various sources of optical information conveyed by

the tunnel display are entangled and can not be isolated into a set of parallel cues without

severely altering the display geometry. There will always be some redundancy in the optical

information, and any display design that is worthwhile to investigate experimentally will

in general convey a specific motion referent in more than one fashion. Another additional

reason is a matter of identification. In the aircraft control situation that was the subject

of the study, the pilot model identification methods only allow two or at most three pilot

feedback loops to be identified experimentally at a time. It is shown that only the integral

pilot response to the various optical cues conveying a particular aircraft motion referent

can be determined. So, in order to investigate the presence of cue dominance hierarchies,

i.e. the relative usefulness of the optical cues, these cues must still be isolated from others

through a clever design of the display. Although the optical redundancy is a problem

common of basically any approach, the results in this thesis show that in this respect

the additional value of a model-based analysis is small. It does certainly not lead to a

significant breakthrough in solving this problem.

• The limited pilot model identification methods led to the approach of applying a

relatively simple pilot model structure with a limited number of parameters that can

be identified. Then, the changes in the pilot model parameters as a function of the

independent measures of the experiment have been investigated. The experiments have

proved that this approach can provide some useful insights into the manner in which
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the modelled pilot behaviour is adapted to the experimental conditions. The pilot models

allow considerable insight into how pilots could have adapted their behaviour, the question

why this adaptation happens in the way it appears to be done, however, must still be

inferred from the data. Although the models provide much additional quantitative data,

the inference procedure itself, to be done by the experimenter, remains a difficult task.

• In most of the previous studies with (spatial) displays, the pilot’s control task has been

simplified to a single axis tracking task. The multi-loop character of the model-based anal-

ysis applied here allows the multi-loop pilot control behaviour to be investigated. When

more than one pilot feedback loop is closed simultaneously the number of possibilities of

adapting the control behaviour increases considerably. It is shown that this introduces

considerable difficulties in interpreting the model-based results. Generally, the adaptation

in the outer loop feedbacks was found to be consistent among the subjects. The adapta-

tion of the inner loop feedbacks showed much more variation among subjects, which makes

it difficult to relate the pilots’ adaptation to the experimental conditions. This variation

can be attributed to two causes. First, in the tasks considered the pilots were instructed

to optimize especially their outer loop (aircraft path-following) performance. Second, the

inner loops serve the outer loops and there exist many ways of doing this. In most cases,

the model parameters just allowed the bandwidths and stability margins of the main pilot

feedbacks to be determined.

• The model-based approach has been shown to be able to complement the common

performance and workload-oriented analysis of human behaviour. Because the proposed

pilot models are a direct result of the functional analysis of the optical cues, a successful

application of the identification methods used in the model validation procedure provides

direct, quantitative evidence for a particular property of an optical cue. The frequency

domain identification methods sometimes explicitly show the validity of a pilot model for

a particular control situation. One of the best examples is the pilot’s use of the flight-

path vector symbol, investigated in Chapter 9. Here, the model-based analysis provided

clear evidence for the above mentioned fact that without the explicit presentation of the

aircraft’s direction of motion, pilots are unable to derive this information from the cues

of motion perspective or, at least, they are unable to use this information for purposes of

control. Without the model-based analysis it would have been impossible to draw such a

conclusion, a conclusion that has theoretical interest.

• The multi-loop pilot models (the MLMs) successfully describes the observed pilot

control behaviour and performance with a limited number (six to eight) of parameters.

They can not be used, however, to predict pilot performance and control behaviour in

situations other than those in which these models were validated experimentally. This

considerably limits the value of these models.

• The application of the Optimal Control Model (OCM) has not been successful. Ev-

idence is found for the problems of over-parameterization of the OCM. In two rather

elementary experiments the model parameters could not be identified, even with the elab-

orate model validation methods adopted here and, in particular, even with the considerable
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amount of experimental data, both in the frequency domain and the time domain, avail-

able for purposes of model validation. Tentatively, it can be concluded that the intellectual

attractiveness of the OCM, with its appealing regulator and observer structure, has often

‘dazzled’ its users. A thorough re-examination of its usability, applicability, and especially

its identifiability, especially in multi-loop control tasks is definitely recommended.

11.2 Recommendations

• A general recommendation would be to conduct the experiments in a more realistic

environment. In particular the use of a moving-base flight simulator, providing motion cues

to the pilots, is recommended. The motion stimuli are important for the aircraft attitude

control, the inner loop, and the lack of these motion cues could have caused the variation

in the experimentally observed pilot control behaviour in the inner loop. On the one

hand, it can be hypothesized that the addition of motion cues will not significantly change

the outcomes of the experiments in terms of pilot performance and control behaviour in

the outer loops. The addition of motion will help pilots mainly in improving their inner

loop aircraft attitude control. On the other hand, as has been shown by van der Vaart

(1992) and Hosman (1996), one should definitely incorporate the human vestibular system

feedback characteristics in modelling the inner loop aircraft attitude feedback of pilots.

• The results in this thesis showed that the effectiveness of a particular tunnel display

design depends significantly on the definition of the other task variables. Hence, in in-

vestigating the properties of interaction of human subjects with (spatial) displays, factors

other than the display geometrical design must be well-considered. An analysis of espe-

cially the influences of the dynamics of the system to be controlled and the characteristics

of the disturbances acting on the closed loop system must be incorporated in the pre-

experimental investigation. For instance, when considering the effects of the velocity of

the aircraft motion through the virtual environment, attention is often focused completely

on the relation between the velocity and the (global) optical flow field. One should realize,

however, that also the aircraft dynamic properties, i.e. its control characteristics, change

when the aircraft velocity is manipulated, possibly affecting the usefulness of certain op-

tical sources of information considerably. This is an important avenue of further research

where the insights from the (control) engineering sciences can complement those obtained

in psychology.

• The tunnel display can be characterized as a task-oriented display because it allows

the pilot to control the aircraft through the tunnel directly using the transformation of the

tunnel image. Even without an advanced tunnel display, however, tremendous benefits can

be achieved (in terms of pilot performance and mental workload) through the development

of advanced flight control system algorithms (Hynes et al., 1989). Augmenting the aircraft

with a flight-path oriented flight control system would allow pilots to directly control the

aircraft direction of motion relative to the trajectory. This is characterized as a task-

oriented control. It takes little imagination to hypothesize that the combination of the



310 Conclusions and recommendations

task-oriented tunnel display, that intuitively shows the pilots where they are and where

they are going, and a task-oriented automatic flight control system, which allows pilots

to directly control the direction of their locomotion, is an extremely powerful concept.

This concept is being pursued in an ongoing research project at Delft Aerospace, called

DREAM (Delft Research into Enhanced Aircraft Manoeuvering concepts). The aim of

this project is to make the pilot manual control of an aircraft along the complex, curved

trajectories of the future air navigation system as safe and easy as that of an automobile

driver.



Appendix A

Experimental apparatus

The experiments described in this thesis were conducted in the Human-Machine Labora-

tory (HML) of the Faculty of Aerospace Engineering. The laboratory has been designed

and implemented by the author of this thesis in the summer of 1995 and consists mainly

of hardware that belonged to the former moving base flight simulator of Delft Aerospace.

It has been developed to provide a flexible, real-time, distributed simulation environment

for fundamental research into human-machine interaction.

The lab consists of analog and digital hardware that together provide the real-time simu-

lation environment. The laboratory and its components will be described on three levels,

starting with a general description in §A.1. The functionality of the components is dis-

cussed in detail in §A.2 with the intention to examine possible time delays in the simulation

process. The various components’ technical specification is summarized in §A.3.

A.1 General description of the laboratory

The physical layout of the laboratory and its components is shown in Fig. A.1. This figure

also shows the elementary flow of information in the simulation process pictorially.

Laboratory layout The Human-Machine Laboratory consists of an experiment cabin

and a simulation control area. Subjects are seated in an adjustable pilot chair in the noise-

free and darkened experiment cabin (ground area 6 [m2]). The tunnel display formats are

presented by means of a 17 inch colour monitor in front of the subject. A two-axis electro-

hydraulic servo-controlled side-stick is the control manipulator. Because the cabin is fixed

to the floor, no motion cues can be simulated. Fig. A.2 shows an artist impression of the

situation viewed from just behind the subject’s head, facing the display.

The experimenter stays outside of the cabin in the so-called simulation control area. Two

computers – the HOST computer and the EFIS computer – are placed here that are

especially programmed to provide a flexible real-time research environment. The HOST

computer controls the main simulation process. The primary task of this computer is
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Figure A.1: Lay-out of the laboratory and a pictorial representation of the elementary informa-

tion flow in the simulation environment.

the real-time simulation of the side-stick model, the aircraft model and the atmospheric

disturbance models1. The secondary task of the HOST computer is the recording of all

experimental data. Via a digital connection an array of variables is sent to the EFIS

computer. The only task of the EFIS computer is to drive the tunnel-in-the-sky display.

Information flow in the simulation environment The elementary flow of information

in the simulation environment can be described in general terms at the hand of Fig. A.1.

The pilot is acting in a closed loop. The information presented by the display is the

pilot’s primary input. The pilot controls the aircraft by means of the side-stick. For

this purpose, the force that the pilot applies on the stick is measured and sent to the

HOST computer. The force is A/D-converted and used for the stick simulation model

that computes the updated stick position. The new position then acts as input signal for

the aircraft dynamic model, resulting in an update of the aircraft state.

Now, two things happen. First, the updated stick position is D/A-converted and sent to

the side-stick servo. The stick servo puts the stick into the commanded position. Second,

1These models are described in Chapter 4 and Appendix C.
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Figure A.2: Artist impression of the experiment cabin of the Human-Machine Laboratory. In

this figure, g1 indicates the tunnel display, g2 the stick, g3 the chair and g4 the

subject.

the updated aircraft state is sent via a digital connection to the EFIS computer. The

EFIS computer uses this information to update the tunnel display.

In the following section, the simulation process will be discussed in more detail.

A.2 The real-time simulation process and the simula-

tion time delays

A.2.1 Introduction

The simulation environment consists of a number of components introduced in the former

section. The majority of these components is operating in a digital, discrete, manner.

Generally speaking, the subject is one of the few continuous elements in the closed-loop

human-machine system. Clearly, the simulation can be made pseudo-continuous by setting

the simulation frequency at a very high level. However, a number of elements in the loop,

in our case especially the display, makes this impossible. Because of this fact, time delays

could emerge in the control loop that could have an effect on a subject’s control behaviour.
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Figure A.3: Functional analysis of the experimental setup for a single-axis multi-loop tracking

task. In this figure, x depicts the aircraft state, y the displayed variables, s the

position of the side-stick and f the force exerted on the stick. The sample-times

Tssim
, TsEF IS

and Tsdata
are reciprocal to the general simulation frequency fsim,

the display update-rate fEFIS and the data recording frequency fdata, respectively.

The subscript k depicts a discrete-time variable, the (t) indicates a continuous-time

variable.

Below, the presence of time delays in the simulation environment of the Human-Machine

Laboratory will be investigated. For this purpose the real-time simulation process will be

discussed in somewhat more detail.

A.2.2 Description of the real-time simulation process

In Figure A.3 the main elements of the real-time simulation process are illustrated for a

single-axis control task. Naturally, the human controller is put central. The input signals

of the subject are the displayed variables y(t), visual channel, and the position s(t) of the

side-stick, the proprioceptive channel. The output signal of the subject is the force f(t)

exerted on the side-stick.
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The measured force on the side-stick is sent to the HOST computer. The HOST controls

the real-time simulation process, running at the simulation frequency fsim that is fixed for

all experiments at 2000 [Hz]. The stick force is discretized, fk, and used in the side-stick

simulation model to compute a new position of the stick, sk. The updated position of the

stick and the outputs from the atmospheric disturbance models (not shown) serve as the

input signals of the aircraft simulation model, resulting in an update of the aircraft state

vector, xk.

All variables of interest are now computed in the HOST computer and are sent to the other

components. First, the updated position of the side-stick, sk, is converted to an analog

signal and sent to the stick servo-controller, which puts the stick into the commanded

position. Second, the updated aircraft state, xk, will be send to the EFIS computer

via a digital connection. The latter transfer, however, cannot be done at the simulation

frequency fsim, simply because it is not possible to update the tunnel display at such

a high frequency. The display simulation frequency, fEFIS , is limited by (i) the display

refresh-rate determined by display hardware, here 60 [Hz], and (ii) the display update-rate,

determined by the display software and the computing power of the graphics processing

card. With the hardware and software applied in this thesis, discussed in §A.3, a simplified

tunnel display generally has a maximum update-rate of 20 [Hz]. Such a display update-rate

means that only 1 of every 100 samples can be shown to the subject. Hence, a decimation

of the simulation frequency fsim is necessary. The digital information transfer from the

HOST to the EFIS computer is therefore conducted with a frequency equal to the display

update-rate, i.e. fEFIS .

All experimental data are recorded in the HOST computer with frequency fdata, fixed for

all experiments at 50 [Hz]. Hence, here also a decimation of the simulation frequency from

2000 [Hz] to 50 [Hz] is necessary. The detrimental effects of this decimation are countered

by using a Finite Impulse Response (FIR) filter, described in (Aström & Wittenmark,

1984). Due to the use of a FIR filter the recorded variables are an undistorted copy of the

variables in the simulation process.

Conclusion In the simulation environment, three processes are running simultaneously

at three different frequencies:

A The kernel of the simulation: The main program running on the HOST computer

that controls the simulation of the side-stick model, the aircraft model and the

atmospheric disturbance models:

simulation frequency : fsim = 2000.0 [Hz];

sample time : Tssim
= 0.0050 [s].

(A.1)

B The periphery of the simulation:

(i) The data recording process (HOST computer):

data recording frequency : fdata = 50.0 [Hz];

data sample time : Tsdata
= 0.020 [s].

(A.2)
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(ii) The simulation of the display (EFIS computer):

display updaterate : fEFIS ;

display updatetime : TsEF IS
.

(A.3)

Both the processes in the periphery are synchronized with the kernel simulation process.

A.2.3 Origin of the simulation time delays

The frequency of the kernel simulation process is very high, Eq. A.1, resulting in only

a negligible time delay. Furthermore, as was mentioned above, the use of a FIR-filter

suppresses the detrimental effects of the decimation necessary for the recording of all

experimental data, Eq. A.2. This leaves us with the simulation of the tunnel display.

The delay in the closed loop due to the simulation of the display can be approximated by:

τEFIS ≈ 3

2

1

fEFIS
=

3

2
TsEF IS

(in [s]), (A.4)

with the constant of 3
2 caused by summing two effects:

(i) A delay TsEF IS
equal to the update-time of the display.

(ii) A delay due to what can be regarded as the D/A-conversion of the presented data.

This requires some further explanation. With a display refresh-rate of 60 [Hz] and a

display update-rate of 20 [Hz], every image is shown 3 times to a subject. In other

words: the display monitor acts as some sort of a Zero Order Hold (ZOH) circuit in

the closed loop. When it is assumed that a subject watches the display continuously,

the perceived image will on the average be 1
2 times the display update-time TsEF IS

‘old’.

Hence, a relatively high display update-rate of 20 [Hz] already leads to a time delay in the

closed loop of 75 [ms]. It is clear that a delay of this magnitude can not be neglected.

In conclusion, the time delays in the simulation process are primarily caused by the limited

update-rate of the tunnel display. All other possible time delays can be neglected, because

they are merely a fraction of the delay due to the display. Hence, the simulation time

delay τsim equals:

τsim ≈ τEFIS ≈ 3

2
TsEF IS

(in [s]). (A.5)

In the modelling and identification procedure the effects of the simulation time delay

should be taken into account, which is discussed in detail in Appendix F.

A.3 Technical specification of the components

The technical specifications of the components are summarized in Table A.1.
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Table A.1: Technical specification of the laboratory components.

computers

HOST computer

type PC 486 DX-2 66MHz (1995)

process timer National Instruments AT-MIO-16E-10 (1995)

DAQ-STC timer chip (20 MHz clock)

A/D-conversion National Instruments AT-MIO-16E-10 (1995)

16 channels, 12 bits

D/A-conversion National Instruments AT-MIO-16E-10 (1995)

2 channels, 12 bits

digital connection National Instruments AT-DIO-32F (1991)

(to EFIS) 32 bit parallel high-speed I/O

EFIS computer

type PC 386 40MHz (1991)

digital connection National Instruments AT-DIO-32F (1991)

(from HOST) 32 bit parallel high-speed I/O

display hardware TIGA 34020 SDB (1991)

TMS 34020 GSP, 1Mb VRAM, 1Mb DRAM

display software DELPHINS

display monitor

type NEC Multisync 5FGe colour monitor (1995)

diagonal 17 inch

aspect ratio 4 : 3

screen size 1024 × 768 [pixels] (0.345 × 0.259 [m])

refresh rate 55-60 [Hz]

A.3.1 Computers

HOST computer The real-time simulation process is controlled by the HOST com-

puter, a common 486 PC. For this purpose, two special hardware cards are installed.

A National Instruments AT-MIO-16E-10 card controls the timing of the simulation pro-

cess and the A/Dand D/A-conversion of the analog side-stick signals. The AT-MIO card

is programmed to a multiple scanning mode, in which the signals of the four channels of

interest (force on the stick and position of the stick, both in pitch and roll direction) are

A/D-converted (sample time interval set at 10 [µs], the board minimum). The scan time

interval is set at 500 [µs], resulting in a fixed simulation frequency of 2000 [Hz].

A National Instruments AT-DIO-32-F high-speed digital I/O board provides a digital con-

nection with the EFIS computer, in which a similar card is installed. The two AT-DIO

boards are programmed so that the HOST computer sends the variables of interest at a

fixed frequency. The EFIS computer waits until this information becomes available and

acknowledges the receipt of the data via a digital handshaking protocol. As mentioned

above, the frequency of this information transfer is determined by the update-rate of the
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display. In all cases the maximum transfer rate was chosen that did not interfere with the

main simulation process.

EFIS computer The task of the EFIS computer, a common 386 PC, is to control the

display in the experiment cabin. It contains two special cards. The purpose of one of these

cards, i.e. the AT-DIO board, has already been discussed above.

The second card that is installed is a Texas Instruments Graphics Architecture (TIGA)

TMS 34020 graphical processing card. This card generates the images of the tunnel

display. The display software accompanying the card has been developed at the Faculty

of Electrical Engineering of the Delft University of Technology, in the context of the

DELPHINS project (Theunissen, 1993a).

A.3.2 Side-stick

The manipulator used in the experiments is an electro-hydraulic servo-controlled side-

stick. The stick has two axes: a roll axis (positive left) and a pitch axis (positive forward).

Both axes can be controlled independently.

The stick’s roll and pitch axes are driven by a rotating and a linear hydraulic motor

respectively, that are both configured as position servos. As has been discussed above,

two electric signals from the HOST computer command the position of the stick. Because

the stiffness of the hydraulic servo is very large, the forces the subject applies on the stick

have only a negligible effect on the position of the stick. The strain gauges in the handle

of the stick measure these (sideways and longitudinal) forces and send these signals to

the HOST computer. The HOST computes the new stick position based on the measured

force and the stick simulation model.

The de-coupling of the position of the stick and the force (or moment) exerted on the stick

is a unique property of the hydraulic side-stick. It enables the experimenter to simulate

the properties of virtually any type of side-stick that makes it an excellent instrument for

research into manual control behaviour. This has been demonstrated in research into the

properties of the neuromuscular system (van Paassen, 1994).

A.3.3 Display

The display monitor is a NEC Multisync 5FGe, a regular off-the-shelf colour monitor. The

average distance between the display screen and the subject’s eyes is 0.80 [m].

A.3.4 Chair

The side-stick used in the experiments is mounted on an iron frame that also supports

the subject’s chair. The chair, a real co-pilot’s chair (van Paassen, 1994), is adjustable in

height and in forward-backward direction. This allows subjects to obtain a comfortable

position with respect to the side-stick and the display.



Appendix B

Example pilot briefing and

pilot questionnaire

In each experiment described in this thesis, subjects were extensively briefed beforehand.

Several days before the start of a particular experiment, the subjects received a pilot brief-

ing by mail. Such a briefing contained information on the purpose of the experiment, the

specific task of the subject and a time schedule of the experimental trials. Before the

experiment was actually started, the main contents of the pilot briefing were repeated

verbally to a subject. An example of a pilot briefing is given in §B.1. It is a copy of the

briefing used for Experiment X4, discussed in Chapter 8.

When all experimental trials were performed, the subjects were requested to complete

a pilot questionnaire, containing a number of specific questions on the experiment. The

objective for the use of the questionnaires was to obtain subjective, qualitative, data that

could substantiate the merely quantitative experimental results. It was considered very

useful and important to obtain the opinions of the subjects, all professional pilots, in a

structural manner. An example of a pilot questionnaire is given in §B.2. It is a copy of

the questionnaire used for Experiment X4, discussed in Chapter 8.
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B.1 Example pilot briefing
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Appendix C

Aircraft kinematics and

dynamics

The kinematic and dynamic characteristics of aircraft are discussed in this appendix,

starting with a definition of reference frames and their transformations in §C.1. The

aircraft kinematics and a definition of the aircraft recti-linear and curvi-linear stationary

flight conditions are the subject of §C.2. The mathematical aircraft dynamic models are

introduced in §C.3, focusing on the properties of those models that are applied in this

thesis. The discussion will be elementary; for a thorough treatment of the topics discussed

here, the reader is referred to (Etkin, 1972) and (Brockhaus, 1994).

C.1 Reference frames and transformations

C.1.1 Frames of reference

All frames of reference applied in this thesis are orthogonal and right-handed.

The Inertial frame of reference The Inertial frame of reference F i is fixed relative

to the Earth. The OiXiYi plane is a horizontal plane with longitudinal axis Xi pointing

towards the North. The Zi axis points towards the center of the Earth. The origin of F i

can be defined arbitrarily. The World axes frame of reference Fw is identical to F i.

The Geodetical frame of reference The Geodetical frame of reference Fg is similar to

the Inertial frame of reference, except that the origin of Fg moves along with the aircraft

center of gravity. Its attitude remains coincident with F i.

The aircraft Body frame of reference The aircraft attitude relative to Fg is specified

with the Body axes reference frame Fb, the origin of which is positioned in the aircraft

center of gravity. The longitudinal axisXb is pointed forward, along the fuselage centerline,

and lies within the aircraft plane of symmetry ObXbZb, with Zb pointed downwards. The
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lateral axis Yb is perpendicular to the plane of symmetry and points to the right.

The Aerodynamic frame of reference The attitude of the aircraft velocity vector

with respect to Fb is defined by the Aerodynamic frame of reference Fa. The origin of Fa

lies in the aircraft center of gravity. The longitudinal axis Xa coincides with the aircraft

velocity vector. The lateral axis Ya is perpendicular to Xa and is pointed to the right.

The vertical axis Za is perpendicular to the OaXaYa plane and is pointed downwards.

The Flight-Path frame of reference The attitude of the aircraft velocity vector with

respect to Fg is defined by the Flight-Path frame of reference Fp. The origin of Fp is

the aircraft center of gravity. The longitudinal axis Xp coincides with the aircraft velocity

vector. The lateral axis Yp is pointed to the right and is perpendicular to the vertical

(with respect to Fg) plane OpXpZp, of which the vertical axis Zp is positive downwards.

C.1.2 Co-ordinate transformations

General The orientation of any reference frame relative to another can be given by

three angles that are the consecutive rotations about axes Z, Y and X (in that order) that

carry the frame into coincidence with the other (Etkin, 1972). E.g. for reference frames

Fx and Fy the transformation to align the latter with the former is given by:

T xy = RX(θx) ·RY (θy) ·RZ(θz), (C.1)

with:





1 0 0

0 cos θx sin θx
0 − sin θx cos θx






︸ ︷︷ ︸

RX

;






cos θy 0 − sinθy
0 1 0

sin θy 0 cos θy






︸ ︷︷ ︸

RY

;






cos θz sin θz 0

− sin θz cos θz 0

0 0 1






︸ ︷︷ ︸

RZ

.

Because these matrices are all orthogonal, Eq. C.1 describes a rigid body transformation.

The inverse of the transformation matrix equals its transpose: T yx = T xy
−1 = T xy

T .

Body and Geodetical The attitude of the aircraft Body axes Fb with respect to Fg

is determined by the three Euler angles, heading ψ, pitch θ and roll φ, Fig. C.1(a):

T bg = RX(φ) ·RY (θ) ·RZ(ψ). (C.2)

The perspective projection method (Appendix D) is partly based on this transformation.

Aerodynamic and Body The attitude of the Aerodynamic reference frame Fa (the

aircraft velocity vector) with respect to the aircraft Body axes is specified with the angle

of attack α and the angle of slip β, Fig. C.1(b):

T ba = RY (α) ·RZ(−β). (C.3)

Flight-Path and Geodetical The attitude of the Flight-Path reference frame Fp (the

aircraft velocity vector) with respect to the Geodetical frame of reference Fg is specified

with the flight-path azimuth angle χ and the angle of climb γ, Fig. C.1(c):

T pg = RY (γ) ·RZ(χ). (C.4)
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Xb
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(b) Aerodynamic in Body
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c.g.
χ

χ

γ

γ

(c) Path in Geodetical

Figure C.1: The relation between the four main frames of reference.

Aerodynamic and Geodetical The attitude of the Aerodynamic reference frame Fa

(the velocity vector) with respect to the Geodetical frame of reference Fg can also be

specified with a combination of the Euler angles and the aerodynamic angles:

T ga = T gb · T ba . (C.5)

Because this expression is rather complex, generally Eq. C.4 is preferred.

C.2 Aircraft kinematics

C.2.1 Translational kinematics

The velocity of the aircraft in Fb (V b = (ub, vb, wb)
T
) is determined by the attitude of the

velocity vector – defined by Fa – relative to Fb:

V b = T ba · V a = (V cosα cos β, V sinβ, V sinα cos β)
T
. (C.6)
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The velocity of the aircraft in Fg (V b = (ug, vg, wg)
T
) is determined by the attitude of

the velocity vector – defined by Fp – relative to Fg:

V g = T gp · V p = (V cos γ cosχ, V cos γ sinχ, −V sin γ)
T
. (C.7)

As mentioned above, the velocity of the aircraft in Fg as specified by the attitude of the

velocity in Fa relative to Fb is given by a complex relation. For small attitude angles,

however, a useful approximation has been derived in (Brockhaus, 1994):

β = (χ− ψ) cos γ cosφ+ (θ − γ) sinφ;

α = −(χ− ψ) cos γ sinφ+ (θ − γ) cosφ.
(C.8)

C.2.2 Rotational kinematics

The rotation rates of the aircraft Body axes (Ωb = (pb, qb, rb)
T
) correspond with the time

derivatives of the Euler angles (Ωg) through a transformation that is not orthogonal:

Ωb = Rbg · Ωg ,with Rbg =






1 0 − sin θ

0 cosφ cos θ sinφ

0 − sinφ cos θ cosφ




 . (C.9)

C.2.3 Aircraft recti-linear motion

In the recti-linear motion condition the aircraft travels along a straight line. It is assumed

that the aircraft rotation vector, all accelerations and the roll angle φ are zero. Further-

more, all attitude angles are small. In this flight condition, which forms the basis of the

discussion in §3.4, one obtains β = (χ− ψ), α = (θ − γ) and V b = V (1, β, α)
T
.

C.2.4 Aircraft curvi-linear motion

In the curvi-linear motion condition the aircraft travels along a circular path. The aircraft

rotation vector in Fg is given by Ωg = (0, 0, V/R)
T

with R the radius of the curve. For a

velocity V , the curve radius in a stationary horizontal turn is determined by the aircraft

roll angle according to the following expression (Etkin, 1972):

tanφ =
V 2

g0R
→ R =

V 2

g0 tanφ
, (C.10)

with g0 the gravitational acceleration (9.80665 [m/s2]). It is assumed that all accelerations

are zero and that all angles except the roll angle are small. When the circular path is

horizontal, one obtains the aerodynamic angles α and β with Eqs C.8 after substituting

γ = 0. The rotation vector in Fb becomes:

Ωb = Rbg · Ωg =
(g0
V

)

(− sin θ tanφ, cos θ sinφ tanφ, cos θ sinφ)
T
. (C.11)

This flight condition forms the basis of the discussion in §3.6.
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C.3 Aircraft dynamics

C.3.1 Linear aircraft models

Complex, non-linear aircraft models exist that are used for (flight) simulation purposes.

For any stationary flight condition these models can be linearized, yielding linear time-

invariant (LTI) descriptions of the dynamic aircraft system (Etkin, 1972; Brockhaus, 1994).

These LTI systems can be used to design and evaluate automatic flight control systems.

At the Faculty of Aerospace Engineering at the DUT an extensive program package –

DASMAT – has been developed with which these linear models can be calculated for a

large variety of flight conditions (van der Linden, 1996).

An important property of linear aircraft models is that the description of aircraft dynamic

behaviour is separated in two independent parts. The symmetric linear aircraft models

describe the aircraft longitudinal/vertical motion, i.e. the motion in the aircraft plane of

symmetry. The inputs of the model are generally the elevator δe and the thrust δT . The

symmetric aircraft model has two dominant modes: a low-frequent phugoid mode marking

the exchange in potential and kinetic energy, and a relatively high-frequency short pe-

riod mode describing the pitch attitude response. The asymmetric linear aircraft models

describe the longitudinal/lateral motion, i.e. the motion perpendicular to the plane of

symmetry. The inputs of the model are the aileron δa and the rudder δr. The asymmetric

aircraft model has three dominant modes: a very slow and usually unstable spiral diver-

gence, a relatively high-frequency Dutch roll and the roll-subsidence of which the latter

mode describes the initial aircraft roll response. Both the asymmetric and the symmetric

aircraft motion models can be extended with models incorporating the effects of turbu-

lence (Mulder & van der Vaart, 1994).

In the experiments described in this thesis, the pilot could use only the aileron and elevator

control signals. Therefore, the linearized aircraft models in both the dimensions were aug-

mented with Automatic Flight Control System (AFCS). The symmetric models included

an elementary auto-throttle system, using δT , that maintained a constant aircraft velocity.

The asymmetric models were extended with a yawdamper/turn-coordinator system, using

δr, that increased the damping of the Dutch roll mode and minimized the side-slip β.

The augmented linear aircraft models were used in the simulations of Experiment X6. The

data of the Airbus A300 model was obtained from (Brockhaus, 1994), whereas the Cessna

Citation 500 model was derived with DASMAT (van Oorschot, 1997b).

C.3.2 Simplified linear aircraft models

From the discussion of the philosophy of experimenting in Chapter 4, it follows that the

pilot model identification procedure puts rather strict demands on the aircraft model:

(i) It must be a linear, time-invariant (LTI) system.

(ii) The aircraft model must be a cascade combination of transfer functions, serially

connecting the main aircraft states. A cascade model structure is necessary for an
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analytic computation of the bias and variance of the estimated frequency responses

(Appendix F). Furthermore, such a structure provides the necessary freedom in

inserting the forcing function signals.

(iii) The order of the cascaded aircraft transfer functions must be low and the bandwidth

of these systems high to prevent an attenuation of the forcing function signals by

the aircraft system itself. This could decrease the amount of energy inserted in the

closed loop which has a detrimental effect on the identification. Compensating the

forcing functions for the aircraft dynamics can partly solve this problem, as has been

discussed in Chapter 4.

(iv) The aircraft model must allow a smooth control of the aircraft motion. The ap-

plication of aircraft dynamics that are too sluggish would lead to pilot fatigue and

varying pilot behaviour, having a negative effect on the pilot remnant.

(v) The aircraft flying characteristics must be such to allow the pilots sufficient freedom

to choose their control strategy, i.e. for all loop closures a pilot should have the

possibility to substantially vary the bandwidth and stability characteristics of the

closed loop system.

Summarizing, these requirements on the one hand dictate the manner in which the aircraft

dynamics are modelled – (i)-(ii) – and on the other hand determine the aircraft handling

characteristics – (iii)-(v). Extensive experimentation revealed that the linear aircraft mod-

els of the Cessna Citation 500, that form the basis of the discussion below, satisfied all

requirements except demand (ii). Hence, the augmented linear aircraft models as derived

in §C.3.1 had to be simplified once again to obtain the cascaded system description of

Chapter 4, in both the dimensions, that was used in the experiments.

Asymmetric model structure A well-designed yawdamper/turn-coordinator augmen-

tation attenuates the effects of the Dutch roll and spiral divergence modes, leaving only

the roll subsidence mode intact. Furthermore, the effects of side-slip β are minimized. The

cascaded model describing the asymmetric aircraft dynamics, illustrated in Fig. 2.10(a),

consists of the serial connection of three elementary linear transfer functions:

(i) The Roll response, representing the roll angle response to an aileron deflection (the

roll subsidence mode):

Hφ
δa

(s) =
Kφ

s(1 + τφs)
, (C.12)

with Kφ ([-]) and τφ ([s]) the roll response gain and time constant, respectively. Both

the variables depend on the velocity of the aircraft.

(ii) Turn co-ordination, representing the (steady-state) relation between the aircraft’s

heading angle rate and roll angle (§C.2):

Hψe

φ (s) =
g0
Vtas

1

s
, (C.13)
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Figure C.2: The parameters of the simplified asymmetric aircraft model roll response (Eq. C.12)

as a function of the aircraft velocity Vtas(Cessna Citation 500 – DASMAT).

with g0 the gravitational acceleration ([m/s2]) and Vtas ([m/s]) the aircraft velocity.

(iii) Path integration, representing the relation between the aircraft’s lateral position and

the heading angle (in this context with respect to the reference trajectory):

HXe

ψe
(s) = Vtas

1

s
. (C.14)

The simplified aircraft model for asymmetric motion has only a few parameters that de-

pend mainly on the aircraft velocity. Using DASMAT, linear models describing asymmetric

aircraft motion were obtained for a range of velocity conditions. The augmented linear

models were then simplified to obtain the cascade structure. The resulting parameter

values of Kφ and τφ for all velocity conditions are illustrated in Fig. C.2. From this figure

it is clear that when the aircraft velocity decreases the aircraft dynamics become more

sluggish, whereas for increasing velocities the dynamics are faster.

Symmetric model structure A well-designed auto-throttle augmentation system at-

tenuates the effects of the phugoid mode. The dynamics of the aircraft pitch attitude

response in the mid-frequency area (i.e. between the phugoid mode and the short period

mode) resembles an integrator. A further simplification yields the serial connection of

three elementary linear transfer functions, illustrated in Fig. 2.10(b):

(i) The Pitch response, representing the pitch angle response to an elevator deflection:

Hθ
δe

(s) = Kθ
1

s
, (C.15)
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Figure C.3: The initial conditions of the aircraft angle of attack α, angle of climb γ and pitch

attitude θ as a function of the velocity Vtas(Cessna Citation 500 – DASMAT).

with Kθ ([-]) the pitch response gain, dependent of the aircraft velocity.

(ii) Flight-path response, representing the relation between the aircraft pitch angle and

the vertical flight-path angle (with respect to the reference trajectory):

Hγe

θ (s) =
Kγ

(1 + τγs)
. (C.16)

This is a lagged response with velocity-dependent parameters Kγ ([-]) and τγ ([s]).

(iii) Path integration, representing the relation between the aircraft’s vertical position

and the vertical flight-path angle (with respect to the reference trajectory):

HVe
γe

(s) = Vtas
1

s
. (C.17)

The simplified aircraft model for symmetric motion has only a few parameters that depend

on the aircraft velocity. Because the symmetric model was used only in Experiment X3

(Chapter 7) for one flight condition (Vtas=70 [m/s]), a summary of parameter values

suffices here: Kθ = 3 [-]; Kγ = 1 [-]; τγ = 1.3 [s].

Model initial condition The initial conditions of all models were partly defined in

DASMAT whereas some of them evolved from the linearization procedure itself. In all

recti-linear motion conditions (X1–X3, X5) the initial condition was a stationary flight

condition with an angle of climb γ of -3◦. For the curvi-linear motion condition (X4), the

stationary flight condition was defined with the same angle of climb, but with a pre-defined

roll angle that depended on the aircraft velocity and the radius of the turn. The initial

condition values of α and θ are shown in Fig. C.3 for all velocities of interest.



Appendix D

The calculation of optical cues

The properties of the optical information sources conveyed by the tunnel display were

studied in Chapter 3, treating mainly the end-products of what has been an elaborate

analysis. In this appendix the method of obtaining analytical expressions for an optical cue

is discussed in §D.1 and §D.2. Analytic expressions are included for the most informative

static cues in straight, §D.3, and curved, §D.4, tunnel sections. The characteristics of

presentation biases in curved tunnels is the subject of §D.5.

D.1 The cue computation method

The ultimate goal of the cue computation method is to obtain expressions for optical cues

that are generic. This means that, first of all, the primary elements of the aircraft state

vector – attitude and flight-path angles and position error – must remain variable. Second,

the expressions may not implicitly incorporate specific properties of a particular tunnel

geometrical design or a particular perspective projection. A general projection method is

applied (Foley et al., 1992) as well as a generic definition of the tunnel geometrical shape

(§3.4.1 and §3.6.1). This approach yields an array of expressions for a set of optical cues

that include the properties of all tunnel display design variables that could possibly affect

the characteristics of that particular set of cues.

The properties of a particular optical cue are derived through what can be regarded as

an inversion of the perspective projection (Chatterji, Menon, & Sridhar, 1994). When

the tunnel geometry is projected on the viewplane all that is presented is a wireframe,

a combination of lines and line segments. These line segments have a length and an

orientation with respect to the viewplane frame of reference Fvr, and also with respect to

other lines. Most often optical cues emerge from relationships between line segments in

terms of orientation and relative distance. When the two end-points of these line segments

are known – and so are their projections on the viewplane – all properties of interest can be

computed analytically. Then, with the help of advanced calculus programs, the non-linear

expressions can often be brought into a more manageable form.
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D.2 The perspective projection method

The perspective projection method, its main properties and all relevant terminology have

been introduced in §3.3. The co-ordinates of an arbitrary point P in World axes Fw must

be transformed to the Viewing axes Fv before projecting it onto the viewplane Fvr. This

is a rigid-body transformation. First, the co-ordinates of the point in Fw are corrected

for the position of the COP (the origin of the Viewing axes) in Fw through a translation.

Second, the reference frame Fw is aligned with Fv through a rotation with the three Euler

angles. The co-ordinates of P in Fv can be computed with:

xvp = T vw
(
xwp − xwCOP

)
, (D.1)

with xwp and xwCOP the co-ordinates of P and the COP in Fw and T vw the rigid body

transformation matrix. Because Fv is identical to the aircraft Body axes Fb, and Fw

equals the Geodetical axis Fg, T vw equals T bg of Eq. C.2. When the co-ordinates of P in

Fv (xvp) are known, the perspective projection yields the co-ordinates of the point in Fvr:

up = κ

(
yvp
xvp

)

; vp = −κ
(
zvp
xvp

)

. (D.2)

An important property of the perspective projection is that the denominator in Eq. D.2, xvp,

is independent of the roll angle φ (substitute Eq. C.2 in Eq. D.1). This allows all geometric

functions involving φ to be excluded from the perspective projection formulas, yielding

Eq. 3.8. A rotation of the aircraft along Xb (=Xv) yields an orthogonal transformation of

the tunnel geometry within Fvr, preserving angles and distances.

D.3 Cues in straight tunnel sections

In §3.4 the aircraft recti-linear motion through a straight tunnel was studied. Below,

analytic expressions of all static cues that form the basis of this investigation are listed.

(1) Position of the infinity point The co-ordinates of this point are given by:

u∞|φ=0 = lim
Dt→∞

up

∣
∣
∣
φ=0

= −κ
[

cosΓt sinψ

cosΓt cosψ cos θ − sinΓt sin θ

]

; (D.3)

v∞|φ=0 = lim
Dt→∞

vp

∣
∣
∣
φ=0

= −κ
[
cosΓt cosψ sin θ + sinΓt cos θ

cosΓt cosψ cos θ − sinΓt sin θ

]

. (D.4)

These co-ordinates are independent of the aircraft position with respect to the trajectory.

(2) The optical splay angles The following analytic expressions hold for the optical

splay angles Ω1 . . .Ω4, Fig. 3.5:

tan Ω1 =
+(Ht − 2ve) cosψ +(Wt + 2xe) sinΓt sinψ

+(Ht − 2ve) sin θ sinψ +(Wt + 2xe) (cos θ cosΓt − sinΓt sin θ cosψ)
;

tan Ω2 =
+(Ht − 2ve) cosψ − (Wt − 2xe) sinΓt sinψ

− (Ht − 2ve) sin θ sinψ +(Wt − 2xe) (cos θ cosΓt − sinΓt sin θ cosψ)
;

tan Ω3 =
+(Ht + 2ve) cosψ +(Wt − 2xe) sinΓt sinψ

+(Ht + 2ve) sin θ sinψ +(Wt − 2xe) (cos θ cosΓt − sinΓt sin θ cosψ)
;
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tan Ω4 =
+(Ht + 2ve) cosψ − (Wt + 2xe) sinΓt sinψ

− (Ht + 2ve) sin θ sinψ +(Wt + 2xe) (cos θ cosΓt − sinΓt sin θ cosψ)
.

(D.5)

These expressions are independent of the aircraft roll angle, φ, the properties of the per-

spective projection, κ, and the distance into the tunnel, Dt. A similar expression holds

for the fifth splay angle, Ω5, of the virtual line connecting the tops of the altitude poles:

tan Ω5 =
+(Ht − 2ve) sinψ sin θ − (2xe) (cos θ cosΓt − sinΓt sin θ cosψ)

+ (Ht − 2ve) cosψ +(2xe) sinΓt sinψ
(D.6)

This splay angle has the same properties as the other angles. Note that because splay

angle Ω5 is computed with respect to the vertical instead of the horizontal pseudo-horizon

(as in Ω1 . . .Ω4) the nominator and denominator of the expression appear to be swapped.

(3)–(5) The lateral displacement cues Analytic expressions for εi (left), ηi (right) and

πi (altitude pole) of frame i can be derived directly from the perspective mapping formulas

Eq. D.2. For small position errors and small attitude angles the following expression can

be obtained for εi (with Di the distance to frame i, measured along Xt):

εi = κ

[

2Di sinψ + (Wt + 2xe) cosψ

2Di cosψ − (Wt + 2xe) sinψ

]

. (D.7)

Similar equations can be derived for ηi and πi, expressions that together form the basis of

the computation of all lateral displacement cues, listed in Table 3.1.

(6) The vertical frame line angles The angles ζi (left) and ξi (right) of the vertical

frame lines of frame i are defined in Fvr. Assuming that all angles are small yields:

ζi = φ−
(
Wt + 2xe

2Di

)

(θ + Γt) ; ξi = φ+

(
Wt − 2xe

2Di

)

(θ + Γt) . (D.8)

(7)–(9) The vertical displacement cues Analytic expressions for µi (bottom) and νi
(top) of frame i can be derived in a similar way as for the lateral displacement cues:

µi = κ

[

Γt +

(

2Di cosψ sin θ + (Ht − 2ve) cos θ

2Di cosψ cos θ − (Ht − 2ve) sin θ

)]

. (D.9)

A similar expression can be derived for νi. Together, these expressions form the basis of

the computation of all vertical displacement cues, listed in Table 3.1.

(10) The lateral frame line angles The angles ρi (bottom) and σi (top) of the hori-

zontal lines of frame i are defined in Fvr. Assuming that all angles are small yields:

ρi = φ−
(
Ht − 2ve

2Di

)

ψ; σi = φ+

(
Ht + 2ve

2Di

)

ψ. (D.10)

The angles of the lateral and vertical frame lines (Eqs D.8 and D.10) show a complex

relationship between the aircraft position error in one dimension and the aircraft attitude

in the other. They only convey information about these quantities for frames that are

close to the viewplane: for larger distances Di these angles approach the roll angle φ.
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D.4 Cues in curved tunnel sections

In §3.6 the aircraft curvi-linear motion through a circular tunnel was studied. Below,

analytic expressions of all static cues that form the basis of this investigation are listed.

(4) The optical splay angles When θ and ψ are small, the following expressions hold

for the optical splay angles Ω1 . . .Ω4 of segment si, Fig. 3.11:

tan Ω1si
=

(Ht − 2ve) cos(
σsi

+σsi−1

2 )

Wt cos(4Ψ2 ) + 2xe cos(
σsi

+σsi−1

2 ) + 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
;

tan Ω2si
=

(Ht − 2ve) cos(
σsi

+σsi−1

2 )

Wt cos(4Ψ2 ) − 2xe cos(
σsi

+σsi−1

2 ) − 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
;

tan Ω3si
=

(Ht + 2ve) cos(
σsi

+σsi−1

2 )

Wt cos(4Ψ2 ) − 2xe cos(
σsi

+σsi−1

2 ) − 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
;

tan Ω4si
=

(Ht + 2ve) cos(
σsi

+σsi−1

2 )

Wt cos(4Ψ2 ) + 2xe cos(
σsi

+σsi−1

2 ) + 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
.

(D.11)

When Rt→ ∞ (4Ψ , σsi
and σsi−1 go to zero) these equations are identical to those for

straight tunnels (Eq. D.5 with ψ = θ = Γt = 0). When the number of segments becomes

large (4Ψ→ 0 and σsi
→ σsi−1 → σs) the Eqs D.11 depict the angles of the lines tangent

to the circular left and right tunnel walls at an angular viewing distance σs:

tan Ω1(σs) =
(Ht − 2ve) cos(σs)

Wt + 2xe cos(σs) + 2Rt(1 − cos(σs))
;

tan Ω2(σs) =
(Ht − 2ve) cos(σs)

Wt − 2xe cos(σs) − 2Rt(1 − cos(σs))
;

tan Ω3(σs) =
(Ht + 2ve) cos(σs)

Wt − 2xe cos(σs) − 2Rt(1 − cos(σs))
;

tan Ω4(σs) =
(Ht + 2ve) cos(σs)

Wt + 2xe cos(σs) + 2Rt(1 − cos(σs))
.

(D.12)

Linearizing the splay angle Eqs D.11 leads to expressions for the change in splay from the

reference condition, listed in §3.6.2 as Eqs 3.43. The gains that result from the linearization

depend on which splay angle is examined: the gains of splay angles 1 and 4 (outer curve

wall) and those of 2 and 3 (inner curve wall) are equal. The following expressions hold:

KX1
si

=
2Ht cos2(

σsi
+σsi−1

2 )

H2
t cos2(

σsi
+σsi−1

2 ) +
(

Wt cos(4Ψ2 ) + 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)2 ;

KV 1
si

=
2 cos(

σsi
+σsi−1

2 )
(

Wt cos(4Ψ2 ) + 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)

H2
t cos2(

σsi
+σsi−1

2 ) +
(

Wt cos(4Ψ2 ) + 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)2 ;

KX2
si

=
2Ht cos2(

σsi
+σsi−1

2 )

H2
t cos2(

σsi
+σsi−1

2 ) +
(

Wt cos(4Ψ2 ) − 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)2 ;
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Figure D.1: Splay angle gains of the outer curve wall (top) and the inner curve wall (bottom)

as a function of the viewing distance σsi
. It is assumed that the square tunnel

(Ht=Wt) is a perfect circle (4Ψ=0, σsi
= σsi−1

). The lines represent the variables

for two curve radii (1000 and 3000 [m]). The continuous, dashed and dotted lines

represent tunnel sizes of 30, 60 and 90 [m], respectively.

KV 2
si

=
2 cos(

σsi
+σsi−1

2 )
(

Wt cos(4Ψ2 ) − 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)

H2
t cos2(

σsi
+σsi−1

2 ) +
(

Wt cos(4Ψ2 ) − 4Rt sin(
σsi

2 ) sin(
σsi−1

2 )
)2 .

(D.13)

When Rt→ ∞ these gains become identical to those of straight tunnel sections, listed

in §3.4.2 as Eqs 3.12-3.15. As illustrated in Fig. D.1, an important difference with the

splay angle gains of straight tunnel sections, is that for circular trajectories these gains

are not constant. Rather, they are a function of the angular viewing distance into the

curve σsi
. The splay gains of the outer curve wall (KX1

si
and KV 1

si
) have their maximum

values for small viewing distances and decrease monotonously when σsi
becomes larger.

Hence, this splay angle information about the aircraft position relative to the centercircle

is most useful for small viewing distances. The splay gains of the inner curve wall have

their maximum values for a certain viewing distance ahead. Here, the splay information

about position error is strongest around the inner bend of the curve, i.e. in the same

region as the curve’s tangent point. The splay gain KX2
si

of the inner curve lines, marking

the change in splay due to a lateral position error xe, varies from being equal to becoming

twice as large as that of the outer curve lines. The sign of the splay gain KV 2
si

of the

inner curve lines, marking the change in splay due to a vertical position error ve, even

changes its sign when looking farther into the curve. This could lead to pilot confusion.
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Because the gains KV 1
si

of the outer curve lines do not show this phenomenon, the splay

information conveyed by these lines are probably more suitable for vertical control.

Fig. D.1 shows that as the curve radius increases the maximum values of the splay angle

gains move to shorter angular viewing distances. One should keep in mind, however, that

for larger curve radii the same angular distance σsi
represents a larger spatial viewing

distance Ssi
along the centercircle. The effect of the tunnel size is similar as for straight

tunnels: it simply scales the splay angle gains. For the inner curve wall an additional

effect of the tunnel size is that it changes the maximum values of the splay angle gains to

larger viewing distances. This effect can be attributed to the fact that the area near the

curve’s tangent point moves forward when tunnels become larger, discussed below.

(7) The tangent point The position of the tangent point in Fvr is given by:

ηTP
∣
∣
φ=0

= κ

[√

Wt

Rt

√

1 − 2xe
Wt

− ψ

]

. (D.14)

Linearization of this equation yields the expressions listed in Table 3.2.

D.5 Presentation biases in curved tunnel sections

Due to the perspective projection method, the nearest part of the tunnel that is shown

on the display is always located some distance ahead of the viewplane. In circular tunnel

sections the first visible part of the tunnel geometry is bended towards the inner side of

the curve leading to a situation where, even when the aircraft is aligned with and located

on the centercircle, the display conveys small deviations in these quantities, referred to as

presentation biases (Mulder, 1998). Below, the presentation biases are discussed for two

cases: (i) the tunnel trajectory is a perfect circle (4Ψ=0); (ii) the circular trajectory is

approximated by a concatenation of line segments (finite 4Ψ).

Biases in a circular tunnel

In a circular tunnel the segments are infinitely small, i.e. 4Ψ=0 and σsi
= σsi−1

= σs.

Examining the circular tunnel is useful for analyzing the cues conveyed by the first visible

parts of the tunnel geometry, i.e. the intersections of the tunnel contour lines with the

viewing volume. Fig. D.2 shows the tunnel images for a right turn for three tunnel widths

and two curve radii. At a first glance it appears as if the aircraft is heading outwards and,

especially for larger tunnel sizes, is located towards the outer side of the curve.

The minimum viewing distances Consider Fig. D.3(a), showing a top view of the

situation. From this figure it is clear that the first visible parts of the inner and outer

curve tunnel walls are located some distance from the COP. First the outer curve tunnel

wall intercepts the viewing volume (σout), and then the inner curve tunnel wall (σin):

σout = arcsin

(
Dout

Rt +Wt/2

)

; σin = arcsin

(
Din

Rt −Wt/2

)

, (D.15)
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Figure D.2: Tunnel display images for a turn to the right. The aircraft attitude and position

errors relative to the tunnel centercircle are zero. The dashed lines show the splay

lines of the first visible elements of the tunnel geometry for an imaginary straight

trajectory tangent to the centercircle. The dotted lines show the splay angles of the

first visible elements of the tunnel geometry for the circular trajectory. These lines

intersect at the infinity points of the inner (o) and outer (*) curve walls.

with: Dout =

√
R2

t
+(1+1/τ2)Wt(Rt+Wt/4)−Rt

(τ+1/τ) ; and Din =
Rt−

√
R2

t
−(1+1/τ2)Wt(Rt−Wt/4)

(τ+1/τ) ,

where τ represents tan(HGFOV /2). The values of Dout and Din are shown in Fig. D.3(b)

for different combinations of Rt and Wt, with respect to the minimum viewing distance

for straight trajectories, Dmin, Eq. 10.3. It is clear that the outer curve wall intersects the

viewing volume at a distance smaller than Dmin, whereas the opposite holds for the inner

curve wall: Dout < Dmin < Din. For larger curve radii the differences between Dout and

Din decrease, whereas these differences increase for larger tunnel sizes. These phenomena

can be explained by the facts that for larger curve radii the trajectory curvature itself is

smaller, and that for larger tunnels the tunnel geometry intersects the viewing volume at

larger viewing distances, respectively.

Location of the infinity point The location of the infinity point conveyed by the first

visible splay angles follows from Eq. 3.40, with ψ = 4Ψ = 0: u∞|φ=0 = κ tan(σs). Then,

since σs is always positive (σin > σout > 0), the infinity point will always be located

towards the inner side of the curve. Hence, the heading of the aircraft as conveyed by the

first visible part of the trajectory on the tunnel display is directed to the outer side of the

curve, even when the heading is tangential to the centercircle. Fig. D.2 illustrates that

this presentation bias increases for larger tunnels and smaller curve radii.

Optical splay angles The angles of the tangent lines of the first visible part of the

circular trajectory can be computed with Eqs D.12 after substituting σout and σin and

xe=ve=0. It is clear that because σin > σout > 0 and because Ω2 changes faster than
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Figure D.3: The minimum viewing distances of the outer curve wall, Dout, and inner curve wall,

Din, shown with respect to the minimum viewing distance for a straight trajectory,

Dmin, as a function of the tunnel size Wt and the curve radius Rt (in [m]). The

aircraft Body axes are aligned with the tunnel centercircle.

Ω1 when looking farther into the curve the angles of the tangent lines convey an aircraft

position towards the inner side of the curve. Compared to the splay angles as they would

have been depicted for an imaginary straight trajectory tangential to the tunnel centercir-

cle, shown by the dashed lines in Fig. D.2, the splays are slightly off-central. As indicated

with the dotted lines in Fig. D.2, however, this is a marginal effect: it is small when the

tunnel sizes are large and disappears for larger curve radii. Hence, although a pilot could

interpret these first visible splay lines as if the aircraft would be positioned to the inner

side of the curve, this can be regarded as only a secondary effect.

Lateral displacements Fig. D.2 clearly shows that the splay lines of the first visible

part of the circular trajectory originate from positions on the viewplane borders that

are off-central with respect to the splay lines corresponding with the imaginary straight
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Figure D.4: Tunnel display images corresponding with a segmented right turn (4Ψ=5 [deg],

c=2, Rt=1000 [m], Wt=45 [m]). The aircraft attitude and position errors relative

to the centercircle are zero. Recall that σfi=1 depicts the angular viewing distance

to the first visible frame. The dashed lines show the splay lines of an imaginary

straight trajectory tangent to the centercircle. The dotted lines show the splay lines

of the first visible elements of the tunnel geometry for the segmented trajectory,

intersecting at the infinity points of the inner (o) and outer curve walls (*).

trajectory. It appears as if the tunnel geometry as a whole is positioned slightly to the right,

i.e. towards the inner side of the curve. Pilots could interpret this lateral displacement as

if the aircraft would be positioned to the outer side of the trajectory. This presentation

bias becomes larger for increasing tunnel sizes and for smaller curve radii.

Biases in a segmented tunnel

In a segmented tunnel the biases are similar to those found for circular tunnels. There

are, however, some differences that depend on the granularity of the segmentation.

Location of the infinity point Consider the location of the infinity point emerging

from the first visible segment on the screen: u∞si

∣
∣
φ=0

= κ tan(σsi
− 4Ψ/2). When

σsi
> 4Ψ/2 the infinity point will be located to the right of the screen, similar to the

situation for circular tunnels. When σsi
< 4Ψ/2, however, the infinity point will be

located to the left. Thus, when the tunnel segmentation would be rather coarse, i.e. 4Ψ
is large, the infinity point moves from the inner side of the curve towards the outer side

of the curve when the aircraft travels to the end of the current segment si. In this case

the presentation biases change as a function of the aircraft position along the centercircle

relative to the segment through which the aircraft flies. To prevent this phenomenon the

segmentation angle 4Ψ should be defined smaller than 2σin.

Optical splay angles When the segmentation of the trajectory is not too coarse the

optical splay angles lead to only a small presentation bias. The lateral displacements of

the tunnel geometry as a whole towards the inner side of the curve, however, leads to a

considerable presentation bias. Pilots could interpret this lateral displacement as if the

aircraft would be positioned to the outer side of the trajectory. This presentation bias
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Figure D.5: Tunnel display images corresponding with a segmented (4Ψ=5 [deg], c=2) turn to

the right, for a curve radius of 1000 [m] and a tunnel width of 45 [m]. The attitude

and position errors relative to the tunnel centercircle are zero. σfi=1 depicts the

angular viewing distance to the first visible frame. In this figure, εi, ηi, and πi

represent the lateral displacements of the lateral frame lines and altitude poles of

frame i. εij and ηij mark the relative lateral displacements of frames i and j. (U, V )

and (U ′, V ′) represent the not-rotated and rotated viewplane axes, respectively.

becomes larger for increasing tunnel sizes and for smaller curve radii.

Effects of tunnel frames Consider the lateral displacements (εi, ηi, πi) of the tunnel

frames with respect to the aircraft reference symbol, see Fig. D.5. Three effects can be

distinguished. The frames appear off-central which could indicate an aircraft heading

towards the outer side of the curve, the first effect, and/or an aircraft position towards

the outer side of the centercircle, the second effect. When moving towards the first visible

frame, this frame moves towards the center of the viewplane (compare Figs D.5(a) and

D.5(b)). Hence, both effects decrease when the angular distance to that frame, σfi=1,

decreases. A third effect originates from the relative displacements of the first visible tunnel

frames, εij and ηij . When taking the symmetrical condition of a straight trajectory as

a reference, these relative displacements convey information that corresponds with being

positioned to the inner side of the curve, i.e. ε12 � η12. When moving towards the first

visible frame, the second visible frame moves towards the center of the first (compare

Figs D.5(a) and D.5(b)), i.e. ε12 −→ η12. Hence, the relative displacement decreases and

the third effect also becomes less important when approaching the first visible frame. All

three effects increase for larger curve radii, essentially because – for the same segmentation

4Ψ – the frames are located farther ahead and it becomes more difficult to relate them

to the actual aircraft position relative to the centercircle.



Appendix E

Analytic pilot models

E.1 Introduction

The principal pilot modelling approaches applied in this thesis, introduced in §2.5.3, are:

• The Multi-Loop Model (MLM), a frequency domain descriptive model extending the

structural-isomorphic model of McRuer and his colleagues (McRuer et al., 1965) to

the multi-loop situation.

• The Optimal Control Model (OCM), a time domain normative model developed by

Kleinman and his colleagues (Kleinman & Baron, 1971).

The main properties of both the models are described in §E.2 and §E.3, respectively.

E.2 The multi-loop pilot model

E.2.1 The quasi-linear pilot model

Research in the two decades following World War II resulted in the successful application

of quasi-linear describing function theory to the problem of modelling human control

behaviour in the elementary single-axis compensatory tracking task, Fig. E.1(a). In this

task the operator minimizes the difference E between the output Y of the system to

be controlled and a reference signal R. Experiments showed that, as long as the task

variables remain constant, the operator control behaviour remains constant too (McRuer

et al., 1965). It can be described by a causal model, a linear differential equation with

constant coefficients and a time delay, and a remnant model, a stationary noise process.

The result is a quasi-linear pilot model, Fig. E.1(b), where the describing function model

accounts for the portion of the pilot’s output that is linearly related to the input, and the

remnant represents the difference between the causal model output and the experimentally

measured output of the human controller.



348 Analytic pilot models

+

system

Y (ω)U(ω)E(ω)R(ω)

-

-d -
6

- - Hc(ω)PILOT

(a) single-axis compensatory tracking task

remnant N(ω) system

Y (ω)U(ω)E(ω)R(ω)

-

Quasi-linear pilot model

- -dd -- - ?
6

+
+

+
Hp(ω) Hc(ω)

describing function

(b) quasi-linear pilot model

Figure E.1: The quasi-linear pilot model in the elementary single-axis compensatory tracking

task. In this figure, Hc depicts the dynamics of the system to be controlled. R,

E, U , and Y represent the reference signal, the displayed error signal, the pilot

control signal and the system output signal, respectively. The quasi-linear pilot

model consists of a describing function Hp and a remnant N .

E.2.2 The crossover model theorem

The research of McRuer and his colleagues generalized the systematic adaptation of human

control behaviour with the postulation of their crossover model theorem (McRuer et al.,

1965). According to this theorem, human operators adjust their control behaviour to the

dynamics of the controlled element in such a way that the dynamic characteristics of the

open loop transfer function in the crossover region can be described by:

HOL(jω) = Hp(jω)Hc(jω) ≈ ωc
jω
e−jωτe , (E.1)

with ωc the crossover frequency – the frequency where the open loop magnitude equals

1 – and τe a time delay lumping the information processing lags of the operator. When

the dynamics of the system to be controlled are known, Eq. E.1 allows a prediction of the

human control characteristics. The parameters ωc and τe are task-dependent and can be

selected on the basis of the so-called verbal adjustment rules (McRuer & Krendel, 1974).

Model parameterization: structural-isomorphic models The linear describing func-

tion of the quasi-linear pilot model takes on various forms depending on the precision

with which one attempts to reproduce the characteristics of the measured pilot control

behaviour. In its most extensive form, the so-called precision model, the linear describing



E.2 The multi-loop pilot model 349

function can be described by (McRuer & Jex, 1967):

Hp(jω) =

gain
︷︸︸︷

Kp

lead−lag
︷ ︸︸ ︷

1 + τLjω

1 + τIjω
︸ ︷︷ ︸

pilot equalization

neuromuscular system
︷ ︸︸ ︷

ωn
2

(1 + τN1
jω)(ωn

2 + 2ζnωnjω + (jω)
2
)

time delay
︷ ︸︸ ︷

e−jωτ
︸ ︷︷ ︸

pilot limitations

. (E.2)

The parameters of the precision model reflect the pilot adaptation characteristics as well as

the pilot limitations such as the time delay and the neuromuscular system. A well-known

approximation of this model is the simplified precision model (McRuer & Jex, 1967):

Hp(jω) = Kp

(
1 + τLjω

1 + τIjω

)

e−jωτe . (E.3)

Remnant Despite numerous efforts to obtain insight into the characteristics of the

remnant (Levison, Baron, & Kleinman, 1969; Jex, Allen, & Magdaleno, 1971), only very

general models have been developed for the SISO situation (McRuer & Krendel, 1974).

In this thesis, no attempts were undertaken to further examine the remnant.

E.2.3 Multi-loop pilot models

Attempts to extend the single loop results to multi-loop or multiple loop situations have

not been conducted very often. This can be attributed to the fact that multi-loop tasks

are much more difficult to examine than single loop tasks. Whereas the tradeoffs between

performance, stability and pilot equalization efforts are relatively clear-cut in the single

loop task, the number of alternatives increases rapidly in multi-loop situations. Further-

more, the model identification and validation efforts are difficult in these situations. First,

there is the problem of determining the feedback loops the operator will close: the model

structure itself cannot be identified from experimental data (Stapleford et al., 1969). Sec-

ond, there exists the conceptual difficulty of identifying systems operating in closed loop.

The identification techniques for these closed loop multi-loop applications were not avail-

able until the pioneer work of (Stapleford et al., 1967, 1969), and it lasted until the late

1970s until they were formalized mathematically (van Lunteren, 1979). Hence, not many

multi-loop operator models have been described in literature. Appendix F is attributed

to the identification techniques for the multi-loop tasks described in this thesis.

Multi-loop model structure The human pilot evolves, in a learning and skill-development

phase, a particular multi-loop system structure (Krendel & McRuer, 1960). The feedback

connections are similar to those which would be selected for the development of an auto-

matic controller and generally have the following properties (McRuer & Jex, 1967):

“(i) To the extent possible, the feedback loops selected and the equalization adjustments

made will be such as to allow wide latitude and variation in pilot characteristics.

(ii) The loop and equalization structure selected will exhibit the highest pilot rating of all

practical loop closure possibilities. Preferably, the loops selected can be closed with a

pure gain plus a large time delay.
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(iii) Delays due to scanning and sampling are minimized.”

Thus, feedback selections that involve much equalization, or different equalization in each

loop, seem to be avoided by the pilot (McRuer & Jex, 1967). The structure and the

parameterization of the multi-loop models depend on the properties of the system to be

controlled, the aircraft. Generally, only three elementary loops need to be closed by the

pilot: the inner loop of aircraft attitude, the middle loop of aircraft flight-path, and the

outer loop of aircraft position. These three loop closures lead to two potential structures of

the human operator model: (i) a parallel model in which all loops are closed simultaneously,

Fig. 4.1(a), and (ii) a serial model, in which the loops are closed sequentially, starting

with the inner loop, Fig. 4.1(b). The two model structures are equivalent and can be

transformed into each other1:

Hp
pin

= Hs
pin

;

Hp
pmid

= Hs
pmid

Hp
pin

= Hs
pmid

Hs
pin

;

Hp
pout

= Hs
pout

Hp
pmid

= Hs
pout

Hs
pmid

Hp
pin

= Hs
pout

Hs
pmid

Hs
pin
.

(E.4)

Parallel models are easier to be identified, whereas serial models contain less parameters

(Stapleford et al., 1969; van Lunteren, 1979). The serial model with its explicit sequential

loop closing structure, is more intuitive.

Multi-loop model parameterization

In multi-loop applications of the quasi-linear pilot model, it is generally assumed that all

pilot equalization is concentrated in the inner-most control loop; the other loops are closed

with proportional gains (McRuer & Jex, 1967; Stapleford et al., 1969; Weir & McRuer,

1972; Weir et al., 1972; Teper, 1972; McRuer & Krendel, 1974). The pilot loop closures

of the middle and outer loops are then given by:

Hs
pmid

(jω) = Kpmid
, (E.5)

and:

Hs
pout

(jω) = Kpout
. (E.6)

The aircraft attitude feedback includes all pilot equalization and depends on the dynamics

of the inner loop asymmetric aircraft dynamics that are given by (Appendix C):

Hc1(jω) =
(

Hφ
δa

(jω)
)

=
Kφ

(1 + τφjω) jω
,

with Kφ and τφ the aircraft roll response gain and lag time constant, respectively. It is

clear that an inner loop pilot model given by:

Hs
pin

(jω) = Kpin
(1 + τLin

jω) e−jωτ , (E.7)

1In this equation the superscripts p and s indicate the parallel or serial model structure. The subscripts

in, mid and out depict the inner, middle and outer loop, respectively.
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leads to (for a well-chosen lead time constant τLin
) the open loop characteristics as dic-

tated by the crossover model, Eq. E.1. The experimental data revealed that the modelling

accuracy could be improved by extending the description of the pilot limitations with

the properties of the neuromuscular system. Hence, to describe the pilot inner loop con-

trol behaviour the precision model is used, Eq. E.2, with the lag time constant τI set to

zero. Eqs E.2, E.5 and E.6 describe the multi-loop pilot model (MLM) for the control of

asymmetric aircraft motion used throughout this thesis. The MLM used to describe pilot

control behaviour in symmetric aircraft motion is discussed in Chapter 7.

MLM computation, identification and parameter variation The MLM transfer

functions mimic the pilot frequency responses that are identified experimentally. The

MLM does not incorporate a model for the remnant. Furthermore, it does not include

a model for the pilot observation process: it quite simply assumes that the main aircraft

state variables are perceived. The MLM parameter vector has eight components:

θT = [

inner loop
︷ ︸︸ ︷

Kpin
τLin

τ ωn ζn τN1

...

middle loop
︷ ︸︸ ︷

Kpmid

...

outer loop
︷ ︸︸ ︷

Kpout
]. (E.8)

Here, Kpin
, Kpmid

and Kpout
depict the pilot inner, middle and outer loop feedback

gains. τLin
is the inner loop lead and τ is the pilot time delay; ωn, ζn and τN1

depict

the neuromuscular frequency, damping and lag, respectively, of which τN1
is neglected

in almost all cases. The results of this thesis show that the multi-loop models can be

identified and validated quite satisfactory.

E.2.4 Parameter sensitivity study

Model parameter identification yields insight into the manner in which pilots adapt their

control behaviour to the experimental conditions. Although the adaptation process is

determined by the experimental measures, it is also affected by constraints imposed by

mere control-theoretical considerations such as the stability of the closed loop. Below, the

effect of varying the MLM parameters on these control-theoretical properties are examined.

Model structure and loop closures The serial pilot model structure as introduced

in §E.2.3 will be applied, combined with the linear cascaded aircraft model derived in

Appendix C. Only the control of aircraft asymmetric motion will be discussed. The

effect of a simulation time delay τsim as discussed in Appendix A is included. The effects

of the atmospheric disturbances and the pilot remnant are neglected in the following,

yielding a deterministic approach. The closed loop pilot/aircraft system is illustrated

in Fig. E.2. The pilot closes three loops sequentially, yielding a serial pilot model with

three inputs, φ̃, ψ̃e and X̃e, and one output, δa. The three input signals are delayed

versions of the aircraft outputs due to the effect of the simulation time delay, modelled by

Hd(s) = e−sτsim . The structure of the serial pilot model allows the computation of the

bandwidth and the stability – determined by the crossover frequency and phase margin –
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Figure E.2: Definition of the closed loop pilot/aircraft system of the sensitivity study. In this

figure, Hc1 , Hc2 and Hc3 depict the aircraft inner, middle and outer loop dynamics.

Hd indicates the simulation time delay that was present in the experiments of this

thesis, see Appendix A. Hs
pin

, Hs
pmid

and Hs
pout

are the pilot inner, middle and

outer loop feedback characteristics, according to a serial model structure.

of the three main feedback loops.

Analytic investigation A considerable number of parameters exists that could play

a role in the investigation: (i) the aircraft model parameters (Vtas, Kφ and τφ); (ii) the

pilot model parameters (the parameter vector θ), and (iii) the simulation time delay τsim.

To facilitate the analysis, it was assumed that: (i) the simulation time delay is zero; (ii)

the neuromuscular lag time constant can be neglected; and (iii) the pilot time delay can

be approximated by a second order Padé filter. The sensitivity study was preceded by an

analytic investigation in which the characteristics of the loop closures of the closed loop

system are examined without substituting parameter values. This investigation showed

the importance of the inner loop zeros, remaining the same for the middle and outer loop

closures. The position of these zeros can be manipulated by the pilot through the inner

loop pilot lead time constant τLin
and, to a less extent, by the time delay τ . The analysis

showed that because the system to be controlled simply adds an integrator pole in the

middle and the outer loop closures, a well-chosen proportional feedback suffices in these

loops, i.e. no further pilot equalization is necessary.

The parameter sensitivity study

Fixing the aircraft model parameters Although pilots adapt their control behaviour

to the dynamic characteristics of the aircraft to be controlled, the discussion below is

limited to the velocity condition of 70 [m/s] (τφ=0.45 [s], Kφ=5.5 [-]). The effects of

changing the velocity condition are then discussed shortly afterwards.

Fixing the pilot limitation model parameters Two categories of pilot model pa-

rameters can be distinguished, i.e. (i) the equalization variables (Kpin
, τLin

, Kpmid
and

Kpout
), and (ii) the limitation variables (ωn, ζn and τ ). These latter variables will be fixed

at levels representative for those found in the experiments: ωn = 9.0 [rad/s], ζn = 0.10 [-]
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Figure E.3: The inner loop crossover frequency and phase margin as a function of the inner loop

pilot gain Kpin
for five levels of the pilot lead τLin

. The dashed lines represent

iso-Kpin
lines (with levels marked in the insets) Here, and in the following, the

filled rectangle contains approx. 90% of the values found in the experiments.

and τ = 0.30 [s]. Two inner loop variables, Kpin
and τLin

, and two variables determining

the middle and outer loop feedbacks, Kpmid
and Kpout

, are to be varied in the analysis.

Inner loop The inner loop lead is fixed at five different levels (τLin
= 0, 0.25, 0.45, 0.75

and 1.0 [s]) and for each level the inner loop gain is varied. Fig. E.3 shows the resulting

inner loop crossover frequencies ωinc and phase margins ϕinm . Increasing the pilot lead for

a fixed pilot gain generally leads to an increasing crossover frequency and phase margin,

but only to a certain extent: when the lead is increased further, the phase margin will

decrease. Increasing the pilot gain for a fixed lead always leads to an increasing ωinc and a

decreasing ϕinm . Hence, increasing ϕinm while maintaining a constant ωinc generally requires

a higher lead and a lower gain. Increasing ωinc while maintaining a constant ϕinm requires

a larger lead and a larger gain. A higher pilot lead puts heavier constraints on the pilot

gain. It is a well-known fact that increasing lead is related with higher levels of mental

workload (McRuer & Krendel, 1974). Hence, the pilot lead will be limited. In Fig. E.3 the

shaded rectangle shows the iso-ωinc lines (levels 1.5, 2.0, 2.5 and 3.0 [rad/s]) that provide

the basis for the middle and outer loop investigations.

Middle loop The analysis is limited for three values of the inner loop pilot lead

(τLin
= 0.25, 0.45 and 0.75 [s]) and those cases that constitute fixed levels of the inner

loop crossover frequency ωinc (1.5, 2.0, 2.5 and 3.0 [rad/s], with a lower limit on ϕinm of 20

[deg]). Fig. E.4 shows the effects of varying the middle loop gain Kpmid
on the middle loop

crossover frequency and phase margin, for two values of the inner loop lead time constant
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Figure E.4: The middle loop crossover frequency and phase margin as a function of the middle

loop pilot gain Kpmid
for four levels of the inner loop crossover frequency ωinc and

two values of the inner loop pilot lead τLin
. The values of Kpmid

are shown in the

upper and lower insets for the lead times τLin
=0.25 and τLin

=0.75 [s], respectively.

The arrows show the inner loop phase margins for both the conditions.

(0.25 and 0.75 [s]) and the four levels of ωinc . To maintain a sufficient middle loop margin

(ϕmidm > 30 [deg]), ωmidc must be smaller than ωinc . Furthermore, for the larger values of

τLin
, ωmidc and ϕmidm can obtain larger values with increasing Kpmid

. Higher levels of

ωinc are advantageous for the middle loop. For constant levels of ωmidc , higher inner loop

bandwidths lead to an increasing ϕmidm . Also, for the same middle loop phase margin, an

increased ωinc leads to a higher middle loop bandwidth. In Fig. E.4 a dashed and filled

box marks the iso-ωmidc lines (levels 0.5, 0.8, 1.1 and 1.4 [rad/s]) that are used for the

outer loop investigation.

Outer loop The middle loop investigation supports the benefit of an inner loop lead

that is larger than the aircraft roll subsidence lag time constant. Therefore, the outer loop

case will be discussed for the τLin
=0.75 [s]-case only. The outer loop crossover frequency

and phase margin for the sixteen combinations of the four levels of ωinc and ωmidc are

plotted in Fig. E.5 with the outer loop gain Kpout
as parameter. The outer loop crossover

frequencies and phase margins are strongly affected by ωmidc and hardly influenced by

ωinc . Only for very large values of ωoutc the influence of ωinc becomes apparent. The figure

illustrates further that, in order to maintain sufficient outer loop phase margin (ϕoutm > 30

[deg]), it can be expected that ωoutc will be smaller than ωmidc .

Effects of the aircraft velocity The inner loop aircraft roll response lag time constant

τφ decreases and the gain Kφ increases with increasing aircraft velocity (Appendix C).
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Figure E.5: The outer loop crossover frequency and phase margin as a function of the outer

loop pilot gain Kpout for four levels of the inner loop crossover frequency (legend)

and four values of the middle loop crossover frequency (insets). The diagonal arrow

shows the direction of increasing Kpout .

Hence, the pilot lead time constant τLin
can become smaller for increasing aircraft velocity,

and the pilot inner loop gain will also decrease. The finding that it is advantageous to

maintain an inner loop lead that is somewhat larger than the aircraft lag time constant,

τLin
> τφ, still holds. The middle loop aircraft gain (∼ g0

Vtas
) decreases for increasing

velocity. Because there is no reason to suspect a lower middle loop crossover frequency for

these velocity conditions, it can be expected that pilots increase their middle loop feedback

gain. A similar, but reciprocal effect can be hypothesized for the outer loop feedback. The

higher aircraft outer loop gain (∼ Vtas) for larger velocities must lead to a smaller outer

loop gain, for constant levels of the outer loop crossover frequency.

Conclusions The sensitivity study exemplifies the difficulty in examining the multi-

dimensional control situation. Although considerable freedom exists in establishing the

inner loop equalization, it is advantageous for a pilot to maintain an inner loop lead that

is greater than or equal to the aircraft roll subsidence lag time constant, i.e. τLin
≥ τφ.

This yields a sufficient phase margin interval, in which the inner loop crossover frequency

can obtain a reasonable level (≈ 2–3 [rad/s]). The inner loop lead time constant, however,

must not be chosen too high because this results in a reduction in phase margin due to the

sharp increase in the inner loop crossover frequency. The middle loop feedback benefits

from an inner loop feedback with sufficient inner loop phase margin: the inner loop lead

(and thus the phase margin) determines the freedom of the pilot to choose the middle loop

crossover frequency. A tight but well-stabilized control of the inner loop(s) is advantageous
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for the outer loops. A higher inner loop bandwidth allows a higher middle loop crossover

frequency or phase margin. The middle loop gain itself has a straightforward effect on the

middle loop feedback quantities. The same holds for the outer loop feedback, although

here the influence of the inner loop is small relative to the effects of the middle loop.

E.3 The optimal control model

E.3.1 General description of the optimal control model

The principal assumption of the OCM is that “the well-trained, well-motivated human

operator behaves in an optimal manner, subject to his inherent limitations and to the

requirements of the control task” (Kleinman et al., 1970b). The OCM is a normative

model, i.e. it prescribes what operators should do given their inherent constraints limiting

their behaviour, and the extent to which they understand the task objectives. The OCM

structure is shown in Fig. E.6. The operator task is to control a dynamic system (state x)

perturbed by external disturbances, w. The outputs of the system, y, are presented with

a display. The operator uses the information gathered about the system state to generate

a control signal, u, that maintains a system reference state, compensating for the effects of

the disturbances. The modelling through optimal control of the stationary input-output

relation of the operator has the following starting points (Kok & van Wijk, 1978):

• The system to be controlled can be described as a linear time-invariant (LTI) system.

• The system outputs are an LTI combination of the system states.

• The operator minimizes a quadratic cost functional.

• The limitations of the operator can be modelled with:

1. a single time delay τ , lumping the operator information-processing lags.

2. an observation noise vy, a Gaussian white noise signal that represents operator

uncertainties concerning the observed variables.

3. a motor noise vu, a Gaussian white noise signal that represents operator uncer-

tainties in generating the control input.

4. a neuromuscular lag τN : representing the operator neuromuscular system.

• Operators have a perfect understanding of:

– the dynamics of the system to be controlled,

– the statistics of the system disturbances,

– the relation between the observed outputs and the system state,

– the task to be performed,

– their own inherent limitations.

The separation theorem states that the optimum stochastic controller is realized by cas-

cading an optimal state estimator (LQG) with a deterministic optimal controller (LQR)

(Kwakernaak & Sivan, 1972). Hence, the OCM consists of two elements, an optimal ob-

server, a cascade combination of a Kalman filter and a predictor, that use the available
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Figure E.6: Structure of the Optimal Control Model.

information to obtain an optimal estimate of the system state, x̂, and an optimal regulator,

an optimal controller that transfers the state estimate into an optimal control signal, uc.

E.3.2 Mathematical formulation of the OCM parameters

A mathematical formulation allows a derivation of the model structure and the model

computation, for which the reader is referred to (Kleinman & Baron, 1971).

System description An LTI state description is applied:

ẋ(t) = Ax(t) +Bu(t) +Ew(t) , (E.9)

where x(t) is the (n× 1) state vector and u(t) are the ` inputs to the system. The (k× 1)

disturbance vector is defined as an independent, zero-mean, Gaussian white noise vector

with auto covariance: E{w(t)wT (t + τ )} = Wδ(τ ). It is assumed that several system

outputs are presented to the human in a continuous way via some instrument panel:

y(t) = Cx(t) +Du(t) +Hw(t) , (E.10)

with y(t) the (m× 1) observation vector representing the information set upon which the

operator bases the control actions. It is assumed that if a quantity yi is displayed, the

derivative of that quantity – ẏi – is perceived also: the observation vector contains pairs

of variables explicitly displayed to, as well as those implicitly derived by the operator.

Human limitations The inherent operator limitations are represented by: (i) a per-

ceptual time delay τ ; (ii) a neuromotor lag τN , and (iii) the observation and motor
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noise vectors vy and vu. The (m × 1) observation noise vector is defined as an indepen-

dent, zero-mean, Gaussian white noise vector with auto covariance: E{vy(t)vTy (t+ τ )} =

diag(Vy)δ(τ ). The operator perceives a delayed, noisy replica of the system outputs:

y
p
(t) = y(t− τ ) + vy(t− τ ) . (E.11)

The perceived output is processed by the operator who generates a commanded control

input uc(t) that is considered optimal for the task at hand. A motor noise vu(t) represent-

ing errors in executing the intended control movements, and the fact that the operator

has no perfect knowledge of the system output u(t), is added to uc(t):

u(t) = uc(t) + vu(t) . (E.12)

The (` × 1) motor noise vector is defined as an independent, zero-mean, 0 white noise

vector with auto covariance: E{vu(t)vTu (t+ τ )} = diag(Vu)δ(τ ).

Control task representation It is assumed that the task is reflected in the operator’s

choice of a feedback control u∗(·) that, in steady-state, minimizes the cost functional:

J(u) = E

{
m∑

i=1

qiy
2
i +

∑̀

i=1

riu
2
ci

+
∑̀

i=1

giu̇
2
ci

}

, (E.13)

conditioned on the perceived information y
p
(·). The rate of the control input is also

weighted in the cost functional, introducing a first order lag in the optimal controller

(Kleinman, Baron, & Levison, 1971). Hence, the control rate weighting matrix G is used

to include a first order representation of the neuromuscular system in the model.

E.3.3 Model parameters, outputs, solution and identification

Model parameters In order to apply the OCM the following quantities must be

defined: (i) the system parameters: the characteristics of the linear system (A, B, C, D,

E, H), and the statistics of the system disturbance (W ); (ii) the task-related parameters:

the weightings of the cost functional (Q, R); and (iii) the human response parameters

(τ , τN , Vy and Vu). The formulation of the characteristics of both the control task and

the operator in mathematical terms is difficult. First of all, the task-related parameters –

determining the balance of the model, or, equivalently, the control strategy of the operator

– are hard to define beforehand. The OCM describes the operator as an optimal controller

with respect to task-related quantities that do not necessarily relate to human-centered

optimalization strategies. Second, the operator is assumed to have perfect knowledge of

the system dynamics and the disturbance characteristics, and the OCM outputs must

therefore be considered as the best possible operator performance.

Model outputs In contrast to the structural pilot models of §E.2, the OCM is a time

domain model. Nonetheless, it provides results in both the domains. The time domain out-

puts are the variances of all signals in the closed loop, i.e. E
{
u2
i

}∣
∣
i=1,...,`

, E
{
x2
i

}∣
∣
i=1,...,n

,
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Figure E.7: Computation flow of the Optimal Control Model.

and E
{
y2
i

}∣
∣
i=1,...,m

. Due to the incorporation of the pilot remnant through the observa-

tion and motor noises, these variances allow a direct comparison with the values obtained

in the actual experiment. The frequency domain output is the multi-dimensional (`×m)

transfer function matrix H(s), relating the m pilot inputs to the ` pilot outputs. The

OCM assumes a parallel model structure: each of the operator outputs consists of the

sum of the individual loop closures of the displayed variables. The equivalent frequency

domain transfer function allows a comparison with the experimentally measured operator

describing functions (Kleinman et al., 1970b, 1971).

Model solution

Parameter initialization Typical values used for the time delay τ are 0.15–0.35 [s]

and for the neuromuscular lag τN 0.1 [s] (Kleinman et al., 1970a). The determination of

the observation and motor noise intensities Vy and Vu is difficult. (Kleinman et al., 1970b,

1970a) suggested the following procedure:

Vyi
= πρyi

E{y2
i }
∣
∣
i=1,2,...,m

and Vui
= πρui

E{u2
ci
}
∣
∣
i=1,2,...,`

(E.14)

The observation noise ratio ρyi
, defined as the noise intensity Vyi

normalized with respect

to the signal variance, has a typical value of 0.01. In other words, the normalized obser-

vation noise intensity has a power density level of -20 [dB]. The motor noise ratio ρui
,

defined similarly as ρyi
, has a typical value of 0.003. Thus, the normalized motor noise

intensity has a power density level of -25 [dB] (Kleinman et al., 1971; Baron, 1976).

Iterative OCM solution The OCM is computed in two iterations, Fig. E.7 (Thompson,

1987). First, the OCM regulator is computed. The ` diagonal elements gi of G are

computed iteratively until the lag time constants τNi
equal those defined by the user.

Second, the OCM observer is computed. The observation and motor noise ratios are

defined, and the model iteratively changes Vyi
and Vui

– resulting in different variances –

to obtain the defined ratios. In the application of the OCM in this thesis, the two iterations

are conducted with a SIMPLEX and a first order gradient algorithm, respectively (Press

et al., 1992).
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Model identification

The OCM is known to be overparameterized, i.e. it contains more parameters than neces-

sary to uniquely describe the input-output behaviour of the operator (Phatak et al., 1976;

Kok & van Wijk, 1978). Due to this over-parameterization, the complete set of model

parameters cannot be identified from experimental data alone (van Wijk & Kok, 1977).

Identification methods have only been successful for OCM structures in which a subset of

the parameter vector is either neglected (Phatak et al., 1976) or fixed (Wewerinke, 1979).

E.3.4 Allocation of attention

Theoretical background Generally, human operators allocate their mental resources

among several tasks and numerous displays. The characteristics of the displayed variables,

the control tasks and the control task objectives determine the allocation of attention

strategy of the operator. In (Baron & Levison, 1975) the effects of attention sharing are

modelled by an increase in the so-called nominal observation noise ratio ρ0 by:

ρyi
=

ρ0

fi
(i = 1, 2, . . . ,m), subject to :

i=m∑

i=1

fi = 1. (E.15)

The nominal observation noise ratio is defined as the observation noise ratio when attention

is not shared, and fi represents the fraction of attention allocated to a display variable

yi. Then, ρyi
is the observation noise ratio associated with the ith display variable when

attention is being shared. It is hypothesized that the operator divides attention among

the displayed variables in an optimal manner. Then, only the nominal level of attention ρ0

needs to be defined, and the model iteratively computes the optimal set f∗i (i = 1, . . . ,m),

yielding the observation noise ratios ρyi
for all displayed quantities (Kleinman, 1976).

Inverse optimal allocation of attention First, the m observation noise ratios ρi are

identified. Then, a set of (m+1) equations and (m+1) unknown parameters results. The

solution for the nominal level of attention is given by:

ρ0 =
1

(
1

ρ1
+

1

ρ2
+ . . .+

1

ρm

) , (E.16)

which allows a computation of the fractions of attention fi, using Eq. E.15.



Appendix F

Model identification and

validation techniques

F.1 The two-stage identification procedure

The two-stage pilot model identification procedure, a common method in human-machine

systems research and introduced in §4.2, is the subject of this appendix. The first stage of

this method is a non-parametric identification of the pilot frequency responses, discussed

in §F.2. The parameters of the pilot models are then estimated in the second stage,

described in §F.3. In §F.4 a number of miscellaneous model validation issues is treated

that accompany the application of the two-stage identification procedure in this thesis.

F.2 Stage I: Non-parametric identification

The non-parametric identification method is an instrumental variable method (IV) which

prescribes that for each pilot frequency response to be estimated an uncorrelated input

signal, a forcing function, must be inserted in the closed loop (van Lunteren, 1979). In

the aircraft-control applications of this thesis, it is hypothesized that pilots feed back

the aircraft attitude (inner loop), flight-path (middle loop) and position (outer loop).

Hence, to identify these three loop closures with the IV-method, three forcing functions

must be applied. In §4.2, however, it was stated that in most cases only two forcing

functions can be inserted, and that the middle and outer loop closures must be estimated

simultaneously. The intricacies of this assumption are discussed in §F.4.4. In this section,

a generic identification method is discussed that can be applied for all non-parametric

identification issues in this thesis, focusing on three cases:

• The identification of a pilot model with two input signals and one output signal

(2 × 1), a method applied in almost all identification efforts (§F.2.1 and §F.2.2).
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Figure F.1: The general situation of a parallel pilot model with two input signals and one output

signal in a disturbance task.

• The identification of a pilot model with three input signals and one output signal

(3 × 1), a method that was used in Chapter 9 (§F.2.3).

• The identification of a pilot model with four input signals and two output signals

(4 × 2), a method that was used in the dual-axis tasks of Chapter 6 (§F.2.4).

A further categorization applied in the discussion is that the structure of the pilot model

can be either a parallel or a serial model structure (§4.2).

F.2.1 The (2 × 1) parallel model

The identification procedure developed in (van Paassen, 1994) will be briefly summarized

below, a summary that facilitates the discussion of the new applications of this method

developed in this thesis, reported in §F.2.2 to F.2.4.

Definition of the situation Fig. F.1 shows a general parallel pilot model with two

input signals and one output signal in a disturbance task. The linear part of pilot control

behaviour is characterized by the describing functions Hp
px

and Hp
py

that give the con-

tribution to the control signal u resulting from the feedback of the inner and outer loop

system outputs x and y, respectively. The non-linear part of pilot control behaviour is

characterized by the remnant n. Two forcing functions are applied: i1 (at frequencies

νi1 = k1ν0) and i2 (at frequencies νi2 = k2ν0) with ν0 the ground frequency (Chapter 4).

Estimation of the describing functions The measurable signals in the loop (u, x and

y) are discrete-Fourier transformed. For all frequencies νk the following expression holds:1

U(νk; ζ) = −Hp
px

(νk)X(νk; ζ)−Hp
py

(νk)Y (νk; ζ) +N(νk; ζ), (F.1)

an expression that can be examined at an arbitrary frequency ν1j
(j = 1 . . .Nf ) of i1:

U1 = −Hp
px

(ν1j
)X1 −Hp

py
(ν1j

)Y1 +N1, (F.2)

where U1, X1, Y1 and N1 are defined as the discrete-Fourier coefficients of these signals at

the frequencies ν1j
. It is assumed that at these frequencies the contribution of the noise N1

1Here, and in the following, a ζ indicates that a variable is a realisation of a stochastic process.
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to the signal U1 is small relative to the other contributions and can be neglected, yielding

one equation with two unknowns at frequencies ν1j
. A second equation can be obtained by

linear interpolation of the signals from the neighbouring frequencies ν2j
, where the second

forcing function i2 is acting (van Paassen, 1994). For example:

Ũ2 =
ν2j+1

− ν1j

ν2j+1
− ν2j

U(ν2j
; ζ) +

ν1j
− ν2j

ν2j+1
− ν2j

U(ν2j+1
; ζ), (F.3)

where a ˜ is used to indicate that a variable is obtained by interpolation. The X̃2, Ỹ2,

and Ñ2 signals are computed similarly, resulting in the second equation for the unknown

describing functions at frequencies ν1j
:

Ũ2 = −Hp
px

(ν1j
)X̃2 −Hp

py
(ν1j

)Ỹ2 + Ñ2. (F.4)

Again, it is assumed that at these frequencies the contribution of the interpolated noise

Ñ2 to the signal Ũ2 is small and can be neglected. Then, a set of two equations with two

unknowns is obtained, at frequencies ν1j
:

(

U1

Ũ2

)

= −
(

X1 Y1

X̃2 Ỹ2

)(

Hp
px

(ν1j
)

Hp
py

(ν1j
)

)

. (F.5)

Solving this set leads to expressions for the estimated pilot frequency responses at the Nf
frequencies ν1j

of i1:

Ĥp
px

(ν1j
; ζ) =

U1Ỹ2 − Y1Ũ2

X̃2Y1 − Ỹ2X1

; and Ĥp
py

(ν1j
; ζ) =

X1Ũ2 − U1X̃2

X̃2Y1 − Ỹ2X1

. (F.6)

The same holds for the describing function estimations at the Nf frequencies ν2j
of i2:

Ĥp
px

(ν2j
; ζ) =

Ũ1Y2 − Ỹ1U2

X2Ỹ1 − Y2X̃1

; and Ĥp
py

(ν2j
; ζ) =

X̃1U2 − Ũ1X2

X2Ỹ1 − Y2X̃1

, (F.7)

with U2, X2 and Y2 the Fourier coefficients of the signals u, x and y at frequencies ν2j
,

and Ũ1, X̃1 and Ỹ1 their Fourier coefficients interpolated from frequencies ν1j
.

Summarizing, the procedure leads to an estimation of the describing functions Hp
px

and

Hp
py

at the 2Nf frequencies νi1 and νi2 of the two forcing functions. The main assumption

is that at these two frequency sets the contribution of the noise to a particular signal is

small relative to the contribution of the other signals. The consequences of this assumption

for the bias and variance of the estimation are considered next.

Computation of the bias and variance in the estimation A procedure for obtaining

analytical expressions of the bias and variance in single-axis tasks has been reported (van

Lunteren, 1979). The method was extended to the case of two-input signals in (van

Paassen, 1994). The first step in this procedure is to obtain expressions for all signals in

the loop (u, x and y) in terms of the signals inserted into the loop (n, i1 and i2). Then

the frequencies νa (a ∈ k1) at which forcing function i1 is acting are selected. At these

frequencies the signals U , Y and X are expressed in terms of the injected noise N (referred

to as N1) and the disturbance signal I1. The same holds for the frequencies νb (b ∈ k2)
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at which i2 is acting. Substituting the resulting sets of equations into Eq. F.6 yields the

following expressions for the estimated describing functions (noting U(νk; ζ) as U , etc.,

for brevity) (van Paassen, 1994):

Ĥp
px

= Hp
px

−
(

Hp
px

+
1

Hc1

)(
N1

I1 +N1

)

− N1N2

I2 (I1 +N1)
+
N2

I2
; (F.8)

Ĥp
py

= Hp
py

−Hp
py

(
N1

I1 +N1

)

+
N1N2

Hc2I2 (I1 +N1)
− N2

Hc2I2
. (F.9)

These equations express the estimated describing functions, Ĥp
px

and Ĥp
py

, in terms of the

true describing functions Hp
px

and Hp
py

, the controlled system dynamics Hc1 and Hc2 , and

the Fourier coefficients of the forcing functions I1 and I2 and the noise signals N1 and

N2. The Fourier coefficients of these noise signals are not known: they are assumed to be

uncorrelated with zero means (van Lunteren, 1979).

Bias in the estimates The bias of an estimator θ̂ is defined as: Bias
(

θ̂
)

= E
{

θ̂ − θ
}

(Papoulis, 1991). Applying this formula for Eqs F.8 and F.9 results in:

Bias
(

Ĥp
px

)

= E

{

− N1N2

I2 (I1 +N1)
−
(

Hp
px

+
1

Hc1

)
N1

I1 +N1
+
N2

I2

}

;

Bias
(

Ĥp
py

)

= E

{
N1N2

Hc2I2 (I1 +N1)
−Hp

py

N1

I1 +N1
− N2

Hc2I2

}

.

Because N1 and N2 are assumed zero-mean and uncorrelated, the first and third terms at

the right-hand side of both the equations are zero. The expected values of the second terms

in both the equations, however, are not zero, and contribute to a bias in the estimates:

Bias
(

Ĥp
px

)

= −
(

Hp
px

+
1

Hc1

)

E

{
N1

I1 +N1

}

; (F.10)

Bias
(

Ĥp
py

)

= −
(

Hp
py

)

E

{
N1

I1 +N1

}

. (F.11)

In both the equations an expectation expression emerges, referred to as E1, the computa-

tion of which involves the integration of the quotient of a complex stochastic variable and

that same variable added to a deterministic variable. It is shown that this expectation

can be computed as, at frequencies of i1, (van Lunteren, 1979):

E1(ν1j
; ζ) = E

{
N1(ν1j

; ζ)

I1(ν1j
) +N1(ν1j

; ζ)

}

= e−r1(ν1j
;ζ), (F.12)

where r1 depicts the signal-to-noise ratio, defined as the quotient of the power of the de-

terministic input signal I1 and the power of the stochastic noise signal N1, at frequencies

ν1j
of the input signal I1 (van Paassen, 1994), see §F.2.5. For a practical calculation of

the bias, the estimated frequency responses Ĥp
px

and Ĥp
py

of Eq. F.6 are substituted for

the unknown describing functions Hp
px

and Hp
py

.

Variance in the estimation of
∣
∣
∣Ĥp

px

∣
∣
∣ The variance is defined as (Papoulis, 1991):

Var
(

θ̂
)

= E

{(

θ̂ − θ
)2
}

−
(

Bias
(

θ̂
))2

.
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Table F.1: The calculation of the bias and variance of the estimated pilot frequency responses

for the (2 × 1) parallel model.

Ĥp
px

Bias −
(

Ĥp
px

+ 1
Hc1

)

E1 (F.16)

Var|·|
∣
∣
∣Ĥp

px
+ 1
Hc1

∣
∣
∣

2 (
E2 − E12

)
+ 1
r2 (1 − 2E1 + E2) (F.13)

Ĥp
py

Bias −
(

Ĥp
py

)

E1 (F.17)

Var|·|
∣
∣
∣Ĥp

py

∣
∣
∣

2 (
E2 − E12

)
+ 1

|Hc2 |2r2
(1 − 2E1 + E2) (F.18)

Applying this formula for Eq. F.8 yields (van Paassen, 1994):

Var
(∣
∣
∣Ĥp

px

∣
∣
∣

)

=

∣
∣
∣
∣
Ĥp
px

+
1

Hc1

∣
∣
∣
∣

2

E

{

N2
1

(I1 +N1)
2

}

+
1

r̃2

[

1 − 2E

{
N1

(I1 +N1)

}

+E

{

N2
1

(I1 +N1)
2

}]

−
∣
∣
∣Bias

(

Ĥp
px

)∣
∣
∣

2

. (F.13)

The expected value of the first and fourth terms on the right-hand side of this equation

can not be computed, since this would result in an integral with a solution of infinity.

However, if a chance ε is accepted that the variance is underestimated this expectation,

referred to as E2, can be computed with, at frequencies of i1 (van Lunteren, 1979):

E2(ν1j
; ζ) = E

{

N2
1 (ν1j

; ζ)
(
I1(ν1j

) +N1(ν1j
; ζ)
)2

}

= e−r1+δ + e−r1−δ − 1 + r1

∫ r1

δ

ep−r1

p
dp+ r1e

−r1
∫ ∞

δ

e−p

p
dp, (F.14)

where ε (= 2e−r1 sinh(δ)) depicts the probability introduced above (usually, ε is set at 1%).

In Eq. F.13 a second signal-to-noise ratio emerges, r2, that is defined as the quotient of

the power of the deterministic input signal I2 and the power of the stochastic noise signal

N2, at frequencies ν2j
of the input signal i2. The ˜ indicates that it is an interpolated

SNR, a fact that will be discussed in §F.2.5.

Variance in the estimation of 6 Ĥp
px

The variance of the estimate of 6 Ĥp
px

can be

approximated with, at frequencies of i1 (van Paassen, 1994):

Var
(

6 Ĥp
px

)

(ν1j
; ζ) ≈

Var
(∣
∣
∣Ĥp

px

∣
∣
∣

)

(ν1j
; ζ)

∣
∣
∣Ĥp

px
(ν1j

; ζ)
∣
∣
∣

2 . (F.15)

The variance in the estimation of
∣
∣
∣Ĥp

py

∣
∣
∣ and 6 Ĥp

py
can be conducted in a similar manner.
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Figure F.2: The expectation quantities E1 and E2 as a function of the signal-to-noise ratio r1.

E2 is shown for three values of the probability variable ε (Eq. F.14).

Summary of the estimation method The describing functions Hp
px

and Hp
py

can be

estimated at the set of frequencies of forcing functions i1 and i2 with Eq. F.6. The bias

and variance of these estimated frequency responses can be computed analytically using

Eqs F.16-F.17 and Eqs F.13-F.18, respectively (Table F.1). The bias and variance terms

are mainly a function of the signal-to-noise ratios r1 and r2. Especially the signal-to-noise

ratio r1, determining the values for the expectations E1 and E2, is important (van Paassen

& Mulder, 1998a). Figs F.2(a) and F.2(b), illustrating these expectations as a function of

the signal-to-noise ratio r1, show that when r1 is large enough (>5), the variance and bias

terms become small. Whereas the signal-to-noise ratio r2 does not affect the bias terms,

it is important in the computation of the variance terms. Because the system dynamics

(Hc1 and Hc2) are generally low-pass, Eq. F.18 shows that the estimation variance of the

outer loop describing function Hp
py

can be expected to increase for the larger frequencies.

It is clear that, in the design of the input signals, see §F.2.6, the goal should be to achieve

large signal-to-noise ratios in the frequency range of interest.

F.2.2 The (2 × 1) serial model

Definition of the situation A general serial pilot model with two input signals and

one output signal in a disturbance task is shown in Fig. F.3.

Estimation of the describing functions All measurable signals in the loop (u, x and

y) are discrete-Fourier transformed. Similar to the discussion of the (2× 1) parallel model

expressions can be derived for the estimation of the two describing functions:

Ĥs
px

(ν1j
; ζ) =

U1Ỹ2 − Y1Ũ2

X̃2Y1 − Ỹ2X1

; and Ĥs
py

(ν1j
; ζ) =

Ũ2X1 − X̃2U1

U1Ỹ2 − Y1Ũ2

, (F.19)
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Figure F.3: The general situation of a serial pilot model with two input signals and one output

signal in a disturbance task.

with U1, X1 and Y1 the Fourier coefficients of the signals u, x and y at frequencies ν1j

and Ũ2, X̃2 and Ỹ2 their Fourier coefficients interpolated from frequencies ν2j
. Similar

expressions can be derived for the two estimated describing functions at frequencies of i2.

Computation of the bias and variance First, all signals in the closed loop are de-

scribed in terms of the signals that are inserted in the loop. These equations are then

evaluated at the frequencies of i1 and i2 after which they can be substituted in Eq. F.19.

The following expressions can be obtained for the estimated describing functions:

Ĥs
px

= Hs
px

−
(

Hs
px

+
1

Hc1

)(
N1

I1 +N1

)

− N1N2

I2 (I1 +N1)
+
N2

I2
; (F.20)

Ĥs
py

= Hs
py

−

(

Hc1I1 +Hs
py
Hc2Hc1I1

)

N2 −
(

Hs
py
Hc2I2

)

N1

Hc2

((
Hs
px
Hc1I1I2

)
+
(
Hc1I1

)
N2 −

(
I2
)
N1

) . (F.21)

These equations express the estimated frequency responses Ĥs
px

and Ĥs
py

, in terms of the

true describing functions Hs
px

and Hs
py

, the controlled system dynamics Hc1 and Hc2 , and

the Fourier coefficients of the forcing functions I1 and I2 and the noise signals N1 and N2.

The estimation of Hs
px

is identical to the estimation of Hp
px

, Eq. F.8, and the bias and

variance of this estimated frequency response can be computed in the same way as for the

inner loop frequency response of the parallel pilot model (Eqs F.16, F.13 and F.15). No

analytical expressions can be derived, however, for the computation of the bias and variance

for the estimate of the outer loop describing function Hs
py

. An analytic computation of

the expectation of Eq. F.21 implies the integration of the expression multiplied with the

joint probability density function of N1 and N2. This integral can be solved analytically

when the contributions of N1 and N2 to this integral are separated, which is impossible

because both N1 and N2 are present in the denominator.

Concluding remarks The frequency responses Hs
px

and Hs
py

of the (2 × 1) serial

pilot model can be estimated using Eq. F.19. The bias and variance can be computed

analytically only for the estimated inner loop frequency response, a computation that

is the same as for the (2 × 1) parallel model. The bias and variance of the estimated

outer loop describing function can not be computed analytically. These quantities must
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Figure F.4: The general situation of a parallel pilot model with three input signals and one

output signal in a disturbance task.

then be estimated from the experimental data, substantially increasing the number of

measurements. These difficulties also hold for the application of serial pilot models with

more than two input signals, and it was concluded to apply only parallel models for

identification purposes. This exemplifies the advantage of using a parallel pilot model

structure from an identification point of view.

F.2.3 The (3 × 1) parallel model

Definition of the situation A general parallel pilot model with three input signals

and one output signal in a disturbance task is shown in Fig. F.4. Three forcing functions

are applied: i1 (at frequencies νi1 = k1ν0), i2 (νi2 = k2ν0) and i3 (νi3 = k3ν0).

Estimation of the describing functions All signals in the loop (u, x, y and z) are

discrete-Fourier transformed. Through interpolation a set of three equations can be ob-

tained for the three unknown describing functions, at frequencies of i1:





U1

Ũ2

Ũ3




 = −






X1 Y1 Z1

X̃2 Ỹ2 Z̃2

X̃3 Ỹ3 Z̃3











Hp
px

(ν1j
)

Hp
py

(ν1j
)

Hp
pz

(ν1j
)




 . (F.22)

The same holds for the estimation of the three describing functions at the frequencies of

signals i2 and i3. For these estimations the Fourier coefficients need to be interpolated

from νi1 and νi3 to νi2 and from νi1 and νi2 to νi3 , respectively. The procedure yields an

estimation of the pilot describing functions Hp
px

, Hp
py

and Hp
pz

at the frequencies νi1 , νi2
and νi3 of the three forcing function signals, i.e. at 3Nf frequencies.

Computation of the bias and variance in the estimation The following equations

can be obtained for the estimated describing functions (skipping νk and ζ):

Ĥp
px

= Hp
px

−
(

Hp
px

+
1

Hc1

)(
N1

I1 +N1

)

− N1N2

I2 (I1 +N1)
+
N2

I2
; (F.23)
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Table F.2: The calculation of the bias and variance of the estimated pilot frequency responses

for a (3 × 1) parallel model.

Ĥp
px

Bias −
(

Ĥp
px

+ 1
Hc1

)

E1 (F.26)

Var|·|
∣
∣
∣Ĥp

px
+ 1
Hc1

∣
∣
∣

2 (
E2 − E12

)
+ 1
r2 (1 − 2E1 + E2) (F.27)

Ĥp
py

Bias −
(

Ĥp
py

)

E1 (F.28)

Var|·|
∣
∣
∣Ĥp

py

∣
∣
∣

2 (
E2 − E12

)
+

(

1
r3 + 1

|Hc2 |2r2

)

(1 − 2E1 + E2) (F.29)

Ĥp
pz

Bias −
(

Ĥp
pz

)

E1 (F.30)

Var|·|
∣
∣
∣Ĥp

pz

∣
∣
∣

2 (
E2 − E12

)
+ 1

|Hc3 |2r3
(1 − 2E1 + E2) (F.31)

Ĥp
py

= Hp
py

−Hp
py

(
N1

I1 +N1

)

− N2I1
Hc2I2 (I1 +N1)

− I1N3

I3 (I1 +N1)
; (F.24)

Ĥp
pz

= Hp
pz

−Hp
pz

(
N1

I1 +N1

)

+
N1N3

Hc3I3 (I1 +N1)
− N3

Hc3I3
. (F.25)

The bias and variance terms can be computed similar as in §F.2.1, yielding expressions of

Table F.2. Here, a third signal-to-noise ratio emerges, r3, that is defined as the quotient of

the power of the deterministic input signal I3 and the power of the stochastic noise signal

N3, at frequencies ν3j
of the input signal i3. Again, the estimation bias and variance

terms are mainly a function of the signal-to-noise ratios r1, r2 and r3. Although r2 and r3
have no effect on the bias of the estimates, they must be large enough to allow a proper

identification of the middle and outer loop frequency responses, Eqs F.29- F.31.

F.2.4 The (4 × 2) parallel model

Definition of the situation A general two-axis dual-loop disturbance task is illustrated

in Fig. F.5. In this task the pilot controls two channels simultaneously, with two parallel

feedback loops and two cross-feeds in each channel, resulting in a pilot model with four

input and two output signals. To estimate the pilot describing functions, four independent

forcing functions (i1, i2, i3 and i4) must be inserted in the closed loop.

Estimation of the frequency responses At an arbitrary frequency νk the following

expressions hold (Fig. F.5):

U1(νk; ζ) = −Hp
px11

(νk)X
1(νk; ζ)−Hp

py11
(νk)Y

1(νk; ζ)

−Hp
px21

(νk)X
2(νk; ζ)−Hp

py21
(νk)Y

2(νk; ζ) +N1(νk; ζ);
(F.32)
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signals in a two-axis disturbance task. Two control channels can be distinguished

that are controlled with two (2 × 1) parallel sub-models. The interference between

both the channels is represented by the four cross-feeds.

U2(νk; ζ) = −Hp
px12

(νk)X
1(νk; ζ)−Hp

py12
(νk)Y

1(νk; ζ)

−Hp
px22

(νk)X
2(νk; ζ)−Hp

py22
(νk)Y

2(νk; ζ) +N2(νk; ζ).
(F.33)

Two equations are obtained with eight unknowns. Similar as before, the expressions are

evaluated at frequencies of the forcing function signals i1 to i4, where the contribution of

the noise signals can be neglected. Interpolation of the Fourier coefficients yields a set of

eight equations with eight unknowns for all 4Nf frequencies of the four forcing functions.

E.g., at frequencies of forcing function i1 the following set of equations holds:








U1
1 U2

1

Ũ1
2 Ũ2

2

Ũ1
3 Ũ2

3

Ũ1
4 Ũ2

4








= −








X1
1 Y 1

1 X2
1 Y 2

1

X̃1
2 Ỹ 1

2 X̃2
2 Ỹ 2

2

X̃1
3 Ỹ 1

3 X̃2
3 Ỹ 2

3

X̃1
4 Ỹ 1

4 X̃2
4 Ỹ 2

4















Hp
px11

(ν1j
) Hp

px12
(ν1j

)

Hp
py11

(ν1j
) Hp

py12
(ν1j

)

Hp
px21

(ν1j
) Hp

px22
(ν1j

)

Hp
py21

(ν1j
) Hp

py22
(ν1j

)







. (F.34)

Solving this set of equations leads to estimates of the four parallel feedback loops and the

four crossfeeds at the four sets of frequencies of the four forcing functions.

Computation of the bias and variance Expressions can be derived for the estimated

frequency responses in terms of the true frequency responses and the properties of the

other elements in the closed loop. These expressions, however, do not allow an analytic

computation of the bias and variance of the estimates, for similar reasons as discussed

in §F.2.2, i.e. the contributions of the noise signals N1 and N2 can not be disentangled.
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The bias and variance terms can only be computed by numerically evaluating a set of C8

complex integrals, which is beyond the scope of this thesis.

Concluding remarks The frequency responses of the four feedback loops and the four

cross-feeds can be estimated from the measured data by solving Eq. F.34. The bias and

variance of these estimates, however, cannot be computed analytically. It can be shown

that this setback is true for any control task involving more than one control axis.

F.2.5 The signal-to-noise ratio SNR

Computation of the signal-to-noise ratios The signal-to-noise ratio r1 is defined in

§F.2.1 as the quotient of the variances of I1 andN1 at frequencies νi1 of the forcing function

i1. The unknown power of the stochastic noise signal is substituted by the experimentally

determined variance of this signal, s2N1
, resulting in (van Paassen, 1994):

r1(ν1j
; ζ) =

∣
∣I1(ν1j

)
∣
∣
2

s2N1
(ν1j

; ζ)
, (F.35)

where s2N1
can be computed with (assuming a (2 × 1) parallel model structure):

s2N1
(ν1j

; ζ) = s2UN1
(ν1j

; ζ)
∣
∣
∣1 + Ĥp

px
(ν1j

; ζ)Hc1(ν1j
) + Ĥp

py
(ν1j

; ζ)Hc2(ν1j
)Hc1(ν1j

)
∣
∣
∣

2

.

Here, s2UN1
represents the averaged power of the pilot input signal at the neighbouring

frequencies of ν1j
(van Paassen, 1994):

s2UN1
(ν1j

; ζ) =
1

5

m=k1j
+3

∑

m=k1j
−3

m 6∈k
1

,m 6∈k
2

|U(νm; ζ)|2. (F.36)

To allow a computation of this estimated variance there need to be a sufficient number

of frequencies on both the sides of a forcing function frequency ν1j
that is not a member

of the two frequency sets νi1 and νi2 . The same holds for the signal-to-noise ratio r2 at

frequencies ν2j
and, for a (3 × 1) parallel model, for r3 at frequencies ν3j

.

Interpolation of the signal-to-noise ratios For the (2 × 1) parallel model structure,

the pilot describing functions are estimated at both the sets of frequencies νi1 and νi2 .

Until now, the bias and variance of the estimates have been computed only at frequencies

belonging to the set of i1. To compute these quantities at frequencies of the second

forcing function signal i2, one can simply substitute the frequency components of ν2j
for

those of ν1j
in the formulas. The signal-to-noise ratios, however, are defined only at their

corresponding frequencies, i.e. r1 at ν1j
and r2 at ν2j

. Therefore, estimates are required

for the signal-to-noise ratio r1 at frequencies of i2 and for r2 at frequencies of i1. The

interpolated signal-to-noise ratio r1 at frequencies ν2j
is then defined as:

r̃1(ν2j
; ζ) =

∣
∣
∣Ĩ1(ν2j

)
∣
∣
∣

2

s̃2N1
(ν2j

; ζ)
, (F.37)
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with Ĩ1 the interpolated Fourier coefficient of the forcing function I1 and s̃2N1
the inter-

polated estimate of the variance of noise signal N1. The same holds for the interpolated

signal-to-noise ratio r2 at frequencies ν1j
.

F.2.6 Design rules for forcing function signals

The type and definition of the forcing function signals have been addressed in §4.2. The

number of forcing functions that is applied in the control tasks of this thesis is 2 (X1–X4)

or 3 (X5). They are each defined as a sum of sinusoids that have power at a limited set

of frequencies, Eq. 4.1. As has been discussed in Chapter 4, there are several constraints

on the use of the forcing function signals and their design is an important issue. Some

guidelines are given here (van Paassen & Mulder, 1998a).

An important constraint is that the amount of energy that can be inserted in the closed

loop is limited. Therefore, one should be economical in choosing: (i) the number of forcing

functions; (ii) the number of frequencies per forcing function (Nf ), and (iii) the distribution

of the energy over the amplitudes of a forcing function. With a limited amount of energy

an increase in any one of these variables automatically leads to a decrease in one of the

others. The design should lead to a balanced insertion of energy that properly excites the

elements of the system to be identified at the frequency range of interest.

The choice of the forcing function frequencies (i.e. νi1) is determined by the demand that

they cover the frequency range of interest. Generally a logarithmic separation between

frequencies suffices. Although not necessary, a common procedure is to choose the various

frequency components k1j
in such a way that they cannot be an integer multiple of other

frequency components of that or any other forcing function signal. Furthermore, to reduce

the errors made in the various interpolations, Eq. F.3, the frequencies of the different

forcing function signals should be close together. In general, it is attempted to put the

pairs of frequencies next to each other, e.g. ki2 = 1+ki1 . Finally, to allow an estimation of

the variance of the noise signal near a particular frequency of a forcing function, Eq. F.36,

there should be enough frequency components that are not used by a forcing function.

Since all discrete frequencies are an integer multiple of the ground frequency ν0, choosing

the right frequency components is especially problematic in the low-frequency range.

Generally, for the shaping filter of the forcing function signals, determining the division

of the signal power over the set of frequencies, a first or second order low-pass filter can

be used. The bandwidth of the shaping filters should not be chosen too high, for this

could result in crossover regression effects (McRuer & Jex, 1967). In the situation of a

disturbance task, special notice should be taken of the attenuating effects of the system

dynamics following the insertion of a forcing function. These effects can be reduced by

compensating for these dynamics by pre-multiplying the shaping filter with the inverse of

(part of) the aircraft dynamics, §4.5.1.
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F.3 Stage II: Parametric identification

The parameter estimation techniques applied in this thesis are essentially optimization

problems: a criterion is minimized that quantifies the mismatch between the modelled and

measured data, Eq. 4.2. The minimization criteria and algorithms are discussed in §F.3.1

and §F.3.2, respectively. In this thesis a method is developed which allows the uncertainty

in the estimated parameters to be computed with the Cramer-Rao lower bound, §F.3.3.

The discussion will be limited to the case of two forcing functions.

F.3.1 Definition of criteria

The frequency domain criterion JF JF is a weighted least-squares (LS) criterion that

quantifies the mismatch between the measured frequency responses (Ĥp
px

(νk; ζ), Ĥ
p
py

(νk; ζ))

and the frequency responses of the model (H̃p
px

(νk; θ), H̃
p
py

(νk; θ)):

JF (θ) =
1

2Nf

k=2Nf∑

k=1







∣
∣
∣Ĥp

px
(νck

; ζ) − H̃p
px

(νck
; θ)
∣
∣
∣

2

σ̂2

|Ĥp
px |(νck

; ζ)
+

∣
∣
∣Ĥp

py
(νck

; ζ) − H̃p
py

(νck
; θ)
∣
∣
∣

2

σ̂2

|Ĥp
py |(νck

; ζ)







.

(F.38)

Here, νc is defined as the combined set of frequencies of i1 and i2 (νc = νi1 ∪ νi2). In JF
the mismatch in modelling an estimated frequency response at a frequency νck

is weighted

by the estimated variance of that frequency response at that particular frequency. Thus,

when the uncertainty in the estimation at a certain frequency is large, the error in matching

this estimation does not contribute heavily to the cost function (and vice versa).

The time domain criterion JT Repeating an experimental condition yields an array

of STDs of a particular variable, §4.4. The statistics, i.e. the estimated mean µ̂σ(ζ) and

standard deviation σ̂σ(ζ)), of these arrays of STDs can then be used to compute JT :

JT (θ) =
1

Nv

j=Nv∑

j=1

(
µ̂σj

(ζ) − σ̃j(θ)
)2

σ̂2
σj

(ζ)
, (F.39)

with Nv the number of time domain variables and σ̃j the STD of a particular variable

according to the model. Again, the criterion weights the mismatch in modelling a variable

with the uncertainty in experimentally measuring that particular variable.

Combining the frequency and time domain criteria The application of a pilot model

generally results in model outputs in the time domain as well as in the frequency domain.

Although the data in both the domains are equivalent, the uncertainties in experimentally

measuring them can be different. This could lead to a situation in which a criterion

in one domain is insensitive to changing an element of the parameter vector, whereas

the criterion in the other domain is not. Methods have been investigated that optimize

a criterion function that operates in both domains. A two-step approach is developed.
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First, the optimization is conducted in each domain separately, yielding minima for JF
(J∗
F for parameter θF ) and JT (J∗

T for parameter θT ). Second, these minima are used as

weighting factors to scale the contributions of both the criterions to the total criterion.

Two definitions of the latter criterion were used:

1. Normalize the contributions of the criteria in both the domains with their minima:

J1
FT (θ) = λ

JF (θ)

J∗
F (θF )

+ (1 − λ)
JT (θ)

J∗
T (θT )

. (F.40)

2. Normalize the relative contributions of the criteria with respect to their minima:

J2
FT (θ) = λ

JF (θ) − J∗
F (θF )

JF (θT ) − J∗
F (θF )

+ (1 − λ)
JT (θ) − J∗

T (θT )

JT (θF ) − J∗
T (θT )

. (F.41)

For both the criterion functions the weighting factor λ was set to 0.5. The criterion func-

tions J1
FT and J2

FT could be used well for the OCM and the MLM modelling approaches,

respectively. This can be attributed to the fact that for the MLMs the time domain

criterion in general was not convex, i.e. JT could be minimized to very small values.

F.3.2 Criterion minimization procedures

Numerous algorithms are available for the minimization of a criterion function that de-

pends on a set of variables. The SIMPLEX and BFGS optimization schemes are applied in

this thesis. The downhill simplex method (Nelder-Mead) is a slow but robust minimization

algorithm that does not require any derivative calculations. The BFGS (Broyden-Fletcher-

Goldfarb-Shanno) algorithm is a quasi-Newton or variable metric method that resembles

the Fletcher-Powell scheme (Press et al., 1992). The two optimization schemes were used

in conjunction. First, the SIMPLEX method was applied to obtain a robust initial es-

timate of the parameter vector. Then, the BFGS algorithm was used to compute the

final estimate. This procedure was generally repeated 3 to 5 times, with different initial

conditions of the parameter vector, to increase the chance that a global rather than a local

minimum was found. The minimization itself was implemented as a optimization problem

with constraints, i.e. θmin < θ < θmax, preventing that elements of the parameter vector

obtained values that were out of range.

F.3.3 The Cramer-Rao lower bound

When a criterion J(θ) is minimized an estimate θ̂ of the true parameter vector θ0 is

obtained. The covariance of this estimate can be computed using the Cramer-Rao lower

bound, Eq. 4.3, defined as the inverse of the Fisher information matrix, Eq. 4.4. In this

thesis, a method is derived that allows a computation of the Fisher information matrix
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for the use of a frequency domain criterion JF , at the hand of (Klein, 1989).

Computation of the Fisher information matrix The derivation starts with defining

the frequency domain criterion for a SISO estimated frequency response Ĥp(νk; ζ):

J(θ) =
1

Nf

k=Nf∑

k=1

∣
∣
∣Ĥp(νik ; ζ)− H̃p(νik ; θ)

∣
∣
∣

2

σ2

|Ĥp|(νik ; ζ)
, (F.42)

with θ the (m× 1) parameter vector, H̃p(νik ; θ) the frequency response of the model and

σ2

|Ĥp|(νik ; ζ) the variance in the estimated frequency response. A complex error signal e is

defined as: e(νik ; θ) = Ĥp(νik ; ζ) − H̃p(νik ; θ). It is assumed that, after the minimization

of the criterion, e is a zero-mean Gaussian white noise signal. Substituting e in Eq. F.42,

and differentiating this expression twice with respect to θ, yields:2

∂2J(θ)

∂θ∂θT
= − 2

Nf
Re







k=Nf∑

k=1





(
∂2

∂θ∂θT
H̃p(νik ; θ)

)
1

σ2

|Ĥp|(νik ; ζ)
e∗(νik ; θ)

−
(
∂

∂θ
H̃p(νik ; θ)

)
1

σ2

|Ĥp|(νik ; ζ)

(
∂

∂θ
H̃p(νik ; θ)

)∗









, (F.43)

where ∗ depicts the complex conjugate transpose. Taking the expectation of Eq. F.43 leads

to the Fisher information matrix Mθθ. Because e is assumed to be zero-mean Gaussian

white noise, the first term on the right-hand side of Eq. F.43 becomes zero, giving:

Mθθ =
2

Nf
Re







k=Nf∑

k=1

S(νik ; θ)
1

σ2

|Ĥp|(νik ; ζ)
S∗(νik ; θ)






, (F.44)

with S(νik ; θ) = ∂
∂θ
H̃p(νik ; θ) the sensivity function (∈ Cm), which can be computed using

a symmetrized or balanced finite difference method (Press et al., 1992):

S`(νik ; θ) =
∂H̃p(νik ; θ)

∂θ`
≈ H̃p(νik ; θ + 4θ`) − H̃p(νik ; θ −4θ`)

2 4 θ`
, (F.45)

for ` = (1 . . .m) with 4θ` = [0 . . .0 4 θ` 0 . . . 0]
T
, resulting in:

S(νik ; θ) =
(
S1(νik ; θ) . . . Sm(νik ; θ)

)T
. (F.46)

The Cramer-Rao lower bound can be computed by inverting the Fisher information matrix.

Extending the computation to more than one frequency response The method

derived above can be extended in a straightforward manner to the situation with two esti-

mated frequency responses, or more. Consider the situation for two frequency responses,

where JF is a summation of the contributions of the mismatch in modelling the estimated

2It is assumed that derivatives with respect to θ are deterministic.
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inner and outer loop frequency responses Ĥp
px

and Ĥp
py

, respectively (Eq. F.38). Following

the same procedure as above leads to the Fisher information matrix:

Mθθ =
2

2Nf
Re







k=2Nf∑

k=1

Sx(νck
; θ)

1

σ2

|Ĥp
px |(νck

; ζ)
S∗
x(νck

; θ)







+
2

2Nf
Re







k=2Nf∑

k=1

Sy(νck
; θ)

1

σ2

|Ĥp
py |(νck

; ζ)
S∗
y(νck

; θ)






, (F.47)

with the two sensitivity functions Sx and Sy defined similarly as above.

F.4 Miscellaneous topics in model validation

F.4.1 The relative noise ratio RNR

The insertion of deterministic forcing function signals in the closed loop with power at a

limited set of frequencies has some advantages. As has been discussed in Chapter 4, it

can be hypothesized that most of the power of an arbitrary signal in the closed loop at

the frequency sets νi is due to the forcing functions. At all other frequencies the power

of those signals can only result from the pilot’s noise signal n. The relative noise ratio

(RNR) is a useful quantity that allows the computation of the relative contribution of the

pilot noise to a signal’s variance at such a particular set of frequencies:

RNR(u; i1) =

∑j=N/2
j=1 |U(νj ; ζ)|2 −

∑j=Nf

j=1

∣
∣
∣U(νk1j

; ζ)
∣
∣
∣

2

∑j=N/2
j=1 |U(νj ; ζ)|2

. (F.48)

Here, RNR(u;i1) depicts the RNR of signal u, computed for the set of frequencies of forcing

function i1. The RNR is a positive number between 0 and 1. When the RNR of a signal

at a set of frequencies equals 0, all power of that signal is concentrated at that particular

set of frequencies. When the RNR of a signal at a set of frequencies equals 1 the power of

that signal at those frequencies is zero. Hence, RNR(i1; i2)=1 and RNR(i1; i1)=0.

F.4.2 The effects of a simulation time delay

An analysis of the simulation environment (Appendix A) revealed that a considerable time

delay τsim exists in the experimental set-up. Consider Fig. F.6. The signals u, x and y are

recorded during a simulation run. The system output signals x and y are both presented to

the pilot with a delay, represented by Hd(s) = e−sτsim . Thus, the pilot does not perceive

the recorded system outputs, but the displayed outputs x̃ and ỹ that are delayed. In this

case the frequency responses relating x̃ and ỹ to u can be computed using the estimated

frequency responses Ĥp
px

and Ĥp
py

– using x and y – as follows:

Ĥp
px̃

=
Ĥp
px

Hd
; and Ĥp

pỹ
=

Ĥp
py

Hd
. (F.49)
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Figure F.6: The general situation for two forcing function signals with a time delay in the closed

loop, represented by the blocks labelled Hd.

Since the delay is deterministic the bias and variance of the true describing functions

Ĥp
px̃

and Ĥp
pỹ

can be calculated using the bias and variance of the estimated describing

functions Ĥp
px

and Ĥp
py

.

F.4.3 Computing the crossover frequency and phase margin

The crossover frequency of a loop closure is defined as the frequency at which the mag-

nitude of the open loop transfer function of that loop closure equals 1. The phase mar-

gin is defined as the difference between −180◦ and the phase of that particular open

loop transfer function at the crossover frequency. These definitions can be applied well

with analytic, i.e. continuous, frequency transfer functions. In the application considered

here, however, the frequency responses are known at a limited set of discrete frequencies

(νc ∈ νi1 ∪ νi2(∪νi3)) which means that the crossover frequency and phase margin must

be obtained through interpolation. The application of an interpolation method gener-

ally provides satisfactory results for the frequency responses that were estimated using

the averaged time domain data. The time-averaging procedure considerably attenuates

the effects of the pilot remnant, leading to larger SNRs and an estimate that is reason-

ably smooth. Applying the interpolation method to the frequency responses that were

estimated using the non-averaged time histories, however, can lead to problems in de-

termining the crossover frequency. Therefore, a procedure was developed to improve the

consistency of the estimate of the crossover frequency and phase margin quantities. It is

based on the properties of the crossover model theorem, §E.2.2, that states that a pilot

closes an arbitrary loop in such a way that the open loop equals an integrator and a

time delay. When assuming that this theorem is valid for all loop closures, the estimated

frequency responses will approximate an integrator-like function in the crossover region.

This hypothesis is supported by the majority of the experimental data of this thesis. The

method then simply fits an integrator – k/s – transfer function to the estimated frequency

response in the least-squares sense, with the errors in matching the function weighted with

the variances of the estimated frequency response. This weighted least-squares fitting pro-

cedure corresponds well with the empirical observation that the variance in the estimated
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frequency response functions is minimal in the crossover region. The method uses the es-

timated frequency response at five pairs (or, in the case of three forcing functions, at five

triples) of frequencies and required an initial estimate of the crossover frequency. After

the fit was completed, the crossover frequency is defined as the frequency at which the

fitted integrator function equals 1. The phase margin could be estimated similarly.

F.4.4 Parameterization of 3 loop closures with 2 input signals

In controlling the aircraft symmetric or asymmetric motion the pilot closes three feedback

loops: attitude, flight-path and position. To identify the three frequency responses, the

(3 × 1) parallel model of §F.2.3 is the most relevant model structure. In §4.2 it has been

stated, however, that the addition of a forcing function to the aircraft flight-path could

be conflicting with other experimental demands, a problem that can be circumvented by

identifying the middle and outer loops simultaneously, i.e. as one combined outer loop.

Stage I: the non-parametric identification of the combined outer loop There are

two ways to obtain an estimate of the combined outer loop frequency response: (i) with

the middle loop signal y, Fig. 4.2(a), or (ii) with the outer loop signal z, Fig. 4.2(b). In

both cases the identification method of the (2 × 1) parallel pilot model can be applied.

Case I: using the middle loop signal The identification method leads to an estimate

Ĥpc

py
of the combined outer loop dynamics Hpc

py
, depicted by:

Hpc

py
(s) = Hp

py
(s) +Hp

pz
(s)Hc3(s). (F.50)

Case II: using the outer loop signal The identification method leads to an estimate

Ĥpc

pz
of the combined outer loop dynamics Hpc

pz
, depicted by:

Hpc

pz
(s) = Hp

pz
(s) +

Hp
py

(s)

Hc3(s)
. (F.51)

In both cases the bias and variance of the estimates can be computed with the formulas

of Table F.1. An important difference with the use of the middle loop signal is that

when using the outer loop signal the dynamics of the outer loop system Hc2 are actually

the dynamics of the combined middle and outer loop, i.e. Hc2,3
= Hc2Hc3 . This has

a consequence only for the variance computation of the combined outer loop frequency

response Hpc

pz
. The dynamics of the outer loop affect the contribution to the variance

of the second term on the right-hand side of Eq. F.18. Recall that Hc3 reflects – in the

aircraft control situation – the path integration dynamics. Therefore, in comparison with

Case I the variance of the estimation of the (combined) outer loop frequency response can

be expected to increase for higher frequencies and to reduce for lower frequencies.

Stage II: the parameterization of the combined frequency response Here, it is

important to distinguish between the two modelling approaches applied in this thesis.

Parameterization of the outer loops with the OCM pilot model The outer loop aircraft

dynamics are due to the path integration. The derivative of the position error is the flight-

path angle error multiplied with the velocity of the aircraft, Eq. 3.28. Recall that one of
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the main OCM assumptions is that when a variable is displayed and perceived, also the

first derivative of that variable is perceived. When computing the transfer function of a

certain loop closure the derivative feedback must be included, yielding the so-called equiv-

alent transfer function, see §E.3.3. Thus, the notion of a combined outer loop frequency

response is very similar to the definition of the equivalent transfer function of the OCM

(§E.3.3). This property has been used in a similar manner in (Wewerinke, 1978).

Parameterization of the outer loops with the MLM pilot model One of the main hy-

potheses in the definition of the MLM structure and parameters was that pilot equalization

is conducted in the inner loop, and that all other loops are closed with proportional gains

(§E.2.3). This means that the aircraft middle and outer loop feedbacks are closed with

gains Kpmid
and Kpout

, respectively. These gains can be determined via the estimated

combined outer loop frequency responses in two steps. For Case I (using the middle loop

signal), it can be shown that the serial counterpart of Hpc

py
can be described as:

Hsc

py
(s) =

Vtas
s
Kpmid

Kpout

(

1 +
1

VtasKpout

s

)

=
Kc
pout

s

(
1 + τ cLout

s
)
. (F.52)

The parameters Kc
pout

and τ cLout
are determined with the model parameter estimation

algorithms of §F.3, marking the first step. In the second step the middle and outer loop

gains are obtained from the combined outer loop lead and gain parameters as follows:

Kpmid
= Kc

pout
τ cLout

; and Kpout
=

1

Vtasτ cLout

. (F.53)

The situation for Case II is, mutatis mutandis, solved in the same manner. In conclusion,

the middle and outer loop pilot feedbacks can not be disentangled from the estimated

combined outer loop frequency response, but must be determined by parameterization.

This procedure is granted by the characteristics of the outer loop aircraft dynamics on the

one hand and the properties of the two modelling approaches on the other.

F.4.5 Time domain results of frequency domain models

All pilot models were validated through comparing their outputs with the experimental

data in both the frequency and time domains. Whereas the time domain OCM pilot

model provides results in both the domains, the frequency domain MLM pilot model is

commonly applied only in the frequency domain itself. Below, two (equivalent) methods

are discussed that can be used to compute the time domain MLM outputs.

Method I: simulation of the pilot-aircraft system When the parameters of the MLM

are defined, all elements of the pilot/aircraft closed loop in Fig. F.1 are known, except for

the pilot remnant signal n. The main assumption is that this signal can be neglected, an

assumption that leads to an underestimation of the variances of the variables of interest

with respect to the experimentally measured quantities.3 When remnant is neglected,

3Recall that the identification of the pilot models is conducted using the averaged time histories, §4.4,

in which the effects of the remnant are reduced considerably. The assumption that the remnant is zero

leads to an approximation of the variances of these averaged time histories.
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the pilot/aircraft closed loop is completely deterministic and all its elements are known

exactly. The frequency domain description of the pilot/aircraft system can be transformed

into a state-space equivalent, with the forcing functions as deterministic input signals. The

response of the system to these signals can then be computed, giving the time histories of

Fig. 5.11 and allowing a computation of the STDs of all signals in the loop.

Method II: computation of the variances with the signal spectra Consider the

situation for two forcing functions, Fig. F.1. In §F.2.1 it has been discussed how all signals

in the loop (u, x, y) can be expressed in terms of the external signals that are inserted

in the loop (n, i1 and i2). Similar to Method I, neglecting the unknown pilot remnant

signal n yields a set of deterministic equations that express the Fourier coefficients of all

variables in the loop in terms of the dynamics of all elements in the loop and the Fourier

coefficients of the deterministic forcing functions. E.g. for the inner loop system output

the following expression holds, for the (2 × 1) parallel model of §F.2.1:

X(νk) =

(
Hc1(νk)

∆(νk)

)

I1(νk) +

(

−
Hc1(νk)Hc2(νk)H

p
py

(νk)

∆(νk)

)

I2(νk), (F.54)

with the denominator defined as: ∆(νk) = 1 +Hp
px

(νk)Hc1(νk) +Hp
py

(νk)Hc2(νk)Hc1(νk).

Substituting the modelled pilot frequency response functions for the real pilot frequency

responses allows the power spectra of these signals to be computed analytically. These

power spectra are zero except for the frequencies of the two sets of frequencies νi1 and νi2
of the two forcing functions. Because these signals are independent, their variances can

be computed by simply adding the contributions of the spectra of all signals in the loop

at these frequencies. For instance, continuing with Eq. F.54 leads to:

σ̂2
x =

k=Nf∑

k=1
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. (F.55)

The variances obtained with Method II are identical to those obtained with Method I.

The second method, however, is faster and can be applied in a relatively simple manner.

Because both methods neglect the pilot remnant, the MLM variances are smaller than

those measured experimentally. The OCM pilot model, incorporating the contribution of

the remnant through the pilot motor and observation noises (§E.3), however, does allow

a comparison between the modelled and measured time domain data.

In the application of the time domain criterion JT for the model parameterization efforts,

the model variances are compared with the measured variances. It is clear that the MLM

variances are always smaller than those of the experimental data. Therefore, in the appli-

cation of this criterion for the MLM models the estimated mean and STD of the array of

measured STDs (µ̂σj
and σ̂σj

) are both replaced by the mean of the averaged time histo-

ries, σaj . Hence, the criterion JT for the MLM models weights the relative amplitudes of

the mismatch between the modelled and the averaged time domain variances.
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Abbreviations and symbols

Abbreviations

2-/3-/4-D Two-/Three-/Four-Dimensional

A/D Analog-to-Digital

ADI Attitude Director Indicator

AFCS Automatic Flight Control System

ANOVA Analysis of Variance

AP Auto Pilot

ATC Air Traffic Control

ATM Air Traffic Management

CNS Communication, Navigation, Surveillance

COM Crossover Model

COP Center of Projection

CRT Cathode Ray Tube

D/A Digital-to-Analog

DASMAT Delft university Aircraft Simulation Model and Analysis Tool

DELPHINS Delft Program for Hybridized Instrumentation and Navigation Systems

DFT Discrete-Fourier Transform

DLR Deutsche Luft- und Raumfahrt

DoD US Department of Defence

DREAM Delft Research into Enhanced Aircraft Manoeuvering concepts

DUT Delft University of Technology

EFIS Electronic Flight Instrument System

EFOV Eye Field-Of-View

EID Ecological Interface Design

EVS Enhanced Vision System

FAA Federal Aviation Administration

FANS Future Air Navigation System

FAR Federal Aviation Rules

FD Flight-Director

FIR Finite Impulse Response

FMS Flight Management System

FPP Flight-Path Predictor

FPV Flight-Path Vector
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FRO Focus of Radial Outflow

FTS Fast-Time Simulation

GPS Global Positioning System

GS Glide Slope

HCA Human-Centered Automation

HDD Head-Down Display

HGFOV Horizontal Geometrical Field Of View

HMI Human-Machine Interface

HML Human-Machine Laboratory

HSC Horizontal SCreen size

HSI Horizontal Situation Indicator

HUD Head-Up Display

ICAO International Civil Aviation Organization

IFR Instrument Flight Rules

ILS Instrument Landing System

IMC Instrument Meteorological Conditions

I/O Input/Output

IRS Inertial Reference System

IV Instrumental Variable

KBB Knowledge-Based Behaviour

LOC Localizer

LTI Linear Time-Invariant

LQG Linear-Quadratic Gaussian

LQR Linear-Quadratic Regulator

LS Least-Squares

MA Mode Awareness

MAG MAGnetic heading

MFD Multi-Function Display

MIMO Multi-Input Multi-Output

MISO Multi-Input Single-Output

MLM Multi-Loop Model

MLS Microwave Landing System

NA Navigation Awareness

ND Navigation Display

ND-CM Navigation Display, Compass Mode

ND-MM Navigation Display, Map Mode

NK Newman-Keuls

NLR National Aerospace Laboratory (the Netherlands)

OCM Optimal Control Model

PCP Proximity Compatibility Principle

PFD Primary Flight Display

RBB Rule-Based Behaviour

RMS Root Mean Square

RNAV Area (or Random) Navigation

RNP Required Navigation Performance
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RNR Relative Noise Ratio

RTCA Radio Technical Commission for Aeronautics

SA Situation Awareness

SBB Skill-Based Behaviour

SID Standard Instrument Departure

SISO Single-Input Single-Output

SNR Signal-to-Noise Ratio

SOP Successive Organisation of Perception

SR Stimulus-Response

SRK Skills-Rules-Knowledge

STAR Standard Terminal Arrival Route

STD STandard Deviation

SVS Synthetic Vision System

TCAS Traffic Collision Avoidance System

TIS Tunnel-In-the-Sky

TLC Time-to-Line Crossing

TMA Terminal Manoeuvering Area

TNP Trajectory-Negotiation Process

TP Tangent Point

TTC Time-to-Contact

TTP Time-to-Passage

TWC Time-to-Wall Crossing

US United States

USAF United States Air Force

VFR Visual Flight Rules

VGFOV Vertical Geometrical Field Of View

VMC Visual Meteorological Conditions

VRP View-Reference Point

VSC Vertical SCreen size

VSD Vertical Situation Display

WW World War

ZOH Zero-Order Hold

General notation

Latin symbols

Aji amplitude # i of input signal j

Bias(·) bias in estimation of variable (·)

c linear damping constant

C complex numbers

4D distance between two tunnel frames

Dc distance to the start of the curved trajectory

Dt distance of COP along tunnel longitudinal axis Xt
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Dv viewing distance

DBT distance-before-the-turn

DTP distance to the tangent point

E{·} expectation of variable (·)

E1 pilot model identification expectation variable 1

E2 pilot model identification expectation variable 2

f pilot force on side-stick

fdata data recording frequency

fi tunnel frame number

fi pilot fraction of attention

fs sample frequency

fsim simulation frequency

fEFIS update-rate of EFIS display

Fa aircraft Aerodynamic frame of reference

Fb aircraft Body frame of reference

Fg aircraft Geodetic frame of reference

F i Inertial frame of reference

Fp aircraft Flight-Path frame of reference

F t Tunnel frame of reference

Fv display Viewing frame of reference

Fvr display Viewing Reference frame of reference

Fw World frame of reference

F pilot timing reference function

Fij Snedecor F -distribution of two random variables with i and j degrees of freedom

g0 Earth gravitational acceleration

G pilot control-rate weighting matrix

h aircraft horizontal position with respect to tunnel center

H(jω) system transfer function (frequency domain description)

H(s) system transfer function (Laplace description)

Hc system transfer function

Hc1(s) system inner loop transfer function

Hc2(s) system middle loop transfer function

Hc3(s) system outer loop transfer function

Hd approximated time delay transfer function

Hp pilot transfer function

Hp
px

pilot inner loop transfer function (parallel model)

Hp
py

pilot middle loop transfer function (parallel model)

Hp
pz

pilot outer loop transfer function (parallel model)

Hs
px

pilot inner loop transfer function (serial model)

Hs
py

pilot middle loop transfer function (serial model)

Hs
pz

pilot outer loop transfer function (serial model)

Hc
py

pilot combined middle & outer loop transfer function (parallel model, using y)

Hc
pz

pilot combined middle & outer loop transfer function (parallel model, using z)

Ht tunnel height

Hp multi-loop pilot describing function
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i1, i2, i3, i4 disturbance signal 1, 2, 3, 4

J optimization criterion

k linear spring constant

kji index # i of input signal j

kj set of indices of Fourier coefficients of input signal j

Kγ aircraft flight-path response gain

Kφ aircraft roll response gain

Kθ aircraft pitch response gain

Kpin
pilot inner loop gain

Kpmid
pilot middle loop gain

Kpout pilot outer loop gain

Kε
pout

pilot outer loop gain (ε-model)

Kpv pilot vertical position error feedback

Kpv̇
pilot vertical position error rate feedback

KV 1
si

splay angle #1 gain for a vertical position error (curved trajectory segment si)

KV 2
si

splay angle #2 gain for a vertical position error (curved trajectory segment si)

KX1
si

splay angle #1 gain for a lateral position error (curved trajectory segment si)

KX2
si

splay angle #2 gain for a lateral position error (curved trajectory segment si)

Lg turbulence scale length

m mass

M model structure

Mθθ Fisher information matrix for a parameter vector θ

n pilot remnant signal

n pilot remnant vector

N normal distribution

N number of samples in data vector

Nf number of frequencies in sinusoidal forcing function signal

Nv number of variables in optimization criterion

p chance level

p aircraft rotation along the longitudinal Body axis

q aircraft rotation along the lateral Body axis

Q pilot observation vector weighting matrix

r aircraft rotation along the vertical Body axis

r signal-to-noise ratio

rc commanded yaw rate

R real numbers

R pilot control input vector weighting matrix

R curve radius

Rc commanded trajectory circle radius

Ri radius of the inner curve line

Ro radius of the outer curve line

Rt circular tunnel trajectory radius

RX x-axis rotation matrix

RY y-axis rotation matrix

RZ z-axis rotation matrix
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s position of side-stick

s Laplace variable

si tunnel segment number

S sensitivity function

4Sf distance between tunnel frames in segmented circular tunnel

4Ss length of circular tunnel segment

St angular distance from COP along the tunnel centercircle

t time

4t1 time interval in which the reference function derivative Ḟ increases/decreases

to a constant level

4t2 time interval in which the reference function derivative Ḟ is constant

T transformation matrix

Ti experiment run-in time

Tm experiment measurement time

Tp prediction time

Tsdata
data recording sample time

Tssim
simulation sample time

TsEF IS
EFIS display update time

TBT time-before-the-turn

TM total manoeuvre time

u pilot control (system input) signal

u aircraft velocity along the longitudinal Body axis

up horizontal co-ordinate of the projection of point P on the viewplane

u∞ horizontal co-ordinate of the infinity point on the viewplane

u∞si
horizontal co-ordinate of the infinity point of segment si (circular tunnel)

on the viewplane

4u∞si,sj
relative horizontal co-ordinates of the infinity points of segments si and sj

(circular tunnel) on the viewplane

u pilot control (system input) vector

U uniform distribution

U horizontal viewplane axis

U ′ rotated horizontal viewplane axis

U(νk; ζ) Fourier coefficient of a pilot control signal signal realization at frequency νk

v aircraft velocity along the lateral Body axis

ve vertical position error

vp vertical co-ordinate of the projection of point P on the viewplane

v∞ vertical co-ordinate of the infinity point on the viewplane

v∞si
vertical co-ordinate of the infinity point of segment si (circular tunnel) on

the viewplane

4v∞si,sj
relative vertical co-ordinates of the infinity points of segments si and sj

(circular tunnel) on the viewplane

vu pilot motor noise vector

vy pilot observation noise vector

V vertical viewplane axis

V ′ rotated vertical viewplane axis
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Vu pilot motor noise intensity

Vy pilot observation noise intensity

Vtas true airspeed

V velocity vector

Var(·) variance in estimation of variable (·)

w aircraft velocity along the vertical Body axis

w disturbance vector

W noise intensity

Wt tunnel width

x longitudinal position with respect to texture element

x system inner loop output signal

x state vector

xe lateral position error

X longitudinal axis

y aircraft lateral position with respect to tunnel center

y lateral position with respect to texture element

y system middle loop output signal

y output vector

y optical cue vector

Y lateral axis

z height above a horizontal surface

z system outer loop output signal

Z vertical axis

Greek symbols

α aircraft angle of attack angle

α angular deflection angle

β aircraft angle of slip angle

βg turbulence slip angle

γ aircraft angle of climb angle

Γt tunnel trajectory downslope angle

δ optical depression angle

δ(·) change in quantity (·)

δa aircraft aileron control signal

δe aircraft elevator control signal

δr aircraft rudder control signal

ε chance level

ε lateral displacement of a projected entity on the viewplane

εi lateral displacement of vertical frame line (left) of tunnel frame i

εij relative lateral displacement of vertical frame lines (left) of tunnel frames i and j

εi∞ lateral displacement of vertical frame line (left) of tunnel frame i (w.r.t.

vertical pseudo-horizon)

ε` lateral displacement of predictor symbol with respect to predictor reference frame
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εv vertical displacement of predictor symbol with respect to predictor reference frame

ζ realization of random variable

ζi vertical frame line (left) angle of frame i

ζn pilot neuromuscular damping

η angle between the driver’s line-of-sight and the tangent point

ηi lateral displacement of vertical frame line (right) of tunnel frame i

ηij relative lateral displacement of vertical frame lines (right) of tunnel frames i and j

ηi∞ lateral displacement of vertical frame line (right) of tunnel frame i (w.r.t.

vertical pseudo-horizon)

θ aircraft pitch angle

θ parameter vector

κ perspective projection method constant (distance to the screen)

µ(·) average of random variable (·)

µi vertical displacement of lateral frame line (bottom) of tunnel frame i

µij relative vertical displacement of lateral frame lines (bottom) of tunnel frames i and j

µi∞ vertical displacement of lateral frame line (bottom) of tunnel frame i (w.r.t.

horizontal pseudo-horizon)

νi vertical displacement of lateral frame line (top) of tunnel frame i

νij relative vertical displacement of lateral frame lines (top) of tunnel frames i and j

νi∞ vertical displacement of lateral frame line (top) of tunnel frame i (w.r.t.

horizontal pseudo-horizon)

ν0 ground frequency

νik set of frequencies of input signal ik

ξ angle

ξi vertical frame line (right) angle of frame i

πi lateral displacement of tunnel altitude pole i

πij relative lateral displacement of tunnel altitude poles i and j

πi∞ lateral displacement of tunnel altitude pole i (w.r.t. vertical pseudo-horizon)

ρ0 pilot nominal observation noise ratio

ρi lateral frame line (bottom) angle of frame i

ρu pilot motor noise ratio

ρyi
pilot observation noise ratio of system output signal i

σ(·) standard deviation of random variable (·)

σfi
angular distance to tunnel frame fi in a segmented curved tunnel

σi lateral frame line (top) angle of frame i

σsi
angular distance to tunnel section si in a segmented curved tunnel

σ2(·) variance of random variable (·)

σ2
βg

variance of lateral turbulence field slip angle

σ2
vg

variance of lateral turbulence field velocity

τ pilot time delay

τe pilot equivalent time delay

τγ aircraft flight-path response lag time constant

τφ aircraft roll response lag time constant

τsim simulation time delay

τv̇ pilot vertical position error rate feedback time delay
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τEFIS EFIS display time delay

τIin
pilot inner loop lag time constant

τLin
pilot inner loop lead time constant

τN pilot neuromuscular lag time constant

φ aircraft roll angle

φji phase # i of input signal j

ϕm phase margin

Φ aircraft bank angle

χ aircraft flight-path azimuth angle (track angle)

χc commanded track angle

χt tunnel trajectory track angle

ψ aircraft heading angle

4ψ segmented tunnel curved trajectory heading angle difference

ω frequency

ωc crossover frequency

ωi change in optical splay angle i

ωji frequency # i of input signal j

ωn pilot neuromuscular frequency

Ω optical splay angle

Ωsi
optical splay angle of segment si (circular tunnel)

Ω rotation vector

Subscripts

0 initial value

CL closed loop

e error

F frequency domain (in optimization)

FT frequency and time domains (in optimization)

in inner loop

k discrete-time variable

max maximum

mid middle loop

min minimum

OL open loop

out outer loop

outc combined outer loop

p pilot

s side-stick

t tunnel

T time domain (in optimization)

u with respect to pilot control u

x with respect to aircraft inner loop variable x

y with respect to aircraft middle loop variable y
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z with respect to aircraft outer loop variable z

Superscripts

∗ optimal
a averaged
in inner loop
in inner curve wall
mid middle loop
out outer loop
out outer curve wall
outc combined outer loop
p pilot
r raw data

Other

ˆ estimated

˜ delayed

˜ interpolated

˜ modelled

˙ first time derivative

¨ second time derivative

∂ partial derivative

|(·)| magnitude of complex variable (·)
6 (·) phase of complex variable (·)

[dB] decibel
◦, [deg] degrees

[ft] feet

[Hz] Hertz

[m], [km] metre, kilometre

[min] minute

[rad] radians

[s] second

(t) continuous-time variable



Samenvatting

Het sterk groeiende aantal vertragingen van het luchtverkeer in Europa en de Verenigde

Staten zijn een duidelijke indicatie voor het capaciteits-probleem van het luchtverkeersman-

agement (ATM) systeem dat op dit moment operationeel is. Een veel efficienter gebruik

van het luchtruim is noodzakelijk om het groeiende volume van het luchtverkeer te kun-

nen ondervangen. Een belangrijke stap naar een flexibel systeem dat een efficient gebruik

maakt van het luchtruim zou zijn dat het principe van vaste vliegroutes wordt afgeschaft.

Vliegtuigen zouden in staat moeten worden gesteld om in principe elke route te volgen, zo

lang de separatie tussen de verschillende vliegtuigen is gegarandeerd. Om de veiligheid te

waarborgen zullen deze vliegbanen gevolgd moeten worden met een hoge mate van precisie,

niet alleen wat betreft de positie van het vliegtuig, maar ook deze positie in de tijd. Het

volgen van de vier-dimensionale vliegbanen zal tot een verhoging van de werkbelasting van

de vlieger leiden en vereisen verder dat de vlieger continu op de hoogte is van de toestand

van het vliegtuig ten opzichte van de wereld. Onderzoek wordt uitgevoerd om de cockpit

mens-machine interface dusdanig te verbeteren dat het de bemanning ondersteunt in het

uitvoeren van de 4-D navigatie- en besturingstaken in een toekomstig luchtverkeersman-

agement systeem.

Er bestaat steeds meer overeenstemming dat de nieuwe mogelijkheden in het ontwerpen

van cockpit displays, verworven dankzij de introductie van programmeerbare, electro-

nische displays in de jaren tachtig, volledig moeten worden benut. Een toekomstig vlieg-

en navigatie-display zal de besturings- en navigatie-toestand van het vliegtuig moeten

presenteren op een manier die intuitief te begrijpen is, die het toestands-bewustzijn van

de vliegers ondersteunt, en die compatibel is met de verschillende taken. Een display

dat aan deze eisen zou kunnen voldoen is het zogenaamde Tunnel-in-the-Sky display, een

perspectivisch instrument dat de vliegbaan die moet worden gevolgd presenteert in een

synthetische drie-dimensionale wereld. Onderzoek naar het gebruik van het tunnel display

voor de vlieger handbesturingstaak van de geleiding van het vliegtuig langs de complexe

vliegbanen van de toekomst is het onderwerp van dit proefschrift.

Het huidige onderzoek naar het tunnel display bestaat voornamelijk uit empirische studies

die het display vergelijken met de conventionele cockpit instrumenten voor wat betreft de

vlieger prestatie en mentale belasting. Met als doel dit gangbare tunnel display onderzoek

te complementeren is er in dit proefschrift een theoretische en experimentele studie uit-
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gevoerd vanuit het perspectief van de cybernetica. Een gëıntegreerde, multi-disciplinaire

methodologie is toegepast, bestaande uit vier stappen, waarmee de fundamentele eigen-

schappen van de vlieger/display interactie worden onderzocht. Een theoretische analyse

van de door het tunnel display gepresenteerde informatie, en dan met name de informatie

die kan worden gebruikt voor de vliegtuigbesturing, is het centrale thema. De eerste stap in

de methode bestaat uit een analyse van de taken van de vlieger en de informatie die nodig

is om deze taken uit te voeren. Bij de tweede stap worden de visuele bronnen van infor-

matie onderzocht die, theoretisch gezien, beschikbaar zijn voor de vlieger en die, practisch

gezien, gebruikt kunnen worden. De derde stap bestaat uit een reeks van experimentele

studies die het gebruik van de verschillende optische informatiebronnen door de vlieger

onderzoeken. Tenslotte worden bij de vierde stap pogingen ondernomen om het experi-

menteel gemeten vliegergedrag te beschrijven met mathematische modellen.

De taak-analyse wijst uit dat er bij de vlieger handbesturingstaak van het volgen van

een complexe vliegbaan twee taken kunnen worden onderscheiden. Ten eerste is daar de

besturingstaak waarbij de vlieger, omdat de gewenste vliegbaan (tijdelijk) niet verandert,

slechts een stationair tunnel-beeld moet behouden en kleine verstoringen in dit beeld moet

wegregelen. De twee belangrijkste stationaire vliegcondities zijn die waarbij het vliegtuig

een rechtlijnige of een circelvormige vliegbaan heeft. De tweede besturingstaak is die waar-

bij de vlieger het vliegtuig, omdat de gewenste vliegbaan nu wel verandert, van de ene in

de andere stationaire vliegconditie moet brengen.

De informatie-analyse is uitgevoerd met als uitgangspunt de door Gibson ontwikkelde eco-

logische theorie van de visuele waarneming. De hypothese is dat de belangrijkste stimulus

van de vlieger wanneer deze zich door een begrensde omgeving beweegt zoals weergegeven

door het tunnel display, is die van het naderen van een plat vlak. De informatie die door

het tunnel display wordt gepresenteerd is onderzocht voor de stationaire vliegcondities

waarbij het vliegtuig hetzij een rechtlijnige hetzij een circelvormige vliegbaan heeft. In

beide vliegcondities kunnen de stand en de positie van het vliegtuig ten opzichte van de

tunnel worden waargenomen door de statische informatiebronnen van het lineair perspec-

tief. De richting van de vliegtuigbeweging ten opzichte van de tunnel, de vliegsnelheid en

de temporele variabelen kunnen worden waargenomen door de dynamische informatiebron-

nen van het bewegings-perspectief. Een generieke methode is ontwikkeld die het mogelijk

maakt de verschillende bronnen van visuele informatie te beschrijven in termen van het

geometrisch ontwerp van het tunnel display, de parameters van de perspectivische projec-

tie en de bewegingstoestand-variabelen van het vliegtuig. Met behulp van deze methode

kunnen de karakteristieke eigenschappen van de verschillende optische informatiebronnen

in het weergeven van de vliegtuig bewegingstoestand aan de vlieger worden onderzocht.

De beide theoretische studies leiden tot nieuwe inzichten hoe de variabelen die het ge-

ometrisch ontwerp van het tunnel display bepalen het gedrag van de vlieger kunnen

bëınvloeden. Deze theoretische verbanden kunnen van belang zijn wanneer er display

ontwerpregels moeten worden opgesteld waarbij de mens centraal staat. Om deze hypo-

thetische relaties te onderzoeken worden er een aantal experimenten uitgevoerd. Het doel
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van deze experimenten is te begrijpen hoe het variëren van een vooraf geselecteerde groep

tunnel display ontwerpvariabelen invloed heeft op de prestatie, de werkbelasting en het

stuurgedrag van de vlieger. De experimenten worden gedefiniëerd om het vliegergedrag

te kunnen onderzoeken niet alleen in termen van de prestatie, maar ook betreffende meer

regeltechnische aspecten. Dit is geen gemakkelijke opgave. De methoden die beschikbaar

zijn om het stuurgedrag van de vlieger te identificeren zijn dusdanig beperkt dat alleen de

vlieger terugkoppelingen van de stand, de bewegingsrichting en de positie van het vlieg-

tuig kunnen worden bepaald, hetgeen leidt tot een minimale representatie van het vlieger

stuurgedrag. De model-gerichte aanpak richt zich dan ook op het analyseren van de aan-

passing van de beschrijvende vliegermodellen over de verschillende experimentele condities.

Met andere woorden, de modellen worden gebruikt als gereedschap om de relaties tussen

de verschillende tunnel display ontwerpen en het vlieger stuurgedrag te analyseren.

Drie experimenten worden beschreven waarin de gevolgen van het variëren van enkele be-

langrijke tunnel display ontwerpvariabelen, zoals de grootte van de tunnel, de kijkafstand

en de presentatie van vliegpad vector symbologie. Daarnaast worden drie experimenten

beschreven waarin enkele meer fundamentele eigenschappen van het tunnel geometrisch

ontwerp worden onderzocht in de twee vlieger besturingstaken van het volgen van een

referentie tunnelbaan die ofwel recht ofwel circelvormig is, en in de vlieger besturingstaak

van het uitvoeren van een transiente manoeuvre die nodig is om, komende vanaf een rechte

tunnelbaan, een circelvormige tunnelbaan te onderscheppen.

De tunnelgrootte is een ontwerpvariabele waarmee de presentatie van de positiefout van

het vliegtuig ten opzichte van het tunnel referentiepad wordt geschaald. Het blijkt dat

het verkleinen van de tunnelgrootte leidt tot een betere vliegerprestatie in volgen van de

referentiebaan, maar ook tot een toename van de stuuractiviteit en werkbelasting van de

vlieger. Een modelmatige analyse toont aan dat een te kleine tunnel leidt tot een slecht

gedempt gesloten lus systeem. Het wordt dan ook aanbevolen om bij de keuze van een

bepaalde tunnelgrootte in voldoende mate rekening te houden met grenzen ten aanzien

van de robuustheid van het vlieger-vliegtuig systeem, grenzen die worden bepaald door de

afweging tussen enerzijds de gewenste prestatie van de vlieger en anderzijds de stabiliteit

van de besturing.

Het tunnel display toont de vlieger het verloop van de gewenste vliegbaan in de toekomst.

Maar welk gedeelte van de toekomstige baan bevat nu de meest bruikbare informatie voor

de vlieger? Door het zichtbare gedeelte van de gepresenteerde referentiebaan te beperken

tot een klein gebied om een vooraf gekozen kijkafstand, wordt de vlieger gedwongen om het

vliegtuig door de tunnel te sturen met informatie over alleen dat kleine stukje van de baan

rondom die kijkafstand. De dynamica van het gepresenteerde stuk tunnel, een bepaalde

kijkafstand vooruit, blijkt af te hangen van enerzijds de keuze van de kijkafstand zelf en

anderzijds de snelheid waarmee het vliegtuig door de tunnel beweegt. Een experiment

toont aan dat de vlieger zijn stuurgedrag aanpast aan deze twee variabelen. Afhankelijk

van de vliegsnelheid prefereren vliegers de ene kijkafstand boven de andere, met een trend

van een toenemende kijkafstand voor hogere snelheden van het vliegtuig.
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Een groot voordeel van programmeerbare displays is dat ze kunnen worden uitgebreid

met symbologie die speciaal ontwikkeld is om de prestatie van de vlieger te verbeteren.

Zo laat het vliegpad vector (FPV) symbool de richting zien waarin het vliegtuig beweegt

ten opzichte van de wereld. Het blijkt dat zonder het FPV symbool, de vliegers de bewe-

gingsrichting van het vliegtuig niet nauwkeurig kunnen schatten, althans niet nauwkeurig

genoeg om deze informatie te gebruiken voor de besturing van het vliegtuig. Het pre-

senteren van de vliegpad vector stelt de vliegers in staat de bewegingsrichting direct te

gebruiken voor de besturing van het vliegtuig, hetgeen leidt tot een verbetering van de

prestatie en een verlaging van de werkbelasting. Echter, wanneer de bandbreedte van de

atmosferische turbulentie werkend op de bewegingsrichting van het vliegtuig toeneemt, zal

de bruikbaarheid van het vliegpad vector symbool afnemen. Bij deze grotere bandbreedtes

van de verstoring is het zelfs zo, dat de vliegers beter af zouden zijn geweest wanneer de

vliegpad vector in het geheel niet zou worden gepresenteerd.

De relatieve bruikbaarheid van de twee belangrijkste optische bronnen van informatie voor

de vliegtuigpositie ten opzichte van de referentiebaan, de zogenaamde optische ‘splay’-hoek

(de hoek tussen de projectie van een lijn parallel aan de kijkrichting op het display en de

projectie van de horizon op het display) en de optische dichtheid, is onderzocht in de taak

van het besturen van de rechtlijnige vlucht van het vliegtuig langs een rechte tunnelbaan.

Er wordt aangetoond dat waar de prestatie van de vlieger met een display dat alleen opti-

sche splay informatie presenteert niet bëınvloed wordt door de voorwaartse beweging van

het vliegtuig, deze prestatie afneemt wanneer de verticale en laterale vliegtuigbewegingen

tegelijkertijd moeten worden geregeld. Dit in tegenstelling tot de prestatie van de vlieger

met een display dat alleen optische dichtheid informatie presenteert: de prestatie neemt

af wanneer het vliegtuig vooruit beweegt en blijft nagenoeg constant bij de gelijktijdige

besturing van de verticale en de laterale vliegtuigbeweging. Een voordeel van het gebruik

van optische splay informatie ten opzichte van de optische dichtheid is dat de splay-hoek

een eigenschap is van het gehele lijnsegment: de relatie tussen deze hoek en de positiefout

die deze hoek representeert is constant en het maakt daarom niet uit welk deel van het

lijnsegment de vlieger waarneemt.

Een vergelijkbare studie is uitgevoerd voor de taak van het besturen van de circelvormige

vlucht langs een circelvormige tunnelbaan. Aangetoond wordt dat de optische informatie

in gekromde tunnels de bewegingstoestand van het vliegtuig ten opzichte van de referen-

tiebaan niet zo goed weergeeft als in rechte tunnels, waardoor de taak van het volgen van

een circelvormige baan aanzienlijk moeilijker wordt. Zo kan de richting van de vliegtuigbe-

weging alleen worden waargenomen via de visuele informatiebronnen van het bewegings-

perspectief, en dit alleen voor kleinere kijkafstanden. De optische splay-hoeken zijn vooral

belangrijk bij de waarneming en het besturen van de bewegingsrichting van het vliegtuig

ten opzichte van de tunnel. Door de laterale kromming van de referentiebaan worden de

vliegtuig laterale positie en koershoek ten opzichte van deze baan niet exact weergegeven

door het tunnel display. De afwijkingen in de presentatie van de positiefout zijn vooral

aanwezig in de optische splay-hoeken, en het is om deze reden dat de optische dichtheid
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informatie een belangrijke rol speelt bij de waarneming en de besturing van de positie van

het vliegtuig ten opzichte van de gekromde tunnel.

De vliegtuig transitie manoeuvre tussen een rechtlijnig en een circelvormig stuk van de re-

ferentiebaan is de enige taak bestudeerd in dit proefschrift waarbij de vlieger het vliegtuig

van de ene in de andere stationaire vliegtoestand moet brengen. Het gaat hierbij vooral

om de timing van de manoeuvre. Twee hypotheses worden opgesteld. Ten eerste kun-

nen vliegers time-to-contact (TTC) informatie gebruiken die wordt gepresenteerd door de

expansie van de tunnel frames (de rechthoeken gevormd door de lijnsegmenten loodrecht

op de kijkrichting). Met andere woorden, vliegers maken een schatting van de tijd die

hen nog rest voordat het vliegtuig de overgang tussen het rechtlijnige en het circelvormige

gedeelte van de tunnelbaan passeert. Ten tweede wordt gesteld dat vliegers een specifieke

eigenschap van de tunnel contour (gevormd door de lijnsegmenten in het verlengde van

de kijkrichting) kunnen gebruiken, het zogenaamde tangent punt. Met behulp van de be-

weging van dit punt op het display kunnen vliegers inschatten welke afstand hen nog rest

voordat het vliegtuig de overgang tussen de twee stukken van de referentiebaan bereikt.

In verschillende experimentele condities kunnen beide hypotheses worden bevestigd. Om-

dat de TTC informatie onafhankelijk is van de geometrische eigenschappen van zowel de

tunnel als die van de bocht, is de TTC strategie onafhankelijk van de context, hetgeen

leidt tot een robuuste strategie van de vlieger om de transitie manoeuvre te initiëren.

De experimenten geven aan dat de cybernetische, informatie-gerichte aanpak er in slaagt

om de belangrijkste eigenschappen van de interactie tussen vlieger, display en vliegtuig

nauwkeurig aan te wijzen. Het gebruik van modellen van het vlieger stuurgedrag leidt tot

meer inzicht in de manier waarop de vliegers zich aanpassen aan de experimentele condi-

ties. De model-gerichte aanpak complementeert de traditionele wijze van experimenteren

die vooral gericht is op het analyseren van prestatie- en werkbelasting-gerelateerde data

bij het onderzoek naar menselijk gedrag. Echter, ook de beperkingen en onmogelijkhe-

den van een model-gerichte aanpak worden aangetoond. Allereerst kan alleen de totale

vliegerresponsie op de verschillende bronnen van visuele informatie die een bepaalde be-

wegingstoestand representeren, worden gëıdentificeerd. Omdat het tunnel display altijd

een zekere redundantie heeft in de aangeboden informatie, leidt het gebruik van modellen

dan ook niet tot het gewenste resultaat om langs deze weg bepaalde voorkeuren tussen

de verschillende informatiebronnen aan te tonen. Ten tweede is de hoeveelheid manieren

waarop de vliegers zich kunnen aanpassen aan de experimentele condities zeer groot wan-

neer men de klassieke vliegtuigbesturing onderzoekt, waarbij meerdere lussen tegelijkertijd

worden gesloten door de vlieger. Deze vrijheid leidt tot aanzienlijke verschillen in de aan-

passing van het stuurgedrag tussen de vliegers onderling, en dit vooral in de binnenlussen,

hetgeen het generaliseren van de resultaten sterk bemoeilijkt.

Hoewel het onderzoek zich concentreert op het tunnel display, biedt dit proefschrift

een uitgebreid en actueel overzicht van de finesses van het toepassen van een model-

gerichte aanpak. Een manier van experimenteren is ontwikkeld met als doel de model-

matige aanpak te integreren met de traditionele aanpak van het meten een verzamelen
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van voornamelijk prestatie-gerelateerde gegevens. Er wordt beschreven hoe experimenten

moeten worden opgezet en uitgevoerd waarvan de verkregen data geschikt zijn voor het

analyseren van vliegergedrag vanuit een regeltechnisch perspectief. De beperkingen van de

niet-parametrische identificatie methoden in meer-assige besturingstaken met voor iedere

as meerdere terugkoppellussen worden beschreven. Er wordt aangetoond dat de analyti-

sche berekening van de onzuiverheid (bias) en variantie van de verkregen schattingen van

het vlieger stuurgedrag alleen mogelijk is voor enkel-assige stuurtaken met gebruikma-

king van een parallel vliegermodel. Het gebruik van verschillende criteriumfuncties in de

parametrische indentificatie, zowel in het tijd- als het frequentiedomein, wordt beschreven.

Daarnaast is er een methode ontwikkeld om de Cramer-Rao ondergrens van de variantie

in de geschatte vliegermodel parametervector te berekenen. Tenslotte wordt de toepas-

sing van de twee meest vooraanstaande modellen voor menselijk stuurgedrag beschreven,

namelijk een meer-assige versie van het crossover model en het optimal control model.

Het proefschrift bevat twee duidelijke voorbeelden van het feit dat het gebruik van het

optimal control model sterk wordt bemoeilijkt doordat dit model meer parameters bevat

dan strikt noodzakelijk om het gemeten vlieger stuurgedrag te beschrijven.
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much help from René van Paassen (non-parametric), Chu Qi Ping (parametric) and Coen

van der Linden.

I enjoyed my role as a graduation project supervisor a great deal for many students. Of

course, I am especially grateful to all students who have collaborated in the tunnel-in-the-

sky project: Wim van Dorp, Wytse Hoos, Koen van Engelen, AJ van der Hoek (X4) and

Peter van Oorschot (X6).

During the PhD period I joined a room, in fact several rooms, with Jan-Willem van

Staveren, Steve Hulshoff and Paul van Gool. Jan-Willem helped me with some signal-

processing issues and has demonstrated to me an admirable persistence in his efforts to

keep on working in difficult times. I enjoyed the company of Steve, whose help consider-

ably improved some of my publications (he simply re-wrote them when I took another sip

of coffee). Paul, the Golem, besides singing Elvis songs, always assisted me with a large

number of often trivial computer and LATEX problems and provided me with a nice thesis

format.

I would like to thank my family and friends whose support after the tragic death of Hans

has made it possible for me to finish this thesis.

Max Mulder Pijnacker, September 1999



Curriculum vitae

Max Mulder was born on a warm Sunday afternoon, May 28 1967, in ’s-Hertogenbosch.

From 1979 to 1985 he attended the Katholieke Scholengemeenschap in Etten-Leur (KSE)

where he obtained the VWO (Atheneum B) certificate.

In August 1985 he became an adelborst at the Royal Netherlands Naval College (KIM,

Den Helder) to join the officer training program of the Royal Dutch Navy.

After being discharged from military service in August 1986, Max started his university

career at the Faculty of Aerospace Engineering of the Delft University of Technology. In

August 1992 he obtained his M.Sc. degree (ir) in Aerospace Engineering with a study into

aircraft flight-path prediction algorithms to be applied in tunnel-in-the-sky displays.

In November 1992 he joined the Control and Simulation division as a Ph.D candidate.

The main objective of his research project was to investigate the suitability of tunnel-in-

the-sky displays for pilot manual control. The results of this investigation are the subject

of this thesis. The research was conducted under supervision of prof.dr ir J.A. Mulder,

prof.dr ir H.G Stassen, dr ir R.J.A.W. Hosman and dr ir J.C. van der Vaart.

From March 1998 to August 1999 Max collaborated in the SIMULTAAN project, an ini-

tiative of the Dutch simulation industry and research institutes, aimed at developing an

advanced software architecture for real-time distributed simulation.

Since January 1999, Max has been co-responsible for teaching two graduate courses at

the Faculty of Aerospace Engineering, Avionics and Aerospace Human-Machine Systems.

Currently, he is an Assistant Professor at the Control and Simulation division.



418 Curriculum vitae


	Cybernetics of tunnel-in-the-sky displays
	Summary
	Contents
	Chapter 1 Introduction
	1.1 The future of air traffic management
	1.2 The human factor
	1.3 The cockpit human-machine interface
	1.3.1 Modern cockpit instrumentation
	1.3.2 Future cockpit instrumentation

	1.4 Motivation of the research project
	1.5 Outline of the thesis

	Chapter 2 Background, related research and the cybernetic approach
	2.1 Introduction
	2.2 History of the tunnel display: a selected overview
	2.2.1 The Kanal display of Wilckens and Schattenmann
	2.2.2 The Tunnel-in-the-Sky display of Grunwald

	2.3 A first analysis of the pilot’s guidance task
	2.4 Research in automobile driving
	2.5 Taking a cybernetic approach
	2.5.1 Re-examining the pilot’s guidance task
	2.5.2 Towards a mathematical description of the regulation task
	2.5.3 Modelling the human pilot
	2.5.4 Another model-based approach?


	Chapter 3 Information transfer and information processing
	3.1 Introduction
	3.2 Human – Human visual motion perception
	3.2.1 Ecological optics and the visual perception of egomotion
	3.2.2 Example: control of altitude as a function of optical texture
	3.2.3 The functionality of sources of optical information

	3.3 Machine – Perspective projection methods
	3.3.1 Terminology
	3.3.2 Properties of the perspective mapping

	3.4 Information in straight tunnel sections
	3.4.1 Definition of the situation
	3.4.2 Static optical cues
	3.4.3 Dynamic optical cues

	3.5 Perception and control of recti-linear motion
	3.6 Information in curved tunnel sections
	3.6.1 Definition of the situation
	3.6.2 Static optical cues
	3.6.3 Dynamic optical cues

	3.7 Perception and control of curvi-linear motion
	3.8 Retrospective

	Chapter 4 Philosophy of the experimental method
	4.1 Introduction
	4.2 Pilot model identification techniques
	4.2.1 The two-stage identification method
	4.2.2 Non-parametric identification
	4.2.3 Model parameter estimation

	4.3 Consequences of including a model-based analysis
	4.3.1 Model identification constraints
	4.3.2 The pilot adaptation process
	4.3.3 Design of the experiment

	4.4 Methodology of the experiments
	4.4.1 METHOD
	4.4.2 Data-processing flows of the quantitative data

	4.5 The Human-Machine Laboratory
	4.5.1 Elements of the real-time simulation environment
	4.5.2 Test pilots and experiment time schedule

	4.6 Retrospective

	Chapter 5 The effects of the tunnel size
	5.1 Introduction
	5.2 Background
	5.3 Experiment X1
	5.4 Results
	5.4.1 The pilot questionnaire
	5.4.2 Time domain data: statistical analysis
	5.4.3 Frequency domain data

	5.5 Modelling efforts
	5.5.1 Multi-loop model
	5.5.2 Optimal control model

	5.6 Retrospective
	5.6.1 Discussion of the results
	5.6.2 Conclusions and recommendations


	Chapter 6 The effects of the viewing distance
	6.1 Introduction
	6.2 Background
	6.3 Experiment X2
	6.4 Results
	6.4.1 The pilot questionnaire
	6.4.2 Time domain data: statistical analysis
	6.4.3 Frequency domain data

	6.5 Modelling efforts
	6.5.1 Multi-loop model
	6.5.2 Optimal control model

	6.6 Retrospective
	6.6.1 Discussion of the results
	6.6.2 Conclusions and recommendations


	Chapter 7 Cues in straight tunnel sections
	7.1 Introduction
	7.2 Background
	7.3 Experiment X3
	7.4 Results
	7.4.1 The pilot questionnaire
	7.4.2 Time domain data: statistical analysis
	7.4.3 Frequency domain data

	7.5 Modelling efforts
	7.6 Retrospective
	7.6.1 Discussion
	7.6.2 Conclusions and recommendations


	Chapter 8 Cues in curved tunnel sections
	8.1 Introduction
	8.2 Background
	8.3 Experiment X4
	8.4 Results
	8.4.1 The pilot questionnaire
	8.4.2 Time domain data: statistical analysis

	8.5 Modelling efforts
	8.6 Retrospective
	8.6.1 Discussion
	8.6.2 Conclusions and recommendations


	Chapter 9 Symbology: a flight-path vector
	9.1 Introduction
	9.2 Background
	9.2.1 Three tunnel display augmentation principles
	9.2.2 Variables affecting the use of a flight-path vector

	9.3 Experiment X5
	9.4 Results
	9.4.1 The pilot questionnaire
	9.4.2 Time domain data: statistical analysis

	9.5 Modelling efforts
	9.6 Retrospective
	9.6.1 Discussion
	9.6.2 Conclusions and recommendations


	Chapter 10 Curve Interception
	10.1 Introduction
	10.2 Background
	10.3 Influence of the aircraft dynamics
	10.4 Influence of the presented information
	10.5 Experiment X6
	10.6 Results
	10.6.1 The pilot questionnaire
	10.6.2 Time histories
	10.6.3 Statistical analysis

	10.7 Recapitulation
	10.7.1 Discussion
	10.7.2 Conclusions and recommendations


	Chapter 11 Conclusions and recommendations
	11.1 Conclusions
	11.1.1 Theory
	11.1.2 Experiments
	11.1.3 Methodology

	11.2 Recommendations

	Appendix A Experimental apparatus
	A.1 General description of the laboratory
	A.2 The real-time simulation process and the simulation time delays
	A.2.1 Introduction
	A.2.2 Description of the real-time simulation process
	A.2.3 Origin of the simulation time delays

	A.3 Technical specification of the components
	A.3.1 Computers
	A.3.2 Side-stick
	A.3.3 Display
	A.3.4 Chair


	Appendix B Example pilot briefing and pilot questionnaire
	B.2 Example pilot questionnaire
	B.1 Example pilot briefing

	Appendix C Aircraft kinematics and dynamics
	C.1 Reference frames and transformations
	C.1.1 Frames of reference
	C.1.2 Co-ordinate transformations

	C.2 Aircraft kinematics
	C.2.1 Translational kinematics
	C.2.2 Rotational kinematics
	C.2.3 Aircraft recti-linear motion
	C.2.4 Aircraft curvi-linear motion

	C.3 Aircraft dynamics
	C.3.1 Linear aircraft models
	C.3.2 Simplified linear aircraft models


	Appendix D The calculation of optical cues
	D.1 The cue computation method
	D.2 The perspective projection method
	D.3 Cues in straight tunnel sections
	D.4 Cues in curved tunnel sections
	D.5 Presentation biases in curved tunnel sections

	Appendix E Analytic pilot models
	E.1 Introduction
	E.2 The multi-loop pilot model
	E.2.1 The quasi-linear pilot model
	E.2.2 The crossover model theorem
	E.2.3 Multi-loop pilot models
	E.2.4 Parameter sensitivity study

	E.3 The optimal control model
	E.3.1 General description of the optimal control model
	E.3.2 Mathematical formulation of the OCM parameters
	E.3.3 Model parameters, outputs, solution and identification
	E.3.4 Allocation of attention


	Appendix F Model identification and validation techniques
	F.1 The two-stage identification procedure
	F.2 Stage I: Non-parametric identification
	F.2.1 The (2 × 1) parallel model
	F.2.2 The (2 × 1) serial model
	F.2.3 The (3 × 1) parallel model
	F.2.4 The (4 × 2) parallel model
	F.2.5 The signal-to-noise ratio SNR
	F.2.6 Design rules for forcing function signals

	F.3 Stage II: Parametric identification
	F.3.1 Definition of criteria
	F.3.2 Criterion minimization procedures
	F.3.3 The Cramer-Rao lower bound

	F.4 Miscellaneous topics in model validation
	F.4.1 The relative noise ratio RNR
	F.4.2 The effects of a simulation time delay
	F.4.3 Computing the crossover frequency and phase margin
	F.4.4 Parameterization of 3 loop closures with 2 input signals
	F.4.5 Time domain results of frequency domain models


	References
	Abbreviations and symbols
	Samenvatting
	Acknowledgments
	Curriculum vitae

