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Preface
On the cover image the volcano Mt. Agung is displayed. Mt. Agung is located on the volcanic arc 
of the Sumatra subduction zone. Volcanoes and earthquakes are the two main phenomena through 
which we, humans at the Earth’s surface, experience and are reminded of those deeper processes in 
the Earth. For this reason a volcano was chosen to be on the cover.

Continuing the Dutch legacy of researching the Sumatra subduction zone
Back in Dutch colonial times of the 1930’s, Prof. Vening Meinesz boarded the submarine Hr.Ms. K
XIII of the Dutch East Indian Naval Forces in Amsterdam, see Figure 1. He spent six months on the
submarine and was able to make gravity measurements of the Sumatra subduction zone and beyond.
”Why was a submarine used?” one might wonder, this was done to avoid disturbances from wave
motion (Lowrie, 2007). As can be said about all professors, Prof. Meinesz was very ambitious, and
therefore he wanted to maximize the number of measurements. Those measurements were taken
while being submerged, which happened twice by day, and twice by night. Each measurement took
about two hours. One can imagine that his crew of 18 had to endure six long months of hard work and
little sleep.
Looking back on his demanding routine in the Indonesian Archipelago, Meinesz (1931) recalled: ”I can
say that the spirit of companionship and comradeship never suffered, and I may record, with gratitude,
that I received most helpful assistance from the Commander, Lieut. Mante, who submerged every
time that the research made it desirable.”

I, the author of this master thesis, feel honoured to continued and advanced the work of this noble
scientist, and I have done so in the same spirit of companionship, comradeship and with daily gratitude.
For me, it has been nine long months of hard work and little sleep, the latter only sometimes. I didn’t
work while being submerged, on the contrary, I worked while being elevated. Elevated, almost every
single day, to the ninth floor of the beautiful faculty of Aerospace Engineering. Notwithstanding, I
have submerged myself every time that the research made it desirable. Furthermore, I have tried to
submerge myself every time to avoid disturbances from non-thesis motion.

Figure 1: 1930’s mission of Prof. Meinesz. Left: Vening Meinesz with his gravimeter (from: the Utrecht University archive).
Right: Hr.Ms. K XIII in Surabaya (from: DutchSubmarines.com)
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iv Preface

Growth as researcher and academic
This thesis project has pushed me to grow as a researcher and academic. Today, I will approach
research fundamentally differently than I would have 9 months ago. Those lessons are applicable
not only to engineering, but to any discipline that requires a data-driven approach. I want to highlight
my most profound learning experience: shifting focus from creating perfect inputs to analysing the
outputs. At the beginning of this project, I was striving to obtain perfect inputs: perfect slab models,
density distribution grounded in high-impact literature, realistic and high-resolution boundary models
(topography, sediment, crust, etc.), and many other inputs. Ultimately, it is not the input that matters,
but the output. I was confronted with this realisation at my mid-term review presentation. While I was
presenting an algorithm to derive the oceanic lithospheric age at the trench and to propagate it in dip-
direction, I realized that there were no results yet for this algorithm. Possibly, those additions to my slab
model resulted in negligible changes of the gravity signal and were therefore not worth investigating.
Here, I learned the hard way that it is important to obtain outputs as early as possible, to enable early
judgement of whether the intended adjustments are worthwhile. Eventually, this lesson became the
pinnacle of my thesis, testing gravity sensitivities for different slab parameters and model additions.

Leon Zhu Feng van Rossum
Delft, Monday August 20, 2018



 The successful warrior is the average man,
with laser-like focus.

Master Bruce Li
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1
Introduction

A subduction zone is a convergent plate boundary between a continental and an oceanic plate. The
oceanic plate is heavier, and therefore subducts under the continental plate (Vermeersen, 2015). The
subducting part of the oceanic plate is also called subducting slab. The subducting slab consists mainly
of oceanic lithosphere and oceanic crust (Toksöz and Nafi, 1975). Subduction zones are responsible
for more than 80% of all large earthquakes (Hayes and Wald, 2009). The Sumatra subduction zone
is identified as one of Earth’s most complex subduction zones because of simultaneous occurrence of
different tectonic features (seamounts, aseismic ridges, fracture zones) and its rapid and oblique move-
ment. Moreover, Sumatra was struck by severe earthquakes during the last three decades, especially
in 2004-2005 (𝑀፰ = 9.2,𝑀፰ = 8.7), 2007 (𝑀፰ = 8.5,𝑀፰ = 7.9), and 2010 (𝑀፰ = 7.8) (Hayes et al., 2013).
Those were all subduction zone earthquakes, which turned this region into a prime research area for
geoscientists. Interestingly enough, this increased attention in the tectonics of the Sumatra region was
only after the 2004 earthquake and its resulting tsunami. Barely seven year earlier, Sumatra’s sub-
duction zone only got a brief mention in the textbook by Yeats et al. (1997), which contrasted with the
elaborate chapters on San Andreas Fault, Cascadia subduction zone, and Japan Trench (McCaffrey,
2009).

Earthquake prediction is the holy grail in geoscience (Vere-Jones, 1995; Sieh, 2006). Better under-
standing of subduction zones will in the long run lead to better understanding of the causes for earth-
quakes. Therefore, development and understanding of realistic models for the Sumatra subduction
zone is essential. The term Sumatra subduction zone does not only refer to the subduction zone in
direct proximity of Sumatra, but to the subduction zone in its entire extend.

1.1. Seismic and tomographic models for subduction zone mod-
elling

Characterization of subduction zones is traditionally based on seismic models e.g. EHB (Engdahl et al.,
2007), and tomographic models, e.g. UU-P07 (Amaru, 2007). Both seismic and tomographic models
are based on earthquake or active source measurements from seismic station networks. However,
many areas are inaccessible for seismic measurements due to political, geographical, economic rea-
sons, or simply because those regions are aseismic (Gutknecht et al., 2014). This results in regional
gaps in earthquake measurements. It is important to note that areas with gaps in seismicity can have
potential for large future earthquakes (Fowler, 2005). Especially subduction zone fore-arcs, which
mainly lie under water, are challenging and expensive regions to research but large earthquakes can
originate there (Bassett and Watts, 2015b). This is also true for the Sumatra subduction zone.

Ambiguities between different scientific models and theories have been identified for the Sumatra sub-
duction zone (Hall and Spakman, 2015; Pesicek et al., 2010). Two unresolved features will be dis-
cussed. Firstly, considering the northern part of the Sumatra subduction zone (𝜙 = 1−8∘ N), Pesicek
et al. (2010) concludes that there is probably a slab fold, whereas Hall and Spakman (2015) and
Richards et al. (2007) counter this proposal by introducing models which include a slab tear. A much
earlier study by Fauzi et al. (1996), counters the existence of slab tear. Both the existence and causal
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Figure 1.1: Simplified 3D figures showing the subducted slab beneath Sumatra to a depth of 600 km viewed from the north.
Colour shades correspond to 50 km intervals. (A) Folded Sumatra slab based on Pesicek et al. (2008) (B) Sumatra slab with
tear under the Toba volcanic centre based Hall and Spakman (2015)

mechanism of either a slab tear or a slab fold have not been confirmed. In Figure 1.1, both a slab
fold and slab tear model are shown. Secondly, under Burma (𝜙 = 20−23∘ N), Pesicek et al. (2010)
expects a slab tear, Huang and Zhao (2006) a slab window, and Li et al. (2008) and Hall and Spakman
(2015) modelled a continuous slab. Unfortunately, the regional datasets used by the different studies
in this area do not overlap, the studies by Huang and Zhao (2006)and Li et al. (2008) extend Southward
unto 25∘ N, whereas the study by Pesicek et al. (2010) extends Northward only until 23∘ N. Therefore,
none of the hypothesis can either be rejected or accepted, as cross-checking with other studies is not
possible. Limited literature is found on the region from Andaman Sea to Burma, because this region
is known to be very complex and earthquake catalogue data is scarce, which results in slab models
with high uncertainties. Even Hall and Spakman (2015) decided not to discuss this region due to its
complexity. Therefore, investigation of the second unknown feature, the Burmese slab tear or window,
is out of the scope of this project.

1.2. Gravity for subduction zone modelling
Positive velocity anomalies are observed for subduction zones in seismic and tomographic models,
imaged at 700 km depth and beyond. These positive velocity anomalies are caused by subducted cool
oceanic lithosphere (Vermeersen, 2015). Density anomalies in subduction zones are also observable
as anomalies in gravity and gravity gradient observations. Gravity observations have long been known
to contain valuable information about the Earth’s interior, particularly about subduction zones. In 1931,
Prof. Vening Meinesz spent six months on a submarine in the Indonesian Archipelago taking gravity
measurements of the Sumatra subduction zone (Meinesz, 1931). Prof. Meinesz was already aware
that gravity anomalies encompassed information on plate tectonics. The map of the measured gravity
anomalies is given in Figure 1.2.

Recent satellite gravity mapping missions, like Gravity Field and Steady-State Ocean Circulation Ex-
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Figure 1.2: Gravity anomalies of the Sumatra subduction zone by Meinesz (1954)

plorer (GOCE), provide homogeneous and high-resolution gravity and gravity gradient information on
areas normally inaccessible to earthquake measurements (Gutknecht et al., 2012). Are subduction
zone features also observable in satellite gravity (gradient) data? The answer is clearly given by
Mikhailov et al. (2004): ”Our results demonstrate that new satellite gravity data can be used to de-
tect and discriminate geodynamic signals generated by subduction zone dynamics. In particular, to
monitor locked asperities of subduction zones or to discriminate between different fault plane models”.
Using either seismic, tomographic, gravity models, or combined models, scientists were able to create
top-slab geometries of subduction zones, e.g. in Costa Rica or Sumatra (Gutknecht et al., 2012; Jacob
et al., 2014; Broerse et al., 2015; Hall and Spakman, 2015; Wu et al., 2016).

Gravity data is non-unique. Seismic slab models use the valid assumption that earthquake locations
occur on the interface between a subducting oceanic plate and over-riding continental plate. Making a
line between those earthquake locations will result in an estimate of the top-slab surface, considering a
certain error margin (∼5 km) (Zhao et al., 1997). There is a unique correlation between the earthquake
location and the top-slab surface. Unfortunately, this is not the case for gravity data. When modelling
the Earth’s interior, gravity data encompasses information of all the layers between the Earth’s sur-
face and its core. Gravity data does not provide a unique solution for the radial density distribution of
the Earth. Different radial density structures might result in the same gravity signal. Therefore, incor-
poration of additional constraints is essential to overcome the problem of non-uniqueness in gravity
modelling. If done correctly, new knowledge can be obtained about the Earth’s interior based on grav-
ity. The study by Rossi et al. (2017) is used as a case-study to confirm the importance of additional
constraints and knowledge on the sensitivities of modelling parameters.

Rossi et al. (2017) used data from Gravity Field and Steady-State Ocean Circulation Explorer (GOCE),
GOCO05s (Mayer-Gürr, 2015), to model the Tonga subduction zone using a top-slab model. Initially,
this approach was also deemed suitable for the modelling of the Sumatra subduction zone. The thick-
ness of the slab at the trench was fixed to 7 km, whereas an algorithm varied the crust depth, slab
thickness at its base, crustal and slab densities such that resulting gravity signal matched GOCE grav-
ity gradient observations. The study concluded that the slab thickness did not have a significant effect
on the residuals with the observations, and selected a slab thickness of 7 km. This value is likely to
be unrealistic, as it strongly contradicts conclusions from literature, where subducting slabs are mod-
elled between 60-100 km thick, depending on the age of the incoming subducting oceanic lithosphere
(Fowler, 2005; Lowrie, 2007; Köther et al., 2012; Gutknecht et al., 2012; Vermeersen, 2015; Goes
et al., 2017; Zhang et al., 2017; Wilson, 2007). Rossi et al. (2017) concludes that the fit with gravity
observations has been significantly improved with the inclusion of the slab model. Bassett and Watts
(2015a) argues that it is very important to use other constraints (seismic models, tomographic models,
etc.) in gravity modelling. Why could the approach of Rossi et al. (2017) not be applied in thesis?
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When introducing enough degrees of freedom to a model and having limited or no constraints, there
will always be a solution that confirms the hypothesis. The hypothesis in this case being that all the
reduced satellite signal originates from the subducting slab. In this case, reduced signal refers to the
observation signal without effects from topography and bathymetry. The outcome of this study is that it
is possible to fit a slab model to gravity observations, however, there is no information on how accurate
this slab model is or what this slab model adds to the knowledge of the Tonga subduction zone.

Rossi et al. (2017) assumes that the reduced gravity signal comes solely from the slab. However, apart
from density anomalies, there are two other factors that influence the gravity signal in subduction zones:
isostatic compensation (Watts, 2001), and forces in subduction zones (Forsyth and Uyeda, 1975).
Firstly, isostatic compensation dictates that mass anomalies at a certain depth will be compensated
by other masses anomalies in the same mass vertical column. It has been shown that both density
contrasts and isostatic compensation affect the gravity anomalies of the subducting slab (Watts and
Talwani, 1975; Davies, 1981). Moreover, Root et al. (2017) argues that isostasy is an essential part
for modelling of the lithosphere and cannot be neglected. Secondly, subduction zones are subject
to different driving (slab-pull, ridge-push) and resistive (mantle-drag, transform faults) forces in the
subduction zone (Forsyth and Uyeda, 1975). Those forces induce dynamic processes, e.g. mantle
wedge flows, which also have an influence on the gravity anomalies (Bassett and Watts, 2015a). A 3D
slab geometry and density is required to model subduction zone dynamics (e.g. FEM) (Fowler, 2005).

1.3. Availability of tools and models
This thesis research is possible due to the availability of the necessary models and algorithms. First
and foremost, the spectral gravity forward modelling algorithm provided by Root et al. (2016), provided
a means to compute the gravity and gravity gradient signal of different Earth models using a spherical
harmonics representation. Moreover, a combined slab model for the Sumatra subduction zone was
provided by Broerse et al. (2015). The optimal SHC bandwidth needs to be known in order to isolate
the desired signal in the observations. This knowledge will result in more efficient computations as only
the SHC are used which are required to obtain the desired signal. This optimal SHC bandwidth will be
investigated using a spectral analysis for both the combined model as Slab1.0.

It was encouraging to experience the corporative spirit in the geoscience community, in other words, the
power of sharing. Numerous global models (Whittaker et al., 2013; Szwillus, 2018; Hayes et al., 2012b;
Müller et al., 2008; Amante and Eakins, 2009) were freely available and easily accessible online. Most
of them were well documented which allowed for smooth implementation.

1.4. Research aim and research questions
The research aim of this thesis is ultimately to improve the understanding of the Sumatra subduction
zone. This was done by modelling the subducting slab and investigating the gravity sensitivities to dif-
ferent individual slab model parameters and features. Understanding the gravity sensitivity of different
slab parameters and features serves three purposes. Firstly, knowing the sensitivities will allow for
more informed adjustments of slab model when using gravity observations as an additional constraint
in slab modelling. Secondly, the uncertainty of a gravity observation model can be translated to cor-
responding uncertainties in different slab parameters, and vice versa. For instance, when the gravity
model has an uncertainty of 𝐴 mGal, this translates into an uncertainty of 𝐵 km for slab parameters
𝐶 at a depth of 𝐷 km. Knowing those uncertainties will allow for the estimation of the desired ranges
and accuracies of the slab parameters, and create selection criteria for external input models. Thirdly,
regional and local gravity observation anomalies can be linked to certain slab features, and vice versa,
slab features can be used to fit regional and local gravity observation anomalies.

Moreover, isostatic compensation of the slab will be investigated. Pratt’s hypothesis will be used to ap-
ply isostasy, which states that compensation is achieved by lateral density variations in a compensation
layer (Fowler, 2005). Laterally varying the lithospheric densities to obtain isostatic equilibrium provides
good first-order lithospheric densities (Root et al., 2017). Moreover, varying mantle densities has also
been used to model isostasy (Root et al., 2014). Traditionally, the crust has been used a compensating
layer (Lowrie, 2007). Literature uses different definitions for the compensating layer (crust, lithosphere
or mantle), which will all be investigated.
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This leads us to the main research questions of this thesis:

What slab parameters and slab features need to be included to generate a simple slab
model?

What is the optimal spherical harmonic bandwidth that isolates the slab model signal?

What are the qualitative and quantitative sensitivities of the radial gravity and second
gravity gradient invariant to different slab parameters and slab features?

What isostatic compensation method yields the most realistic compensation density
values and provides a realistic gravity signal?

After those questions have been answered, the sensitivities can be used in further slab modelling and
help to answer the larger research question:

Can a simple slab model incorporating the different slab parameters and features
explain the corresponding gravity anomalies in XGM2016?

ESA 3D-Earth
This project falls within the context of the ESA 3D-Earth project. 3D-Earth wants to promote the usage
of GOCE satellite gravity gradients for modelling of the Earth’s interior. Within 3D-Earth the TU Delft
proposed to carry out a case study on the subduction zone of Sumatra, from which this thesis proposal
originated. It is important to mention that even though 3D-Earth is centred around the usage of ESA
satellite data, this thesis project is not restricted by this requirement.

1.5. Structure of this thesis
The most important chapter of this thesis is Chapter 6, four out of five research questions get answered 
there. Chapter 2 gives the mathematical background for gravity modelling, provides a detailed analysis 
of the gravity models that are going to be used throughout this thesis, and discusses the used forward 
modelling algorithm. Chapter 3 and Chapter 4 will provide the reader with understanding of the slab 
modelling process. Different modelling methods have been developed and are discussed in those 
chapters. Chapter 5 creates the link between Chapter 6 and the first four chapters. Here, the focus 
starts to shift from discussing different methodologies to the analysis of the gravity results. Now that 
the methods and models have been fully introduced, Chapter 6 will provide extensive discussions 
and conclusions on the gravity sensitivity of different slab parameters and slab features. The thesis 
is wrapped up with conclusions and recommendations. The reader is expected to have basic 
knowledge on geoscience and gravity modelling, and the related terminology.
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Gravity and Gravity Gradients Modelling

This section will contain all the information necessary to carry out the proposed gravity and gravity
gradient 3D modelling of the Sumatra slab. Firstly, an introduction is given on the gravity, and grav-
ity gradient, and gravity gradient invariants. Second, the relation between the maximum Spherical
Harmonics Coefficients (SHC) degree of used models and their maximum spatial resolution will be dis-
cussed. Thirdly, XGM2016 and GOCO05s will be presented and some model validations will be given.
Lastly, the spectral gravity forward modelling algorithm will be discussed, which is used to compute the
SHC, and subsequently, the gravity and gravity gradient fields.

Throughout this thesis the spherical harmonic representation of the gravity field will be used, which is
represented by the equation below (Barthelmes, 2013, Eq. 108). The spherical latitude will be used
(𝜙) instead of the ellipsoidal (𝜑), where the gravitational potential (𝑊ፚ) is given by:

𝑊ፚ (𝑟, 𝜆, 𝜙) =
𝐺𝑀
𝑅

፥፦ፚ፱
∑
፥዆ኺ

፥

∑
፦዆ኺ

(𝑅𝑟 )
፥ዄኻ
𝑃፥፦ (sin𝜙) [𝐶ፖ፥፦ cos𝑚𝜆 + 𝑆ፖ፥፦ sin𝑚𝜆] (2.1)

Where 𝑟, 𝜆, and 𝜙 are the spherical coordinates (radius, longitude, latitude), 𝑅 the Earth’s radius, 𝐺𝑀
the standard gravitational constant, 𝑙 and 𝑚 the degree and order, and 𝐶ፖ፥፦ and 𝑆ፖ፥፦ are the Spherical
Harmonics Coefficients (SHC). The attenuating effect on the gravitational potential by increasing alti-
tude of the computation point (𝑟 > 𝑅) is evident through the term (𝑅/𝑟)፥. Thus, when computing the
gravitational potential at satellite altitude, the higher order SHC will be heavily attenuated (Barthelmes,
2013).

Although considered textbook knowledge, Newton’s law of universal gravitation is given here to support
later discussions (Brackenridge et al., 2000):

𝐹፠ = 𝐺
𝑚ፀ𝑚ፁ
𝑟ኼ (2.2)

Where 𝐹፠ is the gravitational force between two masses 𝑚ፀ and 𝑚ፁ separated by a distance 𝑟, and 𝐺
is the gravitational constant.

2.1. Gravity Gradients and Invariants
In this section the expressions for the gravity gradient tensor and gravity gradient tensor invariants
are given. For datasets which have the same resolution for the gravity field and gravity gradient field,
gravity gradients provide higher frequency anomalies than the gravity field does (Mikhailov et al., 2007).
In other words, gravity gradients provide a higher sensitivity with respect to regional density anomalies,
which in turn leads to potentially more accurate characterization of subduction zones (Švarc et al.,
2016).

The Japanese and Andean/Chilean subduction zones have a North-South orientation. Therefore, us-
age of the North-North and East-East gravity gradients (𝑇፱፱ , 𝑇፲፲) is evident. The absence of studies
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using gravity gradients for Sumatra is expected to be related to the fact that the Sumatra subduction
zone is curved. For this reason, the usability of the invariants will be investigated. Invariants incorporate
all components of the Gravity Gradient Tensor (GGT) while being direction-independent.

Density variations can be found both in the gravity field and the Marussi tensor. However, those reflect
different geological features according to Braitenberg et al. (2011). A less dramatic difference between
the Marussi tensor and the gravity field is presented by (Alvarez et al., 2012). He states that both con-
tain information on the same geological features, however, in a different way. Firstly, the vertical gravity
gradient (𝑇፳፳) contains information on mass heterogeneities, however, the Marussi tensor losses sen-
sitivity with depth. Secondly, gravity fields are useful for relatively small density contrasts and deeper
structures.

2.1.1. Gravity Gradient Tensor
The gravitational potential is given as follows (Pedersen and Rasmussen, 1990):

𝑈(r0) = −𝐺∫
ፕ

𝜌(r)
𝑅 𝑑𝑉 (2.3)

Where r0 is the observation point, r the integration point, 𝑅 = |r0 − r|, 𝜌 the excess density, 𝑉 the
volume of the body, and 𝐺 the gravitational constant. Taking the double gradient of the gravitational
potential gives the Marussi tensor, from now on called GGT:

GGT = ∇ኼ𝑈 = ∇𝑔 =

⎡
⎢
⎢
⎢
⎢
⎣

Ꭷኼፔ
Ꭷ፱ኼ

Ꭷኼፔ
Ꭷ፱Ꭷ፲

Ꭷኼፔ
Ꭷ፱Ꭷ፳

Ꭷኼፔ
Ꭷ፲Ꭷ፱

Ꭷኼፔ
Ꭷ፲ኼ

Ꭷኼፔ
Ꭷ፲Ꭷ፳

Ꭷኼፔ
Ꭷ፳Ꭷ፱

Ꭷኼፔ
Ꭷ፳Ꭷ፲

Ꭷኼፔ
Ꭷ፳ኼ

⎤
⎥
⎥
⎥
⎥
⎦

=

⎡
⎢
⎢
⎢
⎢
⎣

Ꭷ፠፱
Ꭷ፱

Ꭷ፠፱
Ꭷ፲

Ꭷ፠፱
Ꭷ፳

Ꭷ፠፲
Ꭷ፱

Ꭷ፠፲
Ꭷ፲

Ꭷ፠፲
Ꭷ፳

Ꭷ፠፳
Ꭷ፱

Ꭷ፠፳
Ꭷ፲

Ꭷ፠፳
Ꭷ፳

⎤
⎥
⎥
⎥
⎥
⎦

= [
𝑇፱፱ 𝑇፱፲ 𝑇፱፳
𝑇፲፱ 𝑇፲፲ 𝑇፲፳
𝑇፳፱ 𝑇፳፲ 𝑇፳፳

] (2.4)

Where 𝑔፱, 𝑔፲, 𝑔፳ are the components of the gravitational acceleration vector. Those are obtained by
taking the gradient of the gravitational potential (∇𝑈).
The gradients contain information about the rate of change for the individual gravitational acceleration
components in different directions (x,y,z). For example, 𝑇፳፳ gives the rate of change for 𝑔፳ when moving
a unit length in z-direction. 𝑔፳ is the gravitational acceleration of mass A due to mass B in z-direction.
Consider the case where the z-axis points radially outwards from point mass A to point mass B. Equa-
tion 2.2 shows that gravity varies with distance proportionally to 1/𝑟ኼ, or in this case, 1/𝑧ኼ. Equation 2.4
shows that 𝑇፳፳ is the partial derivative of 𝑔፳ with respect to 𝑧. Therefore, for 𝑇፳፳ the distance varies
proportional to 1/𝑧ኽ, as is shown in the equations below:

𝑔፳ = 𝐺
𝑚ፁ
𝑧ኼ (2.5)

𝑇፳፳ =
𝜕𝑔፳
𝜕𝑧 = −2(𝐺𝑚ፁ)

ኼ

𝑧ኽ (2.6)

Simplifying the problem using 𝑚ፁ = 1 and 𝐺 = 1 enables us to inspect how 𝑔፳ and 𝑇፳፳ relate to
distance, see Figure 2.1. 𝑇፳፳ is more sensitive to masses nearby, seeing a fast decay of the signal with
increasing distance. 𝑇፳፳ has reduced to 10% at 𝑧 = 0.21𝑚 which is approximately 50% faster than 𝑔፳,
which reaches 10% of its signal at 𝑧 = 0.32𝑚. Important to note that for this simplified example the
numbers themselves carry no significant information, however, one can conclude that 𝑔፳ is more useful
for masses that are further away, and the 𝑇፳፳ has a higher sensitivity for masses nearby. Discussions
on the other GGT components will be given later in Subsection 2.3.2, where practical examples can be
used to aid the readers understanding.

2.1.2. Gravity Gradient Tensor Invariants (𝐼ኺ, 𝐼ኻ, 𝐼ኼ)
The invariants of the gravity gradient tensor contain information about the dimensionality of the gravity
anomalies. Invariants are used to model subsurface structures (Beiki and Pedersen, 2010; Yu and
Zhao, 2010; Oruç, 2010). Contrary to the gravity anomalies and gravity gradients, the invariants are
not direction-dependent (Pedersen and Rasmussen, 1990), which makes them potentially useful to
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Figure 2.1: General relation for ፠፳ and ፓ፳፳ with distance

analyse features that have changing orientations, e.g. subduction zones. The second incentive for
using invariants is that the errors in the orientation of measurement sensors and random noise in the
measurement channels will not effect the tensor invariants (Mikhailov et al., 2007). On the downside,
the dimensionality information of the gravity gradients is lost when computing the invariants.

Literature shows that invariants are only used for modelling of shallow subsurface features. Oruç (2010)
used invariants (𝐼ኻ, 𝐼ኼ) together with a high-resolution (∼ 0.1 km) terrestrial gravity gradient dataset to
find a subsurface feature at a depth of 5 km, in his case, a salt dome offshore Louisiana, USA. The
depth estimation accuracy was in the order of 10 m. The Vredefort impact structure in South Africa was
investigated Beiki and Pedersen (2010) using airborne data with a resolution of 0.25 m. This structure
had a diameter of 250-300km, and the depths were only estimated down to 1500m. For subduction
zone modelling one investigates features down to 670 km, with gravity dataset resolutions in the order
of ∼100 km. Thus far, invariants have primarily been used for shallow subsurface structures, and their
application to deep structures like subduction zones has to be investigated, which will be done in this
thesis (Beiki and Pedersen, 2010; Bouman et al., 2013; Klokočník et al., 2014).

Using an arbitrary reference system, the invariants are given below, where GGT denotes the 3x3
Marussi tensor given in Equation 2.4 (Pedersen and Rasmussen, 1990):

𝐼ኺ = trace(𝐺𝐺𝑇) = 𝑇፱፱ + 𝑇፲፲ + 𝑇፳፳ (2.7)

𝐼ኻ = 𝑇፱፱𝑇፲፲ + 𝑇፱፱𝑇፳፳ + 𝑇፲፲𝑇፳፳ − 𝑇ኼ፱፲ − 𝑇ኼ፱፳ − 𝑇ኼ፲፳ (2.8)
𝐼ኼ = det(𝐺𝐺𝑇) = 𝑇፱፱𝑇፲፲𝑇፳፳ + 2𝑇፱፲𝑇፲፳𝑇፱፳ − 𝑇ኼ፲፳𝑇፱፱ − 𝑇ኼ፱፳𝑇፲፲ − 𝑇ኼ፱፲𝑇፳፳ (2.9)

Note that 𝐼ኺ should be zero, because the GGT is symmetric and therefore traceless according to
Laplace’s equation (Oruç, 2010). Moreover, assuming that the GGT is symmetric and has real eigen-
values, 𝐼ኻ ≤ 0 (Pedersen and Rasmussen, 1990). Invariant are mainly used for contouring of geological
structure. However, their physical interpretation remains a topic for further research.

Literature on the usage of gravity, GGT, and invariants for subduction zones provides two main instruc-
tions (Braitenberg et al., 2011; Alvarez et al., 2012):

• Use gravity field for relatively smaller density contrasts at deeper depths
• Use GGT and invariants to map density contrasts in shallow parts of the subduction zone

2.2. Maximum resolution of model
Using the equations given in Barthelmes (2013), one can determine the maximum spatial resolution
obtainable at the Earth surface for a given maximum model degree (𝑙፦ፚ፱). The maximum number of
zeros at the equator can be used to compute the maximum spatial resolution, or in other words, the
shortest half-wavelength (Barthelmes, 2013, Eq. 112):

𝜓፦።፧, ፠፞፧፞፫ፚ፥ (𝑙፦ፚ፱) ≈
𝜋𝑅
𝑙፦ፚ፱

(2.10)
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This estimation is based on the number of possible zeros along the equator.
At this point let us recall that the resolution of spherical harmonics is uniform on the sphere. This

follows from the known fact that under rotation, a spherical harmonic of degree ℓ is transformed into
a linear combination of spherical harmonics of the same degree. To illustrate it, imagine a single pulse
somewhere on the sphere represented (as narrow as possible) by spherical harmonics up to a maximum
degree and order ℓmax. A rotation of the coordinate system will not change the shape of the pulse
which means uniform resolution. Hence, a better estimation of ψmin(ℓmax) seems to be the following:
If we divide the surface of the sphere, i.e. 4πR2, into as many equiareal pieces Amin as the number of
spherical harmonic coefficients, i.e. (ℓmax + 1)2, then the size of each piece is:

Amin(ℓmax) =
4πR2

(ℓmax + 1)2
(113)

The diameter of a spherical cap of this size is (in units of spherical distance):

ψmin(ℓmax) = 4 arcsin

(

1

ℓmax + 1

)

(114)

which characterise the size of the smallest bump, half-wavelength, which can be produced by (ℓmax + 1)2

parameters. For some selected maximum degrees the resolutions are given in Table 1. To demonstrate

Table 1: Examples of spatial resolution of spherical harmonics in terms of the diameter ψmin of the
smallest representable shape (bump or hollow) after eqs. (112) and (114)

Maximum Number of Resolution ψmin

Degree Coefficients General Advanced

ℓmax N [degree] [km] [degree] [km]

2 9 90.000 10000.000 77.885 8653.876
5 36 36.000 4000.000 38.376 4264.030

10 121 18.000 2000.000 20.864 2318.182
15 256 12.000 1333.333 14.333 1592.587
30 961 6.000 666.667 7.394 821.587
36 1369 5.000 555.556 6.195 688.321
40 1681 4.500 500.000 5.590 621.154
45 2116 4.000 444.444 4.983 553.626
50 2601 3.600 400.000 4.494 499.342
75 5776 2.400 266.667 3.016 335.073
180 32761 1.000 111.111 1.266 140.690
360 130321 0.500 55.556 0.635 70.540
500 251001 0.360 40.000 0.457 50.828

1000 1002001 0.180 20.000 0.229 25.439
2000 4004001 0.090 10.000 0.115 12.726
5000 25010001 0.036 4.000 0.046 5.092
10000 100020001 0.018 2.000 0.023 2.546

how the resolution of spherical harmonics depends on the maximum degree ℓmax of the development
the following synthetic example has been constructed: A (1◦ × 1◦)-grid where all elements are zero
except for two with the values 1 has been converted into spherical harmonic coefficients up to degree
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Table 2.1: Maximum spatial resolution: smallest feature that is distinguishable (Ꭵ፦።፧) within a model having a certain maximum
degree (፥፦ፚ፱), adjusted from: Barthelmes (2013, Tab. 1)

Where 𝜓፦።፧ is the resolution in km at the equator, and 𝑅 the Earth’s radius in km. A more accurate
equation for the spatial resolution, based on a spherical harmonic representation of a equiareal pieces,
is given below (Barthelmes, 2013, Eq. 114):

𝜓፦።፧, ፚ፝፯ፚ፧፜፞፝ (𝑙፦ፚ፱) = 4arcsin(
1

𝑙፦ፚ፱ + 1
) (2.11)

The spatial resolutions computed with the general and advanced equations are given in Table 2.1.
From this table it is evident that advanced equation provides a more conservative spatial resolution
than general equation, neglecting 𝑙፦ፚ፱ = 2. Barthelmes (2013, Fig. 5) uses a synthetic signal to
show that the advanced equation more accurately relates 𝑙፦ፚ፱ to spatial resolution. Throughout this
report, the general and advanced equations will dictate the upper and lower limits of obtainable spatial
resolution for values of 𝑙፦ፚ፱.

2.3. Gravity observation models
XGM2016 is considered the most gravity suitable model for analysing the Sumatra subduction zone,
Firstly because of the high spatial resolution of the incorporated datasets, and secondly, due to the
combination of many independent datasets. Other models, e.g. EGM2008, GEBO, GOCO05s and
others, were investigated, however, those were found inferior to XGM2016.

XGM2016 is a combined terrestrial-satellite-derived gravity model, incorporating 11 years of GRACE
(2000-2013), 4 years of GOCE (2009-2013), new terrestrial and altimetry data (Pail et al., 2016).
GOCO05s is a satellite-only gravitymodel mainly based on data from the ESAGOCEmission. GOCO05s
will not be used as an independent model. It is only discussed because it is incorporated into XGM2016.
The SHC datasets of both models were downloaded online from International Centre for Global Earth
Models (ICGEM) portal (Barthelmes and Köhler, 2016).

2.3.1. GOCO05s
GOCO05s is resolved up to degree 720. The spatial resolution is at least 15’x15’. NIMA96 is used
as fill-in gravity anomaly dataset in the Sumatra region, which has a lower spatial resolution of 30’x30’
(Fecher et al., 2016). GOCO05s incorporates data from GRACE (SHC<120) and GOCE (SHC: 120-
260) (Mayer-Gürr, 2015). The full-lifetime GOCE gravity anomaly data has an accuracy of ∼1 mGal
and 0.4 mE for vertical gravity gradients at resolutions of d/o 200 (Pail et al., 2011; Pail, 2012). GRACE
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Figure 2.2: Global gravity anomaly datasets used for XGM2016, where numbers correspond to incorporated data-points (Pail
et al., 2016)

gravity data has a similar gravity anomaly accuracy of ∼1 mGal (Floberghagen et al., 2011). The model
accuracy depends on the SHC truncation settings used, larger bandwidths will have larger gravity
errors. The accumulative gravity error between d/o 0-150 is ∼0.3 mGal. For higher d/o than 150 this
errors increases rapidly, 300% between 150-200, and by 400% between 200-250 (Pail, 2012). While
selecting a SHC truncation settings, one should keep in mind that the errors for GOCO05s, increase
significantly for SHC above d/o 200.

2.3.2. XGM2016
The United States National Geospatial-Intelligence Agency (NGA) is working towards an updated ver-
sion of EGM2008, which will be released in 2019 under the name EGM2020. XGM2016 is an inter-
mediate update towards EGM2020 by the Technical University of Munich. It is modelled up unto the
spherical harmonic degree of 719, combining GOCO05s with a 0.25∘x0.25∘ gravity anomaly grid from
theNational Geospatial-Intelligence Agency’s Least-Squares Collocation (NGA-LSC). XGM2016 is fully
based on GOCO05s up unto SHC d/o 110, between d/o 110 and 200 the coefficients are computed
using both satellite and terrestrial datasets, and for d/o higher than 200 the coefficients are fully based
on terrestrial data. Therefore, if XGM2016 is only used for lower SHC d/o than 100, one is simply using
GOCO05s, which explains why proper understanding of that model is also required. The accumulative
gravity error for GOCO05s explained in Subsection 2.3.1 is mitigated in XGM2016, because terrestrial
data is incorporated for SHC d/o above 150. XGM2016 was released exactly at the start of my thesis
project.

The resolution computed using Equation 2.11 is merely an upper limit for the maximum obtainable
spatial resolution. Terrestrial datasets have varying regional data coverage and accuracy. On the
contrary, satellite datasets generally have homogeneous global coverage and accuracy. Therefore,
combining regional terrestrial datasets with global satellite datasets induces resolution variations from
one region to the other (ICGEM, 2017). Concluding, only if the resolution of all the incorporated datasets
has a resolution of 0.3∘, the regional resolution of XGM2016 will approach the upper limit of 0.3∘. The
different datasets used for XGM2016 are given in Figure 2.2. NGA LSC was used for Sumatra and
the other Indonesian islands, for the coastal oceanic regions different datasets were combined, for the
oceans DTU15A was used.

Results and validation of XGM2016 and forward modelling tool
The gravitational potential (𝑈) is considered ineffective for subduction zone analysis, due to its very
long wave-length signal. Literature does not show a consistent trend for the usage of the GGT for
subduction zone research. Alvarez et al. (2015) and Rossi et al. (2017) use 𝑇፳፳ for gravity inversion
for the Andean and Tonga subduction zone. Mansi et al. (2013, 2014) uses the diagonal entries of
GGT (𝑇፱፱, 𝑇፲፲, 𝑇፳፳), and Švarc et al. (2016) uses all GGT components. For this study, the other GGT
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components are not shown nor investigated, as the invariants combine all the information from the
GGT.

The synthesis of XGM2016 was done for 𝑙፦ፚ፱ = 90, 179 and 719, whereas results for 𝑙፦ፚ፱ = 90 will
be shown and discussed later in this report. The results for the radial gravity (𝑔ፑ), radial-radial gravity
gradient (𝑇ፑፑ) are shown in Figure 2.3. For both SH truncations there is a strong positive 𝑔ፑ anomaly
(∼100-150 mGal) following the volcanic arc from Java unto the middle of Sumatra. A negative 𝑔ፑ
anomaly (∼-100 mGal) is observed in front of the trench in the Java and Andaman Sea region. The
same features are seen for 𝑇ፑፑ truncated at d/o 179. For the truncation setting at 719, an additional
negative anomaly is observed following the trench. For both truncations settings and both 𝑔ፑ and 𝑇ፑፑ,
the negative and positive anomalies are absent in the northern region of Sumatra, approximately at a
latitude of 2 degrees. An explanation for this interesting phenomena will be presented later.

Chesner (1998, 2012) showed that there is a lot of tectonic activity below the Toba volcanic centre in
northern Sumatra, located at red circle in Figure 2.3a. Negative P-wave seismic velocity anomalies
are observed below the volcanic centre due to serpentinization of the subducting crust, and the sub-
sequently ascensions of relatively low density fluids. This does not explain the positive anomalies of
𝑔ፑ and 𝑇ፑፑ, so different explanations need to be investigated. The Toba volcanic centre has a maxi-
mum dimension of ∼100 km, which would only be distinguishable in gravity data for 𝑙፦ፚ፱ ≈ 180, see
Table 2.1. For 𝑙፦ፚ፱ = 90, the volcanic centre is indeed not visible in the gravity data.
The second and third invariants (𝐼ኻ, 𝐼ኼ) are shown in Figure 2.4. The 𝐼ኻ signal follows the shape of the
subduction zone, whereas the 𝐼ኼ signal only has shows a distinct signal for the full model (𝑙፦ፚ፱ = 719).
Due to the lack of signal in 𝐼ኼ for lower 𝑙፦ፚ፱, it is not used in further analyses.
To have the full confidence that the gravity forward modelling tool was working correctly (Root et al.,
2016), it was deemed useful to validate its output with another algorithm. The output of the MATLAB®
synthesis algorithm was validated with plots obtained from the ICGEM Calculation Service. The syn-
thesis output is given in Figure 2.3a and 2.3c, whereas the ICGEM validation data for 𝑙፦ፚ፱ = 179 is
given in Figure 2.5. The synthesis plots closely match the validation plots. The synthesis results for 𝑔ፑ
show a maximum residual in the order of 10% with the validation data. This residual is primarily caused
by a constant positive difference of ∼15 mGal. This difference is observed when investigating the offset
in the extreme values for synthesis and validation data: -113 and 187 mGal (synthesis) compared to
-129 and 170 mGal (validation). The residuals for 𝑇ፑፑ were in the order of 2%, corresponding to differ-
ences of less than ∼0.5 Eötvös. The extreme values for both were: -23.4 and 28.5 Eötvös (synthesis)
compared to -23.7 and 28.8 Eötvös (validation). Moreover, the same signal patterns are visible, and
no major differences were identified between the synthesis and validation results. Therefore, both the
XGM2016 model as the forward modelling tool were validated to be loaded and working correctly.

Truncation settings for XGM2016
Several truncations were investigated and applied to the synthesis of XGM2016. Firstly, and most im-
portantly, the 𝐶ኼ,ኺ term was neglected, removing most of the signal coming for the ellipsoidal Earth (𝐽ኼ).
Secondly, the long wavelength signal from non-subduction zone features (e.g. mantle) is removed by
truncating the lower SHC limit. Mansi et al. (2014) used 𝑙፦።፧ = 9, whereas Švarc et al. (2016) used
𝑙፦።፧ = 60. The SHC lower limit is determined using a spectral analysis, which is done in Section 6.1.
Thirdly, short wavelength signal from non-subduction zone features (e.g. topography, bathymetry, sed-
iments, etc.) are removed by truncating the upper SHC limit or applying a topographic correction. Mansi
et al. (2014) applied topographic correction using ETOPO1 at 7 km, whereas Gutknecht et al. (2012)
applied a topographic gradient correction using GOCO03s (𝑇፫፫) at 8 km.
To gain understanding of what structures are visible in the GGT invariants, the invariants are computed
for different SHC truncation settings. The conclusions are presented in this section. First, truncating the
lower limit with 𝑙፦።፧ = 2 and 8 was investigated. For either truncation limit, the measured values for 𝐼ኻ
were almost identical, with minor differences ranging between 0.5% and 1.6% depending on locations
in the subduction zone. Therefore, one can conclude that the SHC between d/o 2 and 8 do not contain
a strong 𝐼ኻ signal.
Figure 2.6 shows that there is very little signal for 2 ≤ d/o ≤ 40 in the second tensor invariant (𝐼ኻ).
The second invariant increases approximately by a factor 30 comparing SHC=2-40 to SHC=40-90.
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(a) 𝑔ፑ for 3 < 𝑆𝐻 < 179 (b) 𝑔ፑ for 3 < 𝑆𝐻 < 719

(c) 𝑇ፑፑ for 3 < 𝑆𝐻 < 179 (d) 𝑇ፑፑ for 3 < 𝑆𝐻 < 719

Figure 2.3: XGM2016 radial gravity (፠ፑ) and radial-radial GGT component (ፓፑፑ) for different SHC settings
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(a) 𝐼ኻ for 3 < 𝑆𝐻 < 179 (b) 𝐼ኻ for 3 < 𝑆𝐻 < 719
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(c) 𝐼ኼ: for 3 < 𝑆𝐻 < 179
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(d) 𝐼ኼ: for 3 < 𝑆𝐻 < 719

Figure 2.4: XGM2016 second and third Invariants (ፈኻ, ፈኼ) for different SHC settings
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Figure 2.5: Results from ICGEM Calculation Service used for validation (፥፦ፚ፱ ዆ ኻ዁ዃ)
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Figure 2.6: Resulting ፈኻ for different SHC truncation settings, with the lower SHC boundary truncated between d/o 2 and 40

Moreover, for SHC=2-40 there is a weak long wavelength signal that corresponds to the shape of
the subduction zone. This long wavelength signal is overpowered by a localised signal coming from
western Java, see the blue anomaly in SHC=2-90 and SHC=40-90. For all three truncation settings,
it stands out that there is no trench-perpendicular anomaly around the Toba volcanic centre, for its
location recall the red circle in Figure 2.3a. The results showed that the strong signal coming from the
Java region weakens for increasing 𝑙፦።፧, and disappears for 𝑙፦።፧ = 80.
One continued to incrementally increase 𝑙፦።፧ from d/o 50 to 80, which results are summarized in Fig-
ure 2.7, which has its negative y-axis pointing upwards. The values were measured at the strong
anomaly in western Java, see Figure 2.6. The minor decrease in 𝐼ኻ from 𝑙፦።፧ d/o 2 to 40 in Figure 2.7,
is in agreement with the conclusion made earlier, that there is little signal in this bandwidth. The sharp
decrease in 𝐼ኻ for 𝑙፦።፧ d/o 40 to 80 shows that this bandwidth contains most of the second invariant
signal. As stated in Figure 2.3.2, different truncation settings could be used to utilize both gravity and
gravity gradients in their optimal wavelength. This recommendation should also be extended to the
usage of the invariants.

While doing observation for different truncation settings, one noticed the direct correlation between the
landmass of Sri Lanka and the relatively high negative values for 𝐼ኻ and 𝐼ኼ, see Figure 2.8. The cause
for this correlation should be further investigated, however, it is outside the scope of this thesis project.
A possible hypothesis could be that a steep bathymetry profile in all directions around Sri Lanka causes
large values for the GGT components, and subsequently for 𝐼ኻ and 𝐼ኼ.
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Figure 2.7: Results for analysis of XGM2016 for different minimum SHC, using ፥፦ፚ፱ ዆ ዃኺ
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Figure 2.8: Observed correlation in XGM2016 for ፈኻ, ፈኼ and the landmass of Sri Lanka
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Comparison: XGM2016 and GOCO05s
A gravity anomaly residual analysis was done comparing XGM2016 with GOCO05s for different SHC
truncation settings, with 𝑙፦ፚ፱ varying from d/o 50 to 250. Recall that GOCO05s was used for the first
d/o 100 SHC of XGM2016. It was shown that for low truncation of 𝑙፦ፚ፱ = 50, the residual is in the
order of 10ዅኾ mGal, whereas it increased three orders of magnitude for 𝑙፦ፚ፱ = 120. The residuals
for 𝑙፦ፚ፱ = 90 and 𝑙፦ፚ፱ = 100, were in the order of 10ዅኽ and 10ዅኼ mGal, respectively. For higher
d/o the residual kept increasing, because one is comparing GOCO05s with other terrestrial datasets
which are incorporated in XGM2016 for SHC above d/o 100. For 𝑙፦ፚ፱ = 180 and 250, the residual
between XGM2016 and GOCO05s was in order of 1 and 10mGal. Therefore, for the first 180 SHC d/o
significant amount of satellite derived gravity data was used in XGM2016.

2.4. Spectral gravity forward modelling algorithm
The used spectral gravity forward modelling algorithm was developed by Root et al. (2016) as part of his
PhD project. Here, only the algorithm’s characteristics relevant to this thesis project will be discussed.
One does not intend to explain the whole algorithm, as it was mainly used as a black-box.

2.4.1. Analysis and synthesis
The algorithm carries out two main steps: 1) the SHC for a global density structure are computed, which
is called analysis, 2) the gravitational potential (U), three components of the gravitational acceleration
vector (g), and six components of the gravity gradient tensor (GGT) are computed using the SHC from
step 1, which is called synthesis. Italics is used to increase clarity. The main inputs to the algorithm
are global depth fields and corresponding density fields for each modelled layer. For the analysis the
maximum SHC d/o 𝑙፦ፚ፱ needs to be specified, together with parameters related to the planetary body,
e.g. radius (R), standard gravitational parameter (𝜇), and geoid. Moreover, global longitude-latitude
grids of depth and density are required for each desired layer. For the synthesis the SHC truncation
settings are required as input, together with the height for which the synthesis is performed. Moreover,
the region and resolution for the synthesis can be specified.

The analysis is done using the Fast Spectral Method (FSM), which is based on the binomial series ex-
pansion method used to solve the spherical harmonic-based volume integral (Pavlis and Rapp, 1990).
This is done faster compared to other methods, from which FSM derives its name. The MATLAB®
software for FSM has a maximum truncation limit of 𝛼፛።፧,፦ፚ፱ = 8 for the binomial series. Root et al.
(2016) verified that a truncation limit of 𝛼፛።፧ = 2 provides accurate results (∼ 1 mGal) for topographic
masses modelled up to SHC d/o 180, corresponding to a spatial resolution of 1 degree (Balmino et al.,
1973; Rummel et al., 1988; Martinec et al., 1989).

This forward modelling algorithm uses a spherical harmonic representation of the global gravitational
potential fields. Benchmarking against a tesseroid geometry approximation of Kaban et al. (2010)
showed that, as long as the convergence criterion (explained below) is met, the accuracy of FSM stays
within the uncertainties of global forward modelled gravity fields.

2.4.2. Convergence of forward modelling algorithm
FSM has convergence problems for higher d/o SHC and large layer depths. In other words, large
errors will occur for the higher d/o SHC when deep layers are forward modelled. Adhering to the limit
(criterion < 0.5) given in Figure 2.9 will allow for correct gravity modelling. This figure gives a relation
between the maximum layer depth and the required SHC truncation for which an acceptable error level
is obtained for the binomial series truncation (𝛼፛።፧ = 3). For example, if a density distribution has a
maximum depth of 100, 200, and 400 km from a given reference sphere, large errors will be present
in SHC d/o higher than 80, 50, and 25, respectively. Important to note that this maximum depth is
defined with respect to the upper boundary of a certain layer (Root et al., 2016), so extra caution is
required when forward modelling thick layers, where the base will be significantly further away from the
reference sphere than the top.

Fortunately, the forward modelling algorithm automatically adjust the reference sphere to the upper
boundary of the input density model when no material is present above that layer. This reduces the
upper boundary to an artificial depth of 0 km. Input models that exceed the maximum depth of the
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Fig. 3. The boundary for an error criterion of 1/2, as a function of the depth of
the mass layer and the truncation limit. The depth represents the value of U and a
truncation limit of  ̨ = 3 is chosen.

correct for topographic reduction, but we would expect similar
errors occur in the ellipsoidal approximation when deeper density
layers are forward modelled. The magnitude of these effects needs
to be further investigated, but is outside the scope of this study.

3.2. Numerical error characterisation for topographic masses

If the convergence criterion is fulfilled the remaining error of
the FSM for an arbitrary mass layer can be determined numerically,
because the extra signal from an added binomial term is larger than
the remaining error. Thus, it is an estimate of the maximum error
at a certain binomial order truncation.

We use a topographic mass layer to numerically estimate the
error. The topographic mass reduction is derived from the global
digital elevation model GTOPO30 reduced to a 0.1 × 0.1 arc-deg
equiangular grid. Over the continental areas, the upper boundary
is defined by topography and the lower boundary is the zero-
elevation surface to which GTOPO30 is referenced. Over the oceanic
areas the upper boundary is defined by the zero-elevation surface
and the lower boundary by the bathymetry. The mass density of the
topographic layer is set to the constant value of �topo = 2670 kg/m3

in the continental areas and for the oceanic areas the mass den-
sity of �ocean = −1750 kg/m3 is used. The goal of this test is not
to represent the Earth’s topography as accurately as possible, but
to determine the effect of the number of binomial terms used for
spectral forward modelling of the gravitational potential of such a
layer. The gravitational field will be calculated on the geocentric

sphere with the radius of R = 6378.136 km.  This model fulfils the
convergence criterion when a truncation limit of  ̨ = 3 is used.

The first gravitational solution is constructed by using only the
Stokes coefficients of the first binomial term. The second gravita-
tional solution is constructed by including the Stokes coefficients of
the first and second terms in the binomial series. This is repeated
up to the truncation value  ̨ = 10. The cut-off value of the spher-
ical harmonic representation, lmax, is varied as 90, 180, 360, 720,
1200 and 1800, which corresponds to the approximated grid res-
olutions of 2, 1, 0.5, 0.25 and 0.1 arc-deg, respectively. The results
are presented in Fig. 4, which shows the maximum difference in the
radial component of the gravitational acceleration vector. It can be
seen that only the first two  binomial series terms are needed to
represent the gravitational field up to 180◦ and order accurately
enough (±1 mGal), as concluded by Martinec et al. (1989), Rummel
et al. (1988), and Balmino (1994). More terms are needed when
the resolution of the topographic model is increased. For exam-
ple, a 0.1 × 0.1 arc-deg resolution model needs spherical harmonic
coefficients up to degree and order 1800 to be represented cor-
rectly. This will result in 6 more binomial terms when an accuracy
of ±1 mGal is required, similar results were obtained in Hirt and
Kuhn (2012).

4. Reducing the truncation error for deeper layers

To get insight into the numerical behaviour of the FSM for deeper
mass layers that do not fulfil the convergence criterion, another
modelling exercise is performed. The mass model consists of the
same mass layer as in previous section, but now the zero-elevation
reference is at 0, 50, 100, 200, 300 and 400 km depth. The computed
gravitational fields should look similar, except for the damping
effect of high degrees resulting from (R/r)n+1 in Eq. (17). Fig. 5a illus-
trates the degree variance of the spherical harmonic coefficients.
At 0 km depth the degree variance follows approximately the Kaula
rule as found by, e.g. Rummel et al. (1988) and Balmino et al. (1973).
The model at 50 km depth performs as expected with higher degree
coefficients being damped more, as illustrated by an increasing
difference between the blue and red line for higher degrees. How-
ever, a different behaviour is seen for the layer at 100 km depth.
From degree and order 100 onward, the degree variance stays
flat. For deeper layers, the degree variance increases with degree,
because the model does not fulfil the convergence criteria. This
behaviour is also seen in the degree variances of the models at 200,
300 and 400 km depth, but with a different location of the ‘bend-
ing’ point. In the spatial domain these errors are seen to generate

Fig. 4. Difference between two gravitational solutions using a different number of binomial series term approximations as depicted in the legend.

Figure 2.9: Maximum modelling depth for different SHC upper limits (ᎎ፛።፧ ዆ ኽ) (Root et al., 2016)

convergence criterion are vertically segmented into virtual layers, after which the FSM is applied. The
vertical segmentation settings used throughout this thesis were 50 and 100 km, corresponding to SHC
truncation settings of 180 and 90. Synthesis is applied using the summation of SHC for all virtual layers,
which results in the gravity signal for the full input model.

Dividing the input boundary models into virtual layers, and performing the analysis on every layer indi-
vidually is very computationally expensive. Forward modelling for higher SHC degrees would not only
mean a more computationally expensive FSM, but also performing this for more virtual layers to adhere
to the convergence criterion, by applying a denser vertical segmentation. Therefore, it is important to
find the optimal truncation settings which minimize computation time, while adhering the convergence
criterion in Figure 2.9.

Concluding, there are twomethods that can be used to obtain correct forward gravity results, despite the
truncation error of the binomial series: 1) allow for additional terms, e.g. increase 𝛼፛።፧, in the binomial
series, 2) divide the input density model into virtual vertical segments. Both methods would propor-
tionately increase the computational effort. The convergence criterion is only computed for 𝛼፛።፧ = 3 in
Root et al. (2016), therefore, a default truncation of 𝛼፛።፧ = 3 was used to allow for quick determination
of the relation between SHC truncation settings and maximum layer depth, based on Figure 2.9. Other
studies also only used the first three terms of the binomial series (Rummel et al., 1988; Vaníček et al.,
1995).
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Models for lithosphere

The oceanic lithosphere is the layer that is subducting at a convergence plate boundary, also called
subduction zone (Vermeersen, 2015). The oceanic lithosphere subducts under the continental litho-
sphere because it is heavier. To understand the properties of the subducting oceanic lithosphere, from
now onwards called slab, it is important to study the general properties of the oceanic lithosphere, and
to find ways to use those properties for slab modelling.

The first part of this chapter will discuss the derivation of the lithospheric age distribution at the trench,
and secondly, an innovative approach used to convert that distribution to a first-order age approximation
for the entire slab.

The second part of this chapter will explain how the thickness distribution of the slab is computed using
lithospheric age. Lastly, different density values will be reviewed that have been used in literature for
the lithosphere, slab and mantle.

3.1. Age of oceanic lithosphere
The global oceanic lithospheric age model by Müller et al. (2008) is used for computing the lithospheric
age, and subsequently, the lithospheric thickness. Themodel is grid-line registered and has a resolution
of 6 arc-minutes, which corresponds to 0.1∘. This model used interpolation in spreading direction of
seafloor isochrons to compute the lithospheric age and spreading rate. The isochrons are based on
ship-tracked magnetic anomaly data (Müller et al., 2008). An age contour plot for the extended Sumatra
region is given in Figure 3.1. As can be seen from this figure, age data is only available for regions
with oceanic lithosphere. No data is available for the subduction zone, which spans between the red-
blue-black line until the dotted green line. To deal with this problem, one decided to constrain the slab
with respect to its conditions at the trench, which allows for imposing additional degrees of freedom on
the slab itself, e.g. different thickness distribution. Therefore, no age data within the subduction itself
is required. This new way of slab modelling will be elaborated upon in Subsection 4.4.2.

3.2. Lithospheric age along-trench
To obtain the oceanic lithospheric age at the trench, four operations were performed. All the references
are made with respect to Figure 3.1. The first problem was that the trench did no overlap with the
oceanic lithospheric age data between the latitudes of -7∘ and 25∘. Therefore, the trench for those
longitudes was shifted westward by 0.3∘ to ensure consistent overlap with the age model (see blue
line). Important to note that this shifted part of the trench was only used to retrieve the corresponding
trench age from the agemodel. This retrieved age data would then be applied back to the corresponding
original trench. The second operation was to extract the age data on the trench using linear interpolation
(over black and dotted blue lines), as the grid of the trench and age coordinates were not the same. For
the third operation the along-trench distance starting at the most northern trench point was computed,
which was used to plot the along-trench age data. For the most northern part of the trench no age
data was available, and shifting the trench would not solve this problem. The final operation was to
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Figure 3.1: Contour plot for the Age of Oceanic Lithosphere (Müller et al., 2008), all the additional plotted lines (red, blue, black,
green) are based on the combined top-slab model (Figure 4.2)
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Figure 3.2: Lithospheric age from Müller et al. (2008) along the trench, validation dataset (green) from Jacob et al. (2014)

among the different chrons and result, once the rotated picks
are combined, in apparent spreading asymmetries that are
likely to be fictitious. Suchmay be the case of the reconstructed
Chrons 33o and 34y of the northern Wharton Basin, which are
separated by a distance much wider than that observed on the
real anomalies of the southern flank—although some asymme-
try has likely existed to explain the unusually close observed
anomalies 33o and 34y in compartment H. We regard these
problems as inherent to the lack of constraints and complexity
of the problem.
[39] Figure 9 is showing a perspective view, looking south,

of the northern part of the reconstructed Wharton Basin
superimposed on the geometry of the subducting plate as
imaged by seismic tomography. The tomographic model of
Pesicek et al. [2010] was digitized slice by slice and smoothed
in order to get a realistic topography of the subducting plate.
The fracture zone geometry and the magnetic picks were
draped on this topography assuming that the direction of
subduction, about N18°E, did not deviate from the present
one. This image suggests that the fossil ridge in compartment
H has reached the depth of 500–600 km. The direction of sub-
duction is oblique with respect to the fracture zones. Although
the NS subducting fracture zones seem to deepen up to ~14°N
and then get shallower northward, the subducting lithosphere
is progressively deepening along N18°E, the direction of sub-
duction. The peculiar geometry of these subducted fracture
zones beneath the Andaman Sea may create zones of weak-
ness, favoring the subducted lithosphere to fold and/or break
at large scale, as suggested by Pesicek et al. [2010].
[40] Figure 8b is showing a map view of the reconstructed

Wharton Basin once the geometry of fracture zones and mag-
netic picks are projected onto the subducting plate deduced
from the seismic tomography. It can be seen as a combination
of Figures 8 and 9. Although subduction of the spreading
axis is most likely to postdate spreading cessation in com-
partment H, this is probably not the case of past compart-
ments of the Wharton Basins located further east. These

compartments were probably offset from compartment H
by a major fracture zone, as suggested by the gravity signa-
ture deciphered off the Sunda Strait. Therefore, it is likely
that in these compartments the Wharton spreading center
subducted beneath Eurasia prior to the spreading cessation
at ~39.5Ma. The subduction of an active spreading center
is known to create slab windows (e.g., Chili Ridge south
of the Chili Triple Junction) and may even lead to the crea-
tion of new plate boundaries (see Bourgois and Michaud
[2002], for a review of such processes off Chili and Mexico).
The slab window opened by segments of the Wharton
spreading center subducted prior to 39.5Ma, inferred to
be as large as 1500 km [Whittaker et al., 2007a], likely
affected the convective circulation in the asthenosphere
and may have played a role in the early Cenozoic
magmatism of South China and Indochina, which exhibits
Indian-type isotopic signature [Fedorov and Koloskov,
2005], and in the initial opening of the South China Sea
before Chron 11 at ~32Ma [Briais et al., 1993; Barckhausen
and Roeser, 2004].

5. Variations of the Subducting Plate,
Consequences on the Subduction Processes

[41] The physical properties, structure and composition
of the subducting oceanic lithosphere have important conse-
quences on the subduction processes and their variation
along the trench may induce lateral variation in the subduc-
tion patterns. The age of the oceanic lithosphere is an im-
portant parameter [e.g., Ruff and Kanamori, 1980] as it
determines the thickness and buoyancy of the subducting
lithosphere, hence its ability to comply with or resist sub-
duction. The spreading rate at which the oceanic lithosphere
was formed has implications on the structure and composi-
tion of the oceanic crust, and therefore on its rheology.
Other peculiarities such has the presence of fracture zones
or seamounts may also affect the subduction.
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Figure 10. (bottom left) Varying age and (top right) spreading rate of the Wharton Basin lithosphere
along the Sunda Trench.

JACOB ET AL.: WHARTON BASIN AND INDONESIA SUBDUCTION

184

(a) Lithospheric age at trench

does not significantly change the bulk buoyancy of the oceanic
lithosphere. Similarly, the sediment thickness in the Wharton
Basin decreases from 3 km off Northern Sumatra to ~1 km
off Central Sumatra, remains less than 1 km off Southern
Sumatra and Java, and increases to ~1 km off Sumba [Laske
and Masters, 1997]. These variations do not significantly alter
the bulk buoyancy of the oceanic lithosphere but likely have
an effect on the amount of sediments driven to subduction
and the size of the accretionary prism.

5.2. Structure and Composition of the Subducting
Lithosphere: Effect of the Spreading Rate

[49] The spreading rate and the temperature of the astheno-
sphere play a major role in the style of crustal accretion at
midocean ridges [e.g., Chen and Morgan, 1990]. Fast/hot
spreading centers, presently observed along the East Pacific
Rise, are characterized by axial domes and a smooth bathym-
etry; they generate a layered magmatic crust including a thick
and continuous basaltic layer. Slow/cold spreading centers,
presently observed along the Mid-Atlantic Ridge, display
an axial valley and a rough bathymetry; they generate a com-
plex crust including discontinuous basaltic and gabbroic
patches as well as serpentinized peridotites [e.g., Macdonald,
1982; Gente et al., 1995; Cannat, 1993; Cannat et al., 2006].
On the present ridges, the threshold between axial domes
and valleys is generally observed for a full spreading rate
of 70 km/Myr. Only a few areas of anomalously hot mantle
(e.g., Reykjanes Ridge near Iceland) exhibit an axial dome
and a smooth topography at a slow spreading rate, and only
one area of anomalously cold mantle (Australian-Antarctic
Discordance) exhibits a marked axial valley and a rough topog-
raphy at an intermediate to fast spreading rate. In the following

parts, we assume for simplicity that the type of oceanic crust
depends on the spreading rate and refer to crust formed at slow
(fast) spreading rate as “slow crust” (“fast crust”).
[50] In a subduction zone, the contact between the subducting

and overriding plates is often considered to be the top of the
oceanic crust and the overlying sediments. The roughness of
this interface and the rheology of its constitutive material are
essential parameters constraining the slip of the downgoing
plate in the seismogenic zone, and therefore the characteristics
of the resulting earthquakes. It is unfortunately difficult to pre-
dict whether the presence of slow or fast crust will ease or resist
the motion. Indeed the rough topography of a slow crust may
offer more asperities, and therefore a more irregular slip, than
the smooth topography of a fast crust. Conversely, the weak
rheology of serpentines present in a slow crust would favor a
regular slip, unlike the brittle magmatic rocks of the fast crust
and the underlying dry olivine mantle.
[51] The lithosphere subducting in the Sunda Trench was

formed at different spreading rates, as shown by Figure 7
(top). An intermediate spreading rate (between 60 and
90 km/Myr full rate—a typical intermediate rate is 70 km/My)
has prevailed between Chrons 34y and 31o (84–69Ma), de-
spite the uncertainties on Chron 34y (see previous section).
A fast spreading rate (above 90 km/My) is observed between
Chrons 31o and 22y (69–48.5Ma)—the later age being given
by the two-plate reconstructions. The spreading rate de-
creased rapidly from 80 (or 90 km/My depending on the
GPTS) between Chrons 22y to 21y (48.5–45.3Ma) to 35
(or 30 km/My depending on the GPTS) between Chrons 20y
and 18y (41.6–38Ma), then to zero at Chron 18y or slightly
after. For times older than Chron 34, a spreading rate of
70 km/My can be inferred from the identifications of anom-
alies 34 (84Ma) and M0 (~120Ma) in compartment H
and southeastward, despite the change of spreading direc-
tion at ~100Ma. Full spreading rates of 64–92 km/My have
been reported in the [Mihut and Müller, 1998] and of
40–88 km/My in the Argo Basin [Sager et al., 1992].
[52] The oceanic lithosphere subducting along the Sunda

Trench was formed at various spreading rates, ranging from
slow (0–60 km/Myr) around the Wharton fossil spreading cen-
ter in compartment G off Nias, to intermediate (60–90 km/Myr)
at some distance of the Wharton fossil spreading center in
compartments G, in compartment B off Nicobar and further
north, and east of compartment H off the Southernmost
Sumatra, Java, up to Sumba islands, to fast (90–170 km/Myr)
in compartments C–F and in compartment H. The repartition
of spreading rates is therefore quite symmetrical with respect
to the fossil ridge, evolving from intermediate in the oldest
lithosphere far from the fossil ridge to fast at about 500 km
from the fossil ridge to intermediate near, and slow at, the
fossil ridge.
[53] The subducting lithosphere was mostly formed at in-

termediate to fast spreading rates, with the notable exception
of compartment G which displays lithosphere created at slow
rates. The gravity anomaly derived from satellite altimetry
[Sandwell and Smith, 2009] exhibits a smooth signature
within most of the Wharton Basin, suggesting that the basin
was formed at an axial dome similar to that of the present fast
East Pacific Rise or intermediate Pacific-Antarctic Ridge. We
may therefore expect a smooth topography and a magmatic
oceanic crust made of continuous basaltic and gabbroic
layers. Conversely, a band 200 km wide centered on the
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Figure 11. The deviation of the Sunda Trench from a regular
arc shape (dotted lines) off Sumatra is explained by the pres-
ence of the younger, hotter and therefore lighter lithosphere
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(b) Schematic of lithospheric characteristics

Figure 3.3: Lateral age values and schematic for the Sumatra subduction zone (Jacob et al., 2014, Fig. 10, Fig. 11)

interpolate the along-trench age data for the blue line to that part of the trench, shown in dotted red in
Figure 3.1.

Figure 3.2 gives the final along-trench oceanic lithospheric age distribution, where the red line corre-
sponds to the interpolated part along the dotted red line in Figure 3.1. The trench age increases from
40 Ma for northern Sumatra region unto 150 Ma for the region south-west of Java. In northward direc-
tion from the minimum age at northern Sumatra, the trench age also increases, to a maximum value
of approximately 90 Ma in the Andaman Sea. The previously mentioned ages are in correspondence
with literature. Figure 3.3a shows similar trench ages of 38-50 Ma at northern Sumatra, 100-150 Ma
south of Java, and 75-90 Ma for the Andaman Sea (Jacob et al., 2014). The reference values (green)
in Figure 3.1 show good correlation with the computed trench age, which validates both method for
computing the trench age as the age model by Müller et al. (2008).

Figure 3.3b shows that younger lithosphere is subducting under northern Sumatra. Younger lithosphere
is said to resist subduction, as it is lighter than older lithosphere, which is related to the indentation of
the trench at this location (Jacob et al., 2014). This feature is also observed in Figure 3.1, where the
region with the youngest lithosphere (dark red contour) is located at the indentation of the trench at
northern Sumatra.
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3.3. Thickness of oceanic lithosphere
Now that the along-trench oceanic lithospheric age has been determined, the trench thickness can be
computed. The thickness of the oceanic lithosphere can be estimated using either thermal or seismic
modelling. Thermal modelling, and more specifically, plate cooling models, directly relate lithospheric
age to lithospheric thickness using empirical relations.

Three cooling models will be discussed and used: the Half-Space Cooling model (HS) by Turcotte and
Schubert (1982), and the plate models, Parsons, Sclater and McKenzie model (PSM) (Parsons and
Sclater, 1977) and Global Depth and Heat model (GDH1) (Stein and Stein, 1992). Those three models
were selected because they are the most widely used relations for lithospheric thickness computations
due to their simplicity and accuracy (Kirby et al., 1996; Fowler, 2005; Lowrie, 2007). The models
are similar in a sense that they relate age, heat flow, mantle temperature, lithosphere temperature to
lithospheric thermal thickness or ocean depth. However, the models differ in their definition at which
temperature the boundary between lithosphere and asthenosphere occurs.

For Half-Space Cooling models (HS) the lithosphere is defined by an isotherm, therefore the plate
thickness is able to grow indefinitely. On the other hand, plate models assume a constant thickness (𝐿)
for the lithosphere, which is the asymptotic thermal thickness of old oceanic lithosphere (Scheidegger,
1982; Lowrie, 2007). Plate models are fitted to ocean depth and heat flowmeasurements, and therefore
tend to be accurate representations. Those models work better away from the mid-ocean ridges, or in
other words, for older lithosphere.

The plate model by Parsons and Sclater (1977) uses a plate thickness (𝐿) of 125 km and a base
temperature of 1350∘, whereas the GHD1 model by Stein and Stein (1992) uses 95 km and 1450∘,
respectively. GDH1 only uses empirical data fromNorth Pacific and Northwest Atlantic (Stein and Stein,
2013). The differences in used boundary conditions for the different models are given in Table 3.1,
where the plate thickness (L) for HS is by definition undefined.

Literature has two different views on how to compute the oceanic lithospheric thickness. In essence,
one school assumes that the original HS cooling model is accurate unto ∼120-150 Ma (Sandwell, 2001;
Steinberger and Becker, 2016), whereas the other school only credits validity up unto 70 Ma based on
the assumption that older lithosphere is in thermal equilibrium with the asthenosphere (Fowler, 2005;
Jacob et al., 2014). One school uses HS, whereas the other school uses plate models (e.g. GDH1,
PSM).

For this research both methods were combined into a method called the weighted HS model, see
Equation 3.3. The original HS model by Turcotte and Schubert (1982) is given in Equation 3.1. The
ratio of 2.32 is taken from Jacob et al. (2014) and based on an approximate lithosphere-asthenosphere
temperature difference of 10%, where the error function (erf) is given in Fowler (2005, Tab. A5.1). The
weighted HS is computed using the original HS together with a weighting factor (Λ), see Equation 3.2.
The weighting factor is computed using the PSMandGDH1 depth parameters are given in Equation 3.4,
3.5 and 3.6. The PSM-GDH1weighting factor accounts for the fact that PSM gives good approximations
for younger lithosphere, and GDH1 has a better empirical fit for older lithosphere (Stein and Stein,
1992). The weighted HS model maintains the simplicity of the HS mathematical description while
ensuring that the lithospheric thickness convergences towards an asymptote. The weighted HS model
has previously been used for the Sumatra subduction zone by Jacob et al. (2014).

Comparing original HS results with lithospheric thicknesses derived from tomographic models lead to
two observations. Firstly, for ages between 10 and 120 Ma there is a good fit with minor deviations of
∼5 km. Secondly, the HS cooling model under-estimates the heat flow for ages above 120 Ma, which
leads to an over-estimation of ∼20 km for the lithospheric thickness compared to tomographic models
(Steinberger and Becker, 2016, Fig. 3). This inaccuracy in the heat flow estimation in HS is well-known
and linked to incorrect estimates of the thermal diffusivity (𝜅) and the inability for HS to approach an
asymptotic thickness (Sandwell, 2001; Lowrie, 2007). Using the weighted HS meant that the accurate
part of the HS was used, whereas the inaccurate range (>120 Ma) were adjusted for by weighting.
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Table 3.1: Constants used for thermal modelling of the oceanic lithosphere for: Global Depth and Heat model (GDH1), Parsons,
Sclater and McKenzie model (PSM), and Half-Space Cooling model (HS) (Fowler, 2005, Tab. 7.4)

Symbol Parameters GDH1 PSM HS
𝐿 Plate thickness [𝑘𝑚] 95 ± 10 125 ± 10 -
𝑇ፚ Temperature at base of plate [∘𝐶] 1450 ± 100 1350 ± 275 1365 ± 10
𝛼 Coefficient of thermal expansion [∘𝐶ዅኻ] 3.1×10ዅ኿ 3.28×10ዅ኿ 3.1×10ዅ኿

k Thermal conductivity [𝑊/𝑚] 3.138 3.138 3.138
𝑐፩ Specific heat [𝑘𝐽/𝑘𝑔] 1.171 1.171 1.171
𝜅 Thermal diffusivity [𝑚ኼ/𝑠] 0.804×10ዅዀ 0.804×10ዅዀ 0.804×10ዅዀ

𝜌፦ Mantle density [𝑘𝑔/𝑚ኽ] 3330 3330 3330
𝜌፦ Water density [𝑘𝑔/𝑚ኽ] 1000 1000 1000
𝑑፫ Ridge depth [𝑘𝑚] 2.6 2.5 2.6

The original HS (Equation 3.1), and weighted HS (Equation 3.3), together with the weighting factor are
given below:

𝑇፥
𝑇ፚ
= erf( 𝐿

2√𝜅𝑡
) → 𝐿(𝑡) = 2.32√𝜅𝑡 (3.1)

Λ = 𝑑ፆፃፇኻ(𝑡) − 𝑑ኺ
𝑑ፏፒፌ(𝑡) − 𝑑ኺ

(3.2)

𝐿፰፞።፠፡፭፞፝ = Λ ⋅ 2.32√𝜅𝑡 (3.3)

Where a thermal diffusivity (𝜅) of 1E-6 mኼ/s was used, the lithospheric age (𝑡) is in seconds, and the
lithospheric thickness by the weighted HS model (𝐿፰፞።፠፡፭፞፝) in meters. The thermal diffusivity (𝜅) is the
fraction 𝑘/𝜌𝑐፩, where 𝑘 is thermal conductivity, 𝜌 density, and 𝑐፩ specific heat. The most commonly
used values for thermal diffusivity (𝜅) are 8×10ዅ዁ and 1×10ዅዀ mኼ/s.

For 0 < 𝑡 < 70 Ma, the PSM model for oceanic depth is given as (Parsons and Sclater, 1977, Eq. 21):

𝑑ፏፒፌ(𝑡) = 2500 + 350√𝑡 (3.4)

For 𝑡 ≥ 20 Ma, the GDH1 model for oceanic depth is given as (Stein and Stein, 1992):

𝑑ፆፃፇኻ(𝑡) = 5651 − 2473 exp(−0.0278𝑡) (3.5)

𝑑ኺ = 𝑑ፆፃፇኻ(𝑡 = 0) = 5651 − 2473 = 3178𝑚 (3.6)

Where the age (𝑡) is in Ma, and the depths (𝑑) are given in meters. The age-to-thickness conversion
was checked with values from Jacob et al. (2014), and one concluded that the used model approaches
an asymptotic value of 108 km, whereas the reference data shows a different pattern. This is because
Jacob et al. (2014) did not use the standard PSM and GDH1 expressions, and unfortunately did not
document the used custom parameters.

Table 3.2 gives the computed thickness values for different lithospheric ages, with and without weight-
ing. Furthermore, reference values from Jacob et al. (2014) are included to validate the results. A
comparison between the original (Equation 3.1) and weighted HS model (Equation 3.3) is given in Fig-
ure 3.4 for two values of thermal diffusivity (𝜅). The weighted HS model is only accurate for lithosphere
older than 10 Ma. This limitation is no problem, as the age range for which computations are required
is between 40-150 Ma, see Figure 3.2. Moreover, a reference HS is plotted for 𝜅 = 1×10ዅዀ mኼ/s,
𝑇፥ = 1100∘, 𝑇ፚ = 1300∘, resulting in a lithosphere-asthenosphere temperature difference of ∼ 18%
(Fowler, 2005). In Figure 3.4 shows that an increase in thermal diffusivity (𝜅) leads to an increase in
oceanic lithospheric thickness (𝐿), both for the original and weighted HS. The original HS overestimates
the thickness with respect to the reference HS because a lower lithosphere-asthenosphere temperature
difference of 10% is used for the original HS. Figure 3.4 also shows the unboundedness of the original
HS, and that applying a weighting factor (Equation 3.2) results in a bounded and realistic age-thickness
distribution.
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Figure 3.4: Original and weighted Half-Space Cooling model for two thermal diffusivity (᎗) values

Table 3.2: Results for age-based thickness computations using the original and weighted HS, reference values from Jacob et al.
(2014)

Lithospheric age (input) 38 55 63 75 120 150
Thickness without weighting [km] 80.3 96.6 103.4 112.8 142.7 159.6
Thickness with weighting [km] 87.6 97.6 100.6 103.8 107.9 107.7
PSM-GDH1 weighting-factor [-] 1.090 1.010 0.973 0.920 0.756 0.675
Reference thickness [km] 85 97 103 105 113 115
Reference density [kg/mኽ] 3264 3268 3270 3271 3273 3273

Surface wave dispersion studies of the oceanic lithosphere resulted in two conclusions. Firstly, flat-
tening of the lithospheric thickness after 70 Ma, which is also advocated by Stein and Stein (2013).
Secondly, the lithospheric thickness at 100 Ma is approximately 100 km (Fowler, 2005, Sec. 9.2.2).
Both conclusions are best resembled by ’Weighted HS (𝜅 = 1E-6 mኼ/s)’ in Figure 3.4, therefore, the
weighted HS together with a thermal diffusivity of 1×10ዅዀ mኼ/s is deemed the most accurate represen-
tation for the lithospheric thickness.

Having the oceanic lithospheric trench age as input, see Figure 3.2, the oceanic lithospheric thickness
was computed using both the original and weighted HS for two values of 𝜅. This resulted in the litho-
spheric thickness distributions along the trench given in Figure 3.5. Where the yellow line (Weighted
HS (𝜅 = 1E-6 mኼ/s) was selected as the most accurate representation, having an oceanic lithospheric
thickness that ranges between 85 and 108 km. Again, the unboundedness of the original HS is dis-
played, which results in unrealistically values for lithospheric thickness (140-160 km).
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Figure 3.5: Lithospheric trench thickness derived from trench age (see Figure 3.2) using HS, PSM, and GDH1 (Turcotte and
Schubert, 1982; Parsons and Sclater, 1977; Stein and Stein, 1992)

3.4. Density of lithosphere, slab and mantle
The bulk density of the lithosphere is defined to be around 3300 kg/mኽ (Capitanio et al., 2015; Gutknecht
et al., 2014; Jacob et al., 2014). However, for gravity modelling one is more interested in the density
contrast between layers. According to Cloos (1993), the lithosphere-asthenosphere contrast is ∼30
kg/mኼ for young plates, and ∼100 kg/mኼ for older plates. Based on this information, one generally
uses a 40-80 kg/mኼ slab-mantle contrast. More specifically, the lithosphere-asthenosphere contrast
for a 80 Ma old oceanic lithosphere with a 7 km basaltic crust is ∼40 kg/mኼ. For a subducting slab,
this density contrast can increase to 80 kg/mኼ due to material transitions, e.g. transition from basalt or
gabbro to more dense materials like eclogite and amphibolite. A continental lithosphere of 100 km has
a negative density contrast of ∼90 kg/mኼ, assuming a granitic crust of 30 km (Cloos, 1993).

Capitanio et al. (2015) used a oceanic lithosphere-mantle contrast of 75 kg/mኼ, where one assumed that
continental lithosphere contrasts range between -100 kg/mኼ to 45 kg/mኼ. The mantle density is usually
taken as 3200 kg/mኼ, with a slab density contrast of 60 kg/mኼ (Zhang et al., 2017). Moreover, the bulk
density of the lithosphere is also dependent on its thickness (Jacob et al., 2014). The estimated density
corresponding to different sets lithospheric age and thickness is given in Table 3.2, see the reference
density row. The density changes from 3264 kg/mኽ for 38 Ma, to 3273 kg/mኽ for 150 Ma, which is
a minor density increase of 9 kg/mኽ. Therefore, this increase in lithospheric density with age will be
neglected in this study.

The Andean subduction zone has plenty of specific density cross-sections (Köther et al., 2012; Hosse
et al., 2014). The Sumatra subduction zone has little literature on its detailed density structure. Con-
cluding, different lithosphere-asthenosphere contrasts are being used in literature, ranging from 30 to
100 kg/mኽ. In this study a standard density contrast of 50 kg/mኽ will be used between the lithosphere
and the asthenosphere, which is in line with other studies in this region (Cloos, 1993; Zhang et al.,
2017).
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Models for slab

The local top-surface slab model based on Slab1.0 (Hayes et al., 2012b) and a version by Broerse et al.
(2014) which combines SLab1.0, UU-P07 and RUM, form the starting points for this research project.
Model analysis of data quality and sampling in the Sumatra region was carried out, to enhance the
understanding on their possibilities and limitations. By the end of this chapter, all the main ingredients
for a simple slab model have been discussed and selected.

4.1. Slab1.0
Slab1.0 provides three-dimensional models for different subduction zones. Usage is made of active and
passive seismic data, to map the entire slab from the fore arc to beyond the transition zone. Slab1.0 is
unique in a sense that it combines a large number of different and independent datasets. Three different
earthquake catalogues were incorporated into Slab1.0, gCMT, NEIC PDE, and EHB (Engdahl et al.,
2007). The trench break locations on the seafloor are obtained from Tarr et al. (2010), whereas for the
sediment thickness map of Divins (2003) is used. Plenty of passive seismic datasets were available
in the Sumatra region, of which the following were incorporated: Kopp et al. (2001), (Kopp, 2002),
(Simoes et al., 2004), Grevemeyer and Tiwari (2006), (Franke et al., 2008), (Shulgin et al., 2009), and
(Lüschen et al., 2011). The Slab1.0 top-slab model extends down to a depth of 600 km.

Slab1.0 interpolates 2D cross-sections along-strike into 3D slab surface geometries. Those 2D along-
strike cross-section are generated every 10 km along the trench, and are fitted to EHB and other
earthquake catalogues data points, which are filtered for low vertical location uncertainty. For the
Sumatra subduction zone 480 2D cross-sections were used. Important to note that, the intermediate
depths (80-400 km) earthquake locations are horizontally shifted by 10 km in down-dip direction. This
is done to account for the fact that earthquakes at intermediate depths tend to occur in the slab, thus
below the interface (Hayes and Wald, 2009). However, for shallow subduction zones (0-80 km) the
depth of earthquakes corresponds well with the subducting slab interface, with an approximate error
margin of ∼5 km (Zhao et al., 1997).

Comparing the top-slab surface of Slab1.0 with averaged earthquake depths provided two conclusions:
1) The region around Java is poorly constrained having depth errors between -80 and 60 km, 2) The
top-slab surface around Sumatra is well-fitted due to the availability of more seismic data in the region,
the depth errors range from -40 to 10 km (Hayes et al., 2012a).

4.2. Combined top-slab model: Slab1.0, UU-P07, and RUM
This section will deal with the top-slab surface model from Broerse et al. (2014), which combines
Slab1.0 (Hayes et al., 2012b), with seismic model RUM (Gudmundsson and Sambridge, 1998), and
tomographic model UU-P07 (Amaru, 2007). This top-slab model is one of the most important inputs
for this thesis, and is from now on referenced as combined top-slab model. Slab1.0 is fully incorpo-
rated into the combined top-slab model, see blue lines in Figure 4.1. For regions where there was
no Slab1.0 data was available, RUM was used at depths of 0, 50 and 100 km (blue lines), and for
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Lateral rheological variability in southeast Asia:
combining gravity and GPS after the 2004 Sumatra megathrust event
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1 INTRODUCTION

Postseismic deformation and gravity changes after megathrust
earthquakes are key to the study of:
I the rheological properties of the mantle around subduction zones
I the identification of stress relaxation mechanisms after

earthquakes.

Using GTECTON finite element models we investigate the effects of
the (elastic) slab, and of rheological differences in the sub-slab and
wedge.

research questions:
I Can large-scale variations in rheology across the slab explain

observed differences in time behaviour between back arc GPS
displacements (fast) and GRACE gravity changes (slow)?

I Postseismic relaxation governed by distributed (mantle) or by
localised (afterslip) deformation?

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2 PREVIOUS WORK

In our previous work [1] we show that:
I Ongoing postseismic GRACE gravity changes and GPS

displacements after the 2004 Sumatra-Andaman earthquake
I Laterally homogeneous models cannot explain both data types
I Gravity changes are explained by an asthenosphere viscosity one

order of magnitude higher than models explaining back arc GPS
I Afterslip is of minor importance
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3 SLAB GEOMETRY

Slab, main model geometry: the surface on which the initial forcing
(coseismic slip) applies, and dividing unit between elastic and
viscoelastic domains.

slab top geometry data sources:
I the 3D Slab1.0 geometry [2]

between surface and 600 km depth

and where Slab1.0 provides no slab
surface:

I the older, coarser, 3D slab
representation (RUM) [3] at depths
0, 50 and 100 km

I a comparison to the UU-P07
seismic tomography model [4]
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The tomographic model
UU-P07 [5] is used for
the deeper slab segments
down-dip of the 2004 rup-
ture. The northern part
has been extruded along
the trench, using the dip
profile of the northern
termination of the Slab1.0
geometry.

4 FINAL MODEL

geophysical units:
I i Slab (of variable thickness)
I Continental: ii crust iii lithospheric

mantle iv asthenosphere v remaining
upper mantle

I Oceanic: vi lithosphere vii
asthenosphere viii remaining upper
mantle

I ix Lower mantle
model dimensions:
I latitude range

[-18:35]
I longitude range

[70:120]
I dimensions 4504 x

5893 km
I bottom depth variable

[600-4000 km]

initial forcing and boundary conditions:
We project the slip model by Chlieh et al. [6] (three different flat
fault planes) on our slab geometry. Zero displacement conditions
are set to model bottom and sides.

Chlieh et al. slip projected to top of the subducting slab

North

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 MODEL VALIDATION

Finite element model results are vulnerable for tessellation
dependencies and boundary effects. Therefore we test whether our
results:
I are converged with respect to mesh size
I are sufficiently free of boundary effects (model sides and bottom)

vertical coseismic deformation, for model depths 750, 2500 and 3500 km
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6 FIRST RESULTS

Effect of lateral variations in asthenosphere viscosity: left panels ηocean = 20 · ηwedge ; right panels
ηocean = ηwedge; ηmantle = 1.5 · 1018 Pa s.
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Effect of elastic slab thickness: 40 km (left) vs. 80 km (right) (ηocean = 20 · ηwedge).

vertical 10 years postseismic deformation
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up time 0 for test 20x_visc_contrast_asthenosphere

80˚ 90˚ 100˚ 110˚

0˚

10˚

20˚

−0.050 −0.025 0.000 0.025 0.050

m

up time 0 for test 20x_visc_contrast_asth_no_crust

80˚ 90˚ 100˚ 110˚

0˚

10˚

20˚

−0.050 −0.025 0.000 0.025 0.050

m

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7 CONCLUSIONS

I Long wavelength deformation is very sensitive to lithosphere strength contrasts
I So are gravity changes
I Postseismic deformation very sensitive to viscosity contrasts
I Proper model testing (boundary locations) is essential for far field deformation
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

REFERENCES
[1] Taco Broerse, Riccardo Riva, Wim Simons, Rob Govers, and Bert Vermeersen. Postseismic GRACE and GPS observations indicate a rheology contrast above and below the Sumatra slab.
J. Geophys. Res., 120(7):5343–5361, 2015.[2] Gavin P Hayes, David J Wald, and Rebecca L Johnson. Slab1. 0: A three-dimensional model of global subduction zone geometries. J. Geophys.
Res., 117(B1), 2012.[3] Ólafur Gudmundsson and Malcolm Sambridge. A regionalized upper mantle (RUM) seismic model. J. Geophys. Res., 103(B4):7121–7136, 1998.[4] Robert Hall and
Wim Spakman. Mantle structure and tectonic history of SE Asia. Tectonophysics, 658:14–45, 2015.[5] M.L Amaru. Global travel time tomography with 3-D reference models. Utrecht
University (PhD Thesis), 2007.[6] M. Chlieh, J.P. Avouac, V. Hjorleifsdottir, T.R.A. Song, C. Ji, K. Sieh, A. Sladen, H. Hebert, L. Prawirodirdjo, Y. Bock, and J Galetzka. Coseismic slip and
afterslip of the great Mw 9.15 Sumatra-Andaman earthquake of 2004. Bull. Seismol. Soc. Am., 97(1A):S152Ű–S173, 2007.

Figure 4.1: Data sources for the combined top-slab model (Broerse et al., 2014) using Slab1.0 (Hayes et al., 2012b), seismic
model RUM (Gudmundsson and Sambridge, 1998), and tomographic model UU-P07 (Amaru, 2007)

deeper depths UU-P07 was used (green lines). The slab model between latitudes 15 and 25∘ is ob-
tained through extrapolation along the trench, therefore, the results for this region should be treated
with caution (Broerse et al., 2014). The combined model data is not represented by a uniform grid, but
is given using a contour line representation, see Figure 4.2. This means that every line corresponds to
a specific depth, and on those lines the strike-angle and dip-angle are given.

To perform the required gravity analysis and synthesis, the input data needs to be in cell-registered
grid form. Therefore, the contour lines were interpolated generating a meshed surface with grid-points
corresponding to the other models (topography, bathymetry, sediments). This was done using the built-
in MATLAB® function scatteredInterpolant, which fits a surface v = F(x,y) to the given scattered input
data using Delaunay triangulation (Amidror, 2002).

Three different methods were tested for accuracy and smoothness: linear, natural, and nearest neigh-
bour. The Slab1.0 region was used for benchmarking, because in this region the contour lines of the
combined model were constructed solely based on Slab1.0. Moreover, the externally obtained Slab1.0
grid could be used as a validation dataset (Hayes et al., 2012a). The nearest neighbour interpolation
was unable to generate accurate results. The residuals oscillate between large positive values (25 km)
and negative values (-30 km), especially for the deeper regions of the combined top-slab model, see
Figure 4.3f. The nearest neighbour interpolated results in Figure 4.3e show that there is no smooth
top-slab distribution, but a step-wise decrease in depth. Instead of fitting a surface through all contour
points and minimizing the total residual as is done for natural and linear, the nearest neighbour is lim-
ited to the depth resolution provided by the combined model, which ranges between step-sizes of 10
km and 50 km. For example, if a grid point is between the depth contour lines of 400 and 450 km,
but closer to the 400 km contour line, it takes on the value of 400km, whereas the neighbouring grid
point might be closer to the 450 km contour line, therefore it takes on the 450 km value. Therefore, the
interpolated top-slab surface could jump by a maximum of 50 km from one grid point to the next grid
point. This is an unacceptable and unnecessary error for subduction zone modelling, therefore nearest
neighbour method is not considered any further.
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Figure 4.2: Contour lines for the combined top-slab model (Broerse et al., 2014)

Interpolation using natural and linear resulted in residuals ranging between -6 km and 6 km, where
natural interpolation resulted in ∼50 m lower residuals compared to linear, see Figure 4.3b and 4.3d.
The better performance of natural was deemed insignificant compared to the absolute values of the
residuals (∼6 km). Therefore, linear interpolation was selected due to its superior computational effi-
ciency. An error of 6 km was acceptable, knowing that the uncertainty in the input model, e.g. Slab1.0,
was in de order of 10-80 km, see the discussions in Section 4.1.

The strike and dip-angles of the top-slab were also interpolated, see Figure 4.4. The strike-angle re-
flects on the smoothness of the top-slab surface, rapid changes in strike-angles indicate a rugged sur-
face, whereas regions with relatively constant strike-angles are likely to be smooth. Dip-angle also re-
flects on the smoothness of the surface, and moreover, on the steepness with which the slab subducts.
Large dip-angles are observed for the deep slab segments in the northern and southern regions of the
Sumatra subduction zone. For the central part the dip-angle changes more slowly, and therefore, the
slab will increase in depth more gradually.

Comparing Figure 4.10 with Figure 4.4 in the northern Sumatra region, it is interesting to see that the
shallow dip-angles show correlation to the region with young lithospheric slab material. Moreover, this
same region also has a relative constant strike angle. Younger lithosphere is warmer and therefore
has a relatively lower density compared to older lithosphere (Jacob et al., 2014). Due to being lighter,
young lithosphere subducts less easy than old lithosphere, which might be the cause for the shallow
dip-angles correlating to the relatively younger slab in the northern Sumatra region.

4.3. Top-slab-perpendicular thickness
One observed that defining the slab thickness vertically would lead to inaccurate slab models. There-
fore, the slab thickness was defined to be perpendicular to the top slab surface, in other words, the
dip-angles (𝛿ፃ) and strike-angles (𝜃ፒ) were taken into account. Be reminded that the input model for
the top-slab exists of contour lines, see Figure 4.2. This slab modelling assumes that the slab thickness
varies in trench-perpendicular direction. The following steps were executed:
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(a) Interpolation: linear (b) Residual with Slab1.0: linear

(c) Interpolation: natural (d) Residual with Slab1.0: natural

(e) Interpolation: nearest neighbour (f) Residual with Slab1.0: nearest neighbour

Figure 4.3: Results for scatteredInterpolant in MATLAB® of combined top-slab model using different methods
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(a) Strike-angle (𝜃ፒ) (b) Dip-angle (𝛿ፃ)

Figure 4.4: Interpolated strike and dip-angles (Broerse et al., 2014)

1. Depending on the methodology, either a thickness distribution for the whole subduction is pro-
vided, or a thickness distribution for each contour line. The dip-angles (𝛿ፃ) and strike-angles (𝜃ፒ)
are used from the combined top-slab model, see Section 4.2.

2. For every point on the top-slab surface the longitude (𝜙፛), latitude (𝜆፛) and depth (𝑐) to the cor-
responding bottom-slab point is computed using a given thickness (𝑡፬፥ፚ፛). The identifier 𝑖 corre-
sponds to an arbitrary point on the top-slab surface. See Figure 4.5 for the graphical representa-
tion of the different variables used in the equations below:

𝑎። = 𝑡።,፬፥ፚ፛ ⋅ cos(𝛿ፃ,።) 𝑏። = 𝑡።,፬፥ፚ፛ ⋅ sin(𝛿ፃ,።) (4.1)
𝑐። = 𝑎። + 𝑑። (4.2)

Δ𝜙። = 𝑏። ⋅ sin(𝜃ፒ,።) Δ𝜆። = 𝑏። ⋅ cos(𝜃ፒ,።) (4.3)
𝜙።,፛ = 𝜆። + Δ𝜙። 𝜆።,፛ = 𝜆። + Δ𝜆። (4.4)

Where 𝑑 is the depth to a point on the top-slab, 𝑎 and 𝑏 are the vertical and horizontal shift
between top and bottom slab points, respectively.

3. To ensure that the bottom-slab and the lithosphere connect at beginning of the subduction zone,
a vertical slab thickness was applied at the location of the trench. Moreover, the 600 km depth
contour line was added to the bottom-slab contour lines to create a boundary closing the gab
between the top and bottom of the slab.

4. Linear interpolation (scatteredInterpolant in MATLAB®) was used to fit a 3D surface through the
bottom-slab contour points (𝜙።,፛, 𝜆።,፛, 𝑐።) resulting in a bottom-slab surface.

Incorrect results were obtained for the bottom-slab surface for the initial runs of the algorithm explained
above. After inspection of the different inputs, large outliers were identified in the strike and dip-angle
data which caused inconsistent locations and depths bottom-slab (𝜙፛, 𝜆፛, 𝑐). For instance, the strike-
angle data for 100 km depth clearly shows the presence of outliers, see Figure 4.6. Here, one minor
and three major outliers were identified using visual inspection. A new dataset for strike and dip-angle
was created by removing all the outlier entries. The algorithm was able to construct correct bottom-slab
surfaces using this new dataset.
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Figure 4.5: Parameters used to model the bottom-slab using a top-slab perpendicular slab thickness

Figure 4.6: Outliers in strike-angle data for 100 km depth (Broerse et al., 2014)
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4.4. Slab thickness distribution
The assumption that the slab has the same thickness distribution across the whole subduction zone is
an oversimplification. A tomographic cross-section through Java shows that the slab has a significantly
varying thickness, see Figure 4.7. Twomethodologies to apply varying slab thickness were constructed
and tested: a thickness gradient applied in dip-direction, and a thickness distribution based on subduc-
tion rate and direction.

4.4.1. Thickness gradient applied in dip-direction
By subtracting a lithospheric thickness distribution from the top-slab surface contour lines, one could
approximate the bottom-slab surface contour lines. Allowing for degrees of freedom in the lithospheric
thickness distribution, by applying scaling factors on the thickness distribution contour lines, resulted
in a contour-dependent variable thickness distribution. The bottom contour lines were calculated with
the methodology explained in Section 4.3. The following inputs were required:

• Top-slab contour lines (Figure 4.2) from the combined top-slab model explained in Section 4.2

• Trench thickness profile (yellow line in Figure 3.4) explained in Section 3.3

• Thickness scaling factors for the different contour lines

From literature, one knows that the slab does not have a constant thickness. A constant thickness
distribution is shown in Figure 4.8c, where the trench thickness profile extended over the subduction
zone in dip-direction. This distribution is obtained by setting all the scaling factors to 1, see Figure 4.8a.

Amongst others, Richards et al. (2007) showed that there might be thinner slab around 400 km depth
under Java, see Figure 4.7. Similar results are visible in Pesicek et al. (2010), where P-wave anomalies
also show a thinning synthetic slab at 440 km depth under northern Sumatra. Both studies used ak135
by (Kennett et al., 1995). These slab geometries can also be modelled with the contour-dependent
variable thickness distribution, where a show-case is given in Figure 4.8d using the scaling factors
given in Figure 4.8b. Here, the slab has half the trench thickness between 400 and 450 km depth, and
linearly increasing thickness towards a factor 1.2 for deeper contour lines, which corresponds to the slab
given in Figure 4.7. After inspecting Figure 4.8d, it was concluded that this methodology able to create
a simple thickness distribution in dip-direction, however, inclusion of information concerning subduction
direction or subduction velocity are not possible. As subduction direction and velocity are expected to
be more comprehensive and accurate constraints for slab thickness modelling, one choose to neglect
the contour-dependent thickness distribution and investigated another methodology, explained in the
next section.

4.4.2. Age distribution based on subduction rate and direction
Conventionally the lithospheric age is determined using seafloor magnetic anomalies, like Müller et al.
(2008). No magnetic anomalies are available for the subducting slab at Sumatra, therefore no scientific
data on the slab age is available, see Figure 3.1. The subduction direction and rate for the Sumatra
subduction zone are not constant, but change along trench, having a subduction rate of 64 km/Ma in the
south which decreases to 39 km/Ma in the north (Sieh and Natawidjaja, 2000; McNeill and Henstock,
2014). The co-latitude of subduction direction (𝜙፬፮፛) changes between approximately 20-30 degrees,
when accounting for the North-East fore-arc motion (McCaffrey, 2009).

In this section an innovative way is presented to obtain a first-order estimation of the slab age based
on two assumptions that will simplify the approximation. Firstly, the entire slab subducts in the same
direction. Secondly, the slab subducts at the same rate as it did at the trench, irrespective of its depth. A
constant subduction rate of 55 km/Ma will be used, which is derived from measurements at the central
Sumatran trench (McNeill and Henstock, 2014). An algorithm was designed to relate all depth contour
points from Broerse et al. (2014) to a trench location and its corresponding age using a co-latitude
as constraint. In Figure 4.9 different algorithm outputs are given, where only 1% of the points and
connecting lines are displayed to increase visibility. The co-latitude (𝜙) is defined in Figure 4.9a.
For every contour point, the algorithm finds a trench point which best satisfies the co-latitude constraint
(𝜙፬፮፛). The trench coordinates and age data were discretized using a sample size 𝑁፝።፬፜፫ to fill gabs in
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Figure 4.7: Tomographic cross-section (Java-Northern Borneo) for ak135 (Kennett et al., 1995) showing a varying thickness of
fast P-wave velocity anomalies (Richards et al., 2007)

(a) Constant thickness distribution (b) Variable thickness distribution

(c) Variable thickness profile of subducting slab (d) Variable thickness profile of subducting slab

Figure 4.8: Thickness distribution and profiles for slab based on combined top-slab model (see Section 4.2)
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the original trench data. The discretization was done using the griddedInterpolant MATLAB® function
with a pchip interpolator. For a contour point there could be multiple trench points that satisfy the co-
latitude constraint, see the red and green arrow in Figure 4.9a. To account for this non-uniqueness, the
algorithm selects the trench point with the smallest distance measured from a specific contour point,
within a subset of trench points that satisfy the co-latitude constraint. The subset is created using the
mink MATLAB® function, given a maximum number of subset entries (𝑁፬፮፛፬፞፭). Figure 4.9b gives the
output for 𝑁፬፮፛፬፞፭ = 20 using the same discretization. Different combinations for 𝑁፝።፬፜፫ and 𝑁፬፮፛፬፞፭
were analysed. For 𝑁፝።፬፜፫ = 1𝐸5 and 𝑁፬፮፛፬፞፭ = 100, every single contour point was correctly matched
with a trench point, see Figure 4.9c. In the same figure, one sees that between the trench points b’
and c’ there is a significant distance which corresponds to difference in trench lithospheric age, which
again will result in an age jump on the contour line from point b to c, instead of having a more realistic
distribution, e.g. for the trench in Figure 3.2. Therefore, a minimum 𝜙፬፮፛ of 30∘ was derived for which
all contour lines showed consistent age distributions without jumps. The final algorithm settings are
shown in Figure 4.9d, which verifies that realistic output from the algorithm is obtained.

Knowing the distance from trench to contour point, the increment in age with respect to the trench
(Δ𝑡፩፨።፧፭) can be computed using a given subduction rate. Adding this increment to the trench age
(𝑡፭፫፞፧፜፡) results in an age approximation (𝑡፩፨።፧፭) for that contour point:

𝑡፩፨።፧፭ = 𝑡፭፫፞፧፜፡ + Δ𝑡፩፨።፧፭ = t፭፫፞፧፜፡ +
Δ𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑟𝑎𝑡𝑒፬፮፛፝፮፜፭።፨፧
(4.5)

Realistically, the distance should be measured along the top-slab surface instead of in the horizontal
plane. As a first-order approximation, this arc distance is computed as the diagonal between a trench
point and the corresponding top-slab contour point at a given depth. This is an accurate approximation
for regions where the dip-angle is fairly constant. However, for regions with increasing dip-angle, it will
lead to an underestimation of the distance, and therefore result in a conservative estimate of the slab
age. In Figure 4.10, the age distribution for a slab subducting with a constant rate of 55 km/Ma in a
constant direction of 𝜙፬፮፛ = 30∘ is given, together with a constant age distribution in the same subduc-
tion direction of 𝜙፬፮፛ = 30∘. In both figures it is clear that the slab under northern Sumatra is relatively
young (∼40-60 Ma), whereas the age increases both in southward and northward direction. Old slab
is present eastward of Java (>120Ma), which is confirmed by Jacob et al. (2014). For Figure 4.10b,
the age gradients in the southern region are more horizontal compared to Figure 4.10a, which is in
agreement with the subduction directions corrected for fore-arc motion, derived by McNeill and Hen-
stock (2014, Fig. 1). Those corrected directions basically dictate trench-perpendicular convergence in
the Andaman Sea and southward of Java, whereas an oblique convergence is measured at Sumatra,
which corresponds with the direction of age change in Figure 4.10b. For the same figure, the maximum
age difference between trench and the 600 km depth contour line is in the order of ∼12-18 Ma.
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(a) 𝜙፬፮፛ = 20∘, 𝑁፝።፬፜፫ = 1𝐸3 (b) 𝜙፬፮፛ = 20∘, 𝑁፝።፬፜፫ = 1𝐸3, 𝑁፬፮፛፬፞፭ = 20

(c) 𝜙፬፮፛ = 20∘, 𝑁፝።፬፜፫ = 1𝐸5, 𝑁፬፮፛፬፞፭ = 100 (d) 𝜙፬፮፛ = 30∘, 𝑁፝።፬፜፫ = 1𝐸5, 𝑁፬፮፛፬፞፭ = 100

Figure 4.9: Slab age propagation algorithm using subduction direction (Ꭻ፬፮፛), only displaying 1% of the output for the 400 km
depth contour line
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(a) Constant age in subduction direction (𝜙፬፮፛ = 30∘) (b) Age based on subduction direction (𝜙፬፮፛ = 30∘) and
subduction rate (50 km/Ma)

Figure 4.10: First-order age approximations for the slab
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Background model

In this section the different Earth models will be discussed, and incorporated into a full background
model. The gravity results of the full background model will shed light on different characteristics of the
Sumatra subduction zone, and whether a slab is present in observations model. Four external models
will be introduced.

5.1. Input Earth models
The characteristics and accuracy of the four input models are discussed in this section. Moreover, data
visualisation are given. All models were freely available online.

5.1.1. Topography and bathymetry model
ETOPO1 is a global land topography and ocean bathymetry model, sampled at a resolution of 1 arc-
minute (Amante and Eakins, 2009). 13 different data sources are incorporated. For the Sumatra
subduction zone, SRTM30 Topography and GEBCO sea-floor bathymetry are used. The ETOPO1
model for the Sumatra region is shown in Figure 5.2.

5.1.2. Sediment model
The model that is online available and currently has the highest resolution is the Total Sediment Thick-
ness of the World’s Oceans and Marginal Seas by Whittaker et al. (2013, Version 2). The values for
sediment thickness are averaged over 5-minute grid cells, and located in the centre of the cells. Hor-
izontal resolution is between ∼1-10 km (0.01-0.09 degree), vertical resolution is in the order of ∼1-10
m. Because it is also used in Slab1.0, one expects to increase the robustness of the analysis by using
the same model.

As the model only contains thickness data at sea, this means that the data is unevenly sampled over
latitude and longitude. The arcGIS file was loaded and plotted for this region, see Figure 5.1.

5.1.3. Crust model
Within the ESA 3D-Earth project, a Moho depth and 𝑉፩ model was available (Szwillus, 2018). The
Moho is the base of the crust. The advantage of this model was that the uncertainties for the Moho
depth and 𝑉፩ were quantified, which is not the case for the alternative CRUST1.0.
The P-wave velocities were converted to densities using the Nafa-Drake relation. This relation is usable
for all rocks except mafic crustal and calcium-rich rocks (Ludwig et al., 1970; Brocher, 2005):

𝜌 = 1.6612𝑉፩ − 0.4721𝑉፩ኼ + 0.0671𝑉፩ኽ − 0.0043𝑉፩ኾ + 0.000106𝑉፩኿ (5.1)

This equation relates P-wave velocity (𝑉፩, km/s) to density (𝜌, g/cmኽ), and is valid for 1.5 km/s < 𝑉፩ <
8.5 km/s. For the empirical values of the Nafa-Drake relation, please read (Brocher, 2005, Tab. 1).
The resulting densities and Moho depths are given in Figure 5.3. The errors in the Moho depth are in
the range of 2-5 km in oceanic regions, and 10 km in continental regions. The crustal densities are

39
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Figure 5.1: Total Sediment Thickness of the World’s
Oceans and Marginal Seas, Version 2 (Whittaker et al.,
2013) for Sumatra

Figure 5.2: ETOPO1 for Sumatra (Amante and Eakins,
2009)

(a) Moho depth (b) Moho depth error (c) Crust density, derived from 𝑉፩

Figure 5.3: Moho and ፕ፩-density model (Szwillus, 2018)

approximately constant (2815 kg/mኽ) in the subduction zone. There is a high density (2875 kg/mኽ)
region in west Java. This coincides with the location where the Moho depth also has relative large
values of 18-25 km, and a Moho error of ∼5-8 km. Therefore, this positive mass anomaly is expected
to also cause a strong positive gravity anomaly. For oceanic crust, both the thickness and densities
are much lower than for continental crust.

5.1.4. Lithosphere model
The model by Hamza and Vieira (2012) is used for the Lithosphere-Asthenosphere Boundary (LAB).
Heat flow and crust models were used to construct this LAB model. A new method, replacing the HS
model, is used to compute the lower boundary of the lithosphere in oceanic regions. The LAB depth
is given in Figure 5.4. This model has a low resolution of 2∘, which is much lower than the resolution
of the other models. In the subduction zone the LAB depth ranges between 120 and 160 km. In the
northern part of the subduction zone, depths of more than 200 km are measured.

5.2. Integrating bathymetry and sediments
The topography and bathymetry model ETOPO1 was integrated with the oceanic sediment thickness
model by Whittaker et al. (2013). The following steps were taken:

1. The ETOPO1 grid, with an original resolution of 1-arc-minute, was under-sampled to a resolution
of 5-arc-minutes. The ETOPO1 grid used cell-registration. Cell-registered grids are commonly
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Figure 5.4: Depth to LAB (Hamza and Vieira, 2012)

Figure 5.5: Definition of grid-registration and cell-registration for structured grids (Amante and Eakins, 2009, Fig. 14)

used to visualize data, see the definition in Figure 5.5 (Amante and Eakins, 2009).

2. The oceanic sediment model was interpolated using linear interpolation (griddedInterplolant) in
MATLAB® to the same grid as ETOPO1. Different interpolation methods were tested in MATLAB®
(linear, nearest, next, previous, pchip, cubic, spline, makima). The method linear was able to
reconstruct the original dataset with the lowest misfit, especially because it outperformed other
interpolation methods around NaNs cells, where other interpolation methods replaced existing
cells with NaNs. Continental cells in the sediment model were assigned with NaNs.

3. The ETOPO1 data was split into a topography dataset (𝑍 > 0) and a bathymetry dataset (𝑍 < 0).
Then the sediment thicknesses were subtracted from the bathymetry dataset, giving the base of
the sedimentary layer, basically subtracting Figure 5.1 from Figure 5.2.

4. Important assumption: there are no sediments at the location of landmasses, only at sea, as can
be seen in Figure 5.1, where topography is marked with NaNs (in white).

It is crucial for all the models to be referenced to the same cell-registered grid. Therefore, the in-
terpolation explained in step 2. (above) is carried for every single external model that is loaded into
MATLAB®.

5.3. Full background model
All the presented models were integrated into one background model. Because all the models are in-
dependent, inconsistencies or overlap between models might occur in certain regions. Several checks
were used to give precedence to a certain model with higher certainty. If the slab model or Moho
model are above the sediments model, the sediment model gets priority. The base of the lithosphere
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Table 5.1: Densities used for different Earth layers

Layer Density [kg/mኽ]
Topography 2670
Bathymetry 920
Sediments 200
Crust Variable
Lithosphere 3300
Slab 3300
Mantle 3250

follows the bottom of the slab. Cross-sections of the full background model are given in Figure 5.6.
Both a constant lithosphere and the LAB model are shown. The crust model correctly changes from
thin oceanic crust to thicker continental crust at the trench. Moreover, the top-slab connects well with
the basement, which is the base of the sediment layer. In Figure 5.6a, the volcanic arc is seen in the
topography between 𝜆 = 98∘ − 99∘ and the back arc between 𝜆 = 100∘ − 101∘.
When applying the densities given in Table 5.1, the gravity signal can be computed. The results are
given in Figure 5.7, where gravity signal for the full model with and without slab is shown, both with
LAB model. One thing that immediately stands out is the difference in range, the full model has an
approximate range between -300 and 300 mGal, compared to -60 to 100 mGal for XGM2016. This
large signal is because the model is not in isostatic equilibrium yet. Isostatic compensation will be
investigated in Subsection 6.3.1.

There are two distinct anomalies within the subduction zone. Firstly, a large positive 𝑔ፑ anomaly is
present at west Java, which is also seen in XGM2016, comparing Figure 5.7a with 5.8a. Moreover,
a negative 𝑔ፑ anomaly is present in the Andaman Sea for the full model, which can be explained by
the deep oceanic bathymetry at that location, see Figure 5.2. XGM2016 also has a negative anomaly
in the Andaman Sea, but closer to the trench, which could also be related to the bathymetry. The full
model with slab shows a large positive 𝑔ፑ anomaly extending from Java to Sumatra and Malaysia,
which is caused by the slab, see Figure 5.7b. This anomaly does correspond with the positive 𝑔ፑ
anomaly for XGM2016, which confirm that this anomaly is related to the subducting slab. For 𝐼ኻ not
much information is obtained from the results. However, there is also a 𝐼ኻ anomaly present in west
Java for the full model with and without slab, and also for XGM2016, see Figure 5.7c, 5.7d, and 5.8b.
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(a) Cross-section at 𝜙 = 0∘

(b) Cross-section at 𝜙 = 18∘

Figure 5.6: W-E cross-sections of full model boundaries
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(a) Full model: 𝑔ፑ (b) Full model with slab: 𝑔ፑ

(c) Full model: 𝐼ኻ (d) Full model with slab: 𝐼ኻ

Figure 5.7: Gravity results for full model (topography, bathymetry, sediments, crust) and slab, SHC=3-90

(a) XGM2016: 𝑔ፑ (b) XGM2016: 𝐼ኻ

Figure 5.8: XGM2016, SHC=3-90
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Gravity Sensitivity Tests (GST)

In this chapter the computational results and corresponding discussions for different Gravity Sensitivity
Tests (GST) applied to a simple slab are presented. This simple slab is a first-order approximation of
the slab present in the Sumatra subduction zone. In short, different slab parameters are varied to see
how this influences the forward modelled gravity signal. Moreover, also slab features are investigated
for their gravity sensitivity. Only the radial gravity component (𝑔ፑ) and the second gravity gradient
tensor invariant (𝐼ኻ) are discussed.

6.1. Comparison settings and metrics
Several uniform benchmark criteria are established to enable comparison between the different tests.
All the presented cross-sections of the subduction zone are taken perpendicular to the trench, see
Figure 6.1. The seven different cross-sections are 7.5∘ (∼830 km) apart, and have an individual length
of 12.5∘ (∼1400 km). Depending on the region of interest, all or a selection of the cross-sections will
be used to visualize results of the different tests.

Up until this point in the report, a model SHC d/o of 179 is used. However, all the input boundary models
(e.g. topography, sediments, slab, LAB, etc.) for the analysis (forward modelling) are sampled at a 5-
arc-second resolution, which corresponds to a d/o 2159 resolution. Therefore, one could potentially
increase the SHC resolution in the analysis.

The nominal synthetic slab model is based on the top-slab geometry explained in Section 4.2 with a
constant top-slab perpendicular thickness of 100 km, where the slab extends down to 600 km, the
lithosphere and slab have the same density of 3300 kg/mኽ, and the mantle density is 3250 kg/mኽ,
resulting in a slab-mantle density contrast of 50 kg/mኽ. Different constant values for the slab-mantle
density contrast will be tested in GST3.

6.1.1. Spectral analysis for slab based on Slab1.0
The purpose of a spectral analysis is to find the optimal SHC bandwidth capturing the signal solely
related an input model. The slab model based on Slab1.0, presented in Section 4.1, was used to
perform a spectral analysis. A constant thickness of 70 km was used together with a large density
contrast of -400 kg/mኽ.

The spectral analysis was done with respect to the radial gravity component (𝑔ፑ). The assumption
that the full slab signal is captured by a SHC bandwidth of d/o 0 to 179 was used. The signal for this
bandwidth was used as observation data (𝑔ፑ፨፛፬ ). Quantifying the remaining signal for different SHC
truncation settings was done by computing the residual with the 𝑔ፑ፨፛፬ grid, and comparing it to the
average signal of the observations (𝑔ፑ፨፛፬ ). This was done for every grid point individually, after which
a summation was applied, using the following equations:

𝑔ፑ፨፛፬ =
1
𝑁

᎘፦ፚ፱
∑
᎘፦።፧

Ꭻ፦ፚ፱
∑
Ꭻ፦።፧

𝑔ፑ፨፛፬(𝜆, 𝜙) (6.1)
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Figure 6.1: Trench-perpendicular cross-sections of the Sumatra subduction zone (green, trench given in red): equal separation
along trench by 7.5∘ (∼830 km), cross-section length of 12.5∘ (∼1400 km)
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𝛿𝑔ፑ(𝜆, 𝜙) = |𝑔ፑ(𝜆, 𝜙) − 𝑔ፑ፨፛፬(𝜆, 𝜙)| (6.2)

𝑔ፑ,፭፨፭ፚ፥ =
1
𝑁

᎘፦ፚ፱
∑
᎘፦።፧

Ꭻ፦ፚ፱
∑
Ꭻ፦።፧

𝛿𝑔ፑ(𝜆, 𝜙) (6.3)

Δ𝑔ፑ = 100% −
𝑔ፑ,፭፨፭ፚ፥
|𝑔ፑ፨፛፬ |

∗ 100% (6.4)

Where, 𝜆 and 𝜙 are the longitudes and latitudes of points within the subduction zone, 𝑁 is the total num-
ber of sample points, 𝑔ፑ፨፛፬ is the average observation signal, and Δ𝑔ፑ is the percentage representing
the remaining signal for a certain SHC truncation setting.

Varying the SHC lower and upper limits between 0 and 175 resulted in the spectral analysis plot given
in Figure 6.2. The 𝑔ፑ slab signal is confined between lower SHC limits of d/o 1 and 20 and upper SHC
limits of d/o 40 and 175. For SH=5-60 the remaining signal is 79%, increasing the lower SHC limit by
d/o 20 to SH=25-60 results in only 36% being left of the original signal. Decreasing the upper SHC
limit by d/o 20 to SH=5-40, still results in 68% of the signal to be present. Therefore, increasing the
lower SHC limit has a larger impact on the remaining 𝑔ፑ slab signal than decreasing the upper SHC
limit. From the top row in Figure 6.2 for SH=0-175 99% of the signal is present, for SH=20-175 only
56% of the signal is left. Therefore, it is concluded that approximately 45% of the signal is represented
by SHC between d/o 0 and 20. A higher resolution spectral analysis is given in Figure 6.3, where the
dark red marks truncation settings for which 80% of the signal is present. When striving for 80% of the
signal to be present, truncations settings of 0-44, 2-48, 4-56, and 6-84 are required. Those truncation
settings show that to compensate for the loss of signal due to lower SHC truncation, significantly more
higher order SHC are required to obtain the same amount of signal.

To find the optimal (narrowest) bandwidth comes down to a trade-off between isolating the signal using
a narrow bandwidth or maximizing the amount signal captured using a large bandwidth. Having a
narrow bandwidth has the advantage of omitting signal not related to the subducting slab.

6.1.2. Spectral analysis for slab based on Slab1.0, UU-P07, and RUM
A spectral analysis was carried out for the combined top-slab model based on Slab1.0, UU-P07 and
RUM, which is explained in Section 4.2. A constant thickness of 100 km was used together with a
slab density contrast of 50 kg/mኽ. Instead of using the spectral analysis algorithm from the previous
section, a more computationally efficient spectral analysis was constructed utilizing the conclusions
from Subsection 6.1.1. It was shown that truncating the lower SHC limit is not favourable because of
two reasons: 1) Most of the slab signal (∼45%) is present between SHC d/o 0 and 20, 2) Significant
additional higher order SHC are required to compensate for the loss of signal from the lower order SHC.
Forward modelling using higher order SHC is much more computationally expensive than using lower
order SHC. Therefore, the lower SHC limit (𝑙፦።፧) was fixed to d/o 3. In the spectral analysis, the upper
limit (𝑙፦ፚ፱) was varied between d/o 3 and 359.
For 𝑙፦ፚ፱ = 359, one used virtual layers of 25 km thick, for all the other computations using different 𝑙፦ፚ፱
virtual thicknesses of were used. This decision was made because larger virtual thicknesses increase
the computational efficiency. For the explanation of why virtual layers are required to obtain conver-
gence of the forward modelling tool, see Subsection 2.4.2. The visual results are given in Figure 6.5
and Figure 6.6, where one deliberately fixed the colour-scale axis. The numerical results are presented
in Figure 6.4.

Assuming that the extreme values for 𝑔ፑ and 𝐼ኻ are good indicators of the available signal, accurate
truncation settings based on Figure 6.4 were selected. For 𝑔ፑ 90% of the slab signal is present for
SHC between d/o 3 and 50, and the slab is fully captured (99%) for SHC above d/o 90. As expected,
𝐼ኻ is more sensitive for truncations, 80% of the signal is captured for SHC up to d/o 90, extending SHC
up to d/o 180 will lead to 99% coverage.

The observations above are confirmed by visual inspection of the gravity results. Figure 6.5 shows
that the 𝑔ፑ signal of SHC=1-60 is similar in amplitude and distribution as the signal for SHC=3-359.
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Figure 6.2: Spectral analysis for ፥፦።፧ ዆ ኺ → ኻዀ኿ and ፥፦ፚ፱ ዆ ኻኺ → ኻ዁኿ (step-size = 5)

Figure 6.3: Spectral analysis for ፥፦።፧ ዆ ኺ → ኼኺ and ፥፦ፚ፱ ዆ ኼኺ → ዂኺ (step-size = 2)
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(a) SHC truncation effect on maximum 𝑔ፑ (b) SHC truncation effect on minimum 𝐼ኻ

Figure 6.4: Results for model analysis (forward modelling) using different maximum SHC

However, SHC=3-30 shows significant change with respect to SHC=3-60. This is in accordance to the
steep decline of the signal after SHC=40, seen in Figure 6.4a. Figure 6.6 shows that the 𝐼ኻ signals
for SHC=3-135 and SHC=3-359 show close resemblance. For SHC=3-60 and SHC=3-90 the signal
diminishes in amplitude as the short-wavelength signal is being truncated. Between SHC=3-135 and
SHC=3-90 the 𝐼ኻ signal decreases slightly by 20%, but the steep decrease is indeed seen for lower
SHC than d/o 90, in accordance with Figure 6.4b. Therefore, the regional maximum 𝑔ፑ or minimum 𝐼ኻ
are accurate benchmarks for spectral analysis.

A truncation of 𝑙፦ፚ፱ = 90 will be used, allowing for a theoretical maximum resolution of 2∘, which
corresponds to 220 km at the equator. This truncation setting was selected after a trade off between
computational efficiency and forward modelling accuracy. Having 99% and 80% of the total signal for
𝑔ፑ and 𝐼ኻ, respectively, was deemed sufficient for the Gravity Sensitivity Tests (GST).

6.2. GST related to slab parameters
The following six gravity sensitivity tests (GST) will investigate the effects of different slab parameters
on the gravity signal. When adjusting slab parameters to fit existing gravity observations, knowledge
on the sensitivities will allow for more informed adjustments of the slab parameter. Firstly, the gravity
signal of slab segments at different depths is analysed in GST0. Thereafter, the gravity sensitivity
to slab maximum depth, slab thickness, and slab uniform density are investigated in GST1 to GST3.
Different radial density distributions for the slab will be researched in GST4. For a schematic summary
of the slab parameters being investigated in GST0 to GST4, see Figure 6.7. For GST5 and GST6
non-constant slab thickness distributions spanning the Sumatra subduction zone are investigated. If
not stated otherwise, the nominal slab setting given in Section 6.1 are used, where the slab has a
thickness of 100 km and extends down to 600 km, with a slab-mantle contrast of 50 kg/mኽ, and no
slab-lithosphere contrast. For all the different GST a virtual thickness of 50 km is used. Important to
note that this virtual thickness is does not have physical implications on the results, but is an important
programming parameter to obtain correct forward modelled gravity results, see Subsection 2.4.2.

GST0: Slab segments of 100 km at different depths

GST1: Variable maximum depth of slab

GST2: Variable constant thickness of entire slab

GST3: Variable constant density of entire slab

GST4: Variable density with depth within slab

GST5: Age-based along-trench thickness distribution for entire slab

GST6: Age-based thickness distribution varying in dip-direction based on subduction rate/direction
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Figure 6.5: Plots for model ፠ፑ analysis (forward modelling) using different maximum SHC [nominal model]
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Figure 6.6: Plots for model ፈኻ analysis (forward modelling) using different maximum SHC [nominal model]
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Figure 6.7: Schematic of slab parameters being investigated in GST0 to GST4: maximum slab depth, slab thickness, and slab
density distribution (᎞ኻ,᎞ኼ,...,᎞፧)

6.2.1. GST0: Slab segments of 100 km at different depths
To better understand the gravity signal coming from different vertical segments of the slab the following
sensitivity test is constructed. This test will determine to what depth an accurate slabmodel is necessary
for gravity modelling. Those conclusions will be linked to the noise level of the observations, see
Subsection 2.3.2.

The slab was segmented using a constant vertical thickness of 100 km. A slab-mantle density contrast
of 50 kg/mኽ was used. Four cross-sections of the input model are given in Figure 6.8. The gravity
forward modelling was done at sea-level (h=10 m), and forward modelled results at GOCE altitude are
also presented.

Figure 6.9 supports three main conclusions. Firstly, for both 𝑔ፑ and 𝐼ኻ the signal gets smeared for
deeper segments. Shallow segments are more pronounced in the short-wavelengths, whereas for
deeper segments the long-wavelengths become more dominant. This can be seen in Figure 6.9. Sec-
ondly, for increasing segment depths the signal moves away from the trench. This is due to the addition
of mass at the bottom of the slab, which is also located furthest from the trench. Thirdly, the maximum
amplitude of 𝐼ኻ is positioned around northern Sumatra, where the slab dips less steep and therefore
the slab segments are wider, increasing the mass relative to the other segments north and south from
this section.

Using the extreme values for 𝑔ፑ and 𝐼ኻ within the subduction zone as benchmark, the sensitivity with
respect to segment depth was captured in Figure 6.10. For both 𝑔ፑ and 𝐼ኻ the extreme values decrease
with increasing segment depth. With every 100 km increase in depth, the segment’s maximum 𝑔ፑ
amplitude gets reduced by 25-50%. Moreover, every 100 km increase in depth leads to a 60-90%
reduction in the segment’s minimum 𝐼ኻ amplitude. Therefore, masses below 300-400 km depth do
not significantly influence 𝐼ኻ, whereas 𝑔ፑ does show sensitivity for deeper masses down to at least
600 km depth. Those observations link back to Subsection 2.1.1, where it was shows that the GGT
components have higher sensitivity to masses close to the reference point than the gravity components,
and lose sensitivity quickly with increasing distance. 𝐼ኻ being a product of the GGT components will
have similar sensitivity characteristics, which is proven by the previous results. Table 6.1 shows that



6.2. GST related to slab parameters

6

53

Table 6.1: Extreme values for different segment depths (GST0)

Model Max. 𝑔ፑ [mGal] Percentage (%) Min. 𝐼ኻ [mE] Percentage (%)
0-100 km 119.66 42.82 -509.71 79.50
100-200 km 69.52 24.88 -103.72 16.18
200-300 km 36.79 13.17 -19.75 3.08
300-400 km 25.36 9.08 -5.71 0.89
400-500 km 18.81 6.73 -2.06 0.32
500-600 km 9.30 3.33 -0.20 0.03
800-900 km 8.91 x -0.16 x
1000-1100 km 6.90 x -0.07 x

Figure 6.8: Trench-perpendicular cross-section N=6 (see Figure 6.1) for segmented slab with constant 100 km vertical thickness

the slab between 0 and 300 km contains 80% of the 𝑔ፑ signal, and 98% of the 𝐼ኻ signal.

The behaviour of the extreme values of 𝑔ፑ and 𝐼ኻ continued for lower depths than 600 km. Because the
used slab geometry only extends down to 600 km, one replicated the slab segment between 500-600
km, and moved it to lower depths (800-900 km, 1000-1100 km). For those two test-cases, the values
did not follow on the expected trend-line. For both 𝑔ፑ and 𝐼ኻ the extreme values do not decrease in
the same trend below 600 km. From Table 6.1, the 𝑔ፑ maximum value for 500 km is 18.1 mGal, for
600 and 800 it is 9.3 and 8.9 mGal. Thus, 𝑔ፑ does not significantly decrease for lower depths of 600
km. The same observation is true for 𝐼ኻ. The lower signal for deeper segments in not only a result of
the increase distance to the computation point, but also due to the different segment geometries, and
therefore, different segment masses. Seeing little change when moving a constant segment from 600
km, down to 800 and 1000 km, leads to the conclusion that the slab geometry itself also significantly
influences the gravity signal for different depths.

In Figure 6.11, gravity results (d/o 200) for different density contrasts and corresponding depths are
presented. This figure shows that for density contrasts lower than 3 kg/mኼ segments deeper than 200
km will fall in the noise level of GOCE measurements, and can therefore be neglected. Furthermore,
one sees that the signal for segments deeper than 200 km is small compared to the upper segments,
a 50-75% reduction compared to the first segment is measured.

Furthermore, the segments are forward modelled at the nominal GOCE altitude of 225 km. The results
are presented in Figure 6.12. Those figures, which use constant colour-scales, show again that the
signal quickly diminishes with increasing depth. Comparing 𝑔ፑ in Figure 6.9a with Figure 6.12a, one
sees that the GOCE signal is less concentrated on the trench, in other words, more smeared out.
Comparing 𝐼ኻ in Figure 6.9b with Figure 6.12b, one observed that regional extreme values, e.g. west
of Palau Sumba (red circle in Figure 6.9b), disappear at GOCE altitude. Concluding, the 𝑔ፑ and 𝐼ኻ
signal lacks short-wavelength information of the slab at the nominal GOCE altitude comparing to the
signal at sea-level.
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(a) 𝑔ፑ: Depth = 0-100 km (b) 𝐼ኻ: Depth = 0-100 km

(c) 𝑔ፑ: Depth = 200-300 km (d) 𝐼ኻ: Depth = 200-300 km

(e) 𝑔ፑ: Depth = 500-600 km (f) 𝐼ኻ: Depth = 500-600 km

Figure 6.9: ፠ፑ and ፈኻ for segments at different depths for SHC = 3-90 using different colour-scales (GST0)
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(a) Extreme values 𝑔ፑ (b) Extreme values 𝐼ኻ (log-scale)

Figure 6.10: Extreme values for different segment depths (GST0)

Figure 6.11: Maximum gravity signal at GOCE altitude for varying density contrasts for different slab segments (SHC=3-200)
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(a) Depth = 0-100 km (b) Depth = 0-100 km

(c) Depth = 100-200 km (d) Depth = 100-200 km

(e) Depth = 200-300 km (f) Depth = 300-400 km

Figure 6.12: ፠ፑ and ፈኻ for segments at different depths for SHC = 3-90 at GOCE altitude (GST0)
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Figure 6.13: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST1)

(a) Radial gravity 𝑔ፑ (b) Second invariant 𝐼ኻ

Figure 6.14: Gravity results for slab max. depth = 600 km (GST1) at sea-level, SHC=3-90 [nominal model]

6.2.2. GST1: Variable maximum depth of top-slab
This test investigates the change in gravity by varying the maximum depth of the slab, from 200 km to
600 km with a step-size of 100 km, see Figure 6.7. This test will add to the conclusions obtained from
GST0, as it considers the slab as a whole, instead of only its individual segments, and therefore gives
the total gravity signal. A constant slab thickness of 100 km was used. The lithosphere was modelled
to be perfectly connected to the bottom-slab surface at the trench. The same density of 3300 kg/mኽ

was applied for the lithosphere and the slab, resulting in no density contrast for the first 100 km depth,
which is seen in the slab cross-section in Figure 6.13. A density contrast of 50 kg/mኽ between the slab
and mantle was applied, giving the mantle a density of 3250 kg/mኽ.

Three conclusion can be made upon inspection of Figure 6.13. Cross-sections N=4 and N=6 were
chosen because of their good representation for the upper and lower bounds of the signal for the
seven cross-sections. Firstly, comparing ’Depth = 200 km’ to ’Depth = 300 km’ and ’Depth = 400 km’,
the 𝑔ፑ anomaly is moving away from the trench as the subducting slab is allowed to extend deeper,
which means mass is added at the bottom of the slab. This shift for N=4 is approximately 25 km and 30
km, respectively. For the models deeper than 500 km, no significant shift of the 𝑔ፑ peak is observed.
A much smaller shift is observed for 𝐼ኻ, where the shift between ’Depth = 200 km’ to ’Depth = 600 km’
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(a) Extreme values 𝑔ፑ (GST1) (b) Extreme values 𝐼ኻ (GST1)

(c) Extreme values 𝑔ፑ (GST2) (d) Extreme values 𝐼ኻ (GST2)

Figure 6.15: Extreme values for cross-sections N=4 and N=6 (GST1, GST2)

for N=4 is less than 20 km, and for N=6 no shift occurs at all. A shift towards the trench is observed
in N=4, between ’Depth = 400 km’ and ’Depth = 500 km’. Thus, for this slab geometry, 𝐼ኻ does not
necessarily move towards the location where mass it added, whereas 𝑔ፑ does. Secondly, for both
𝑔ፑ and 𝐼ኻ the signal’s amplitude increases for increasing slab depths. However, this increment added
to the signal diminishes with depth, see Figure 6.15a and Figure 6.15b, where the gradient declines
with depth. Except for increasing amplitude, no significant changes of the signal characteristics are
observed. Lastly, the 𝑔ፑ and 𝐼ኻ anomaly is positioned approximately in the middle of the subduction
zone model and spans the entire zone, with slightly higher values in northern Sumatra, see Figure 6.14,
where the slab dips less steep.

Having an observation error of ∼1 mGal requires the slab depth modelling accuracy to be between 3.5
and 9 km, for a respective depth of 200 to 600 km. Those values are computed using the N=4 gradient
in Figure 6.15a. This N=4 cross-section represent the upper boundary for required accuracy assuming
a slab-mantle density contrast of 50 kg/mኽ.

6.2.3. GST2: Variable constant thickness of entire slab
The constant slab-perpendicular thickness was varied from 20 km to 140 km in order to estimate the
required accuracy for the slab thickness for accurate gravity modelling, see GST2 in Figure 6.7. The
maximum slab depth was kept to 600 km. The global lithosphere adjusts automatically to the slab
thickness at the trench, thus if the slab thickness is 60 km, the lithosphere will also be 60 km thick. This
is done to keep the slab directly connected to the oceanic lithosphere (Fowler, 2005; Lowrie, 2007).

For increasing thickness, Figure 6.16 shows that, the 𝑔ፑ and 𝐼ኻ signal both move away from the trench.
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Figure 6.16: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST2), the line colours in the model (bottom plot) correspond to the ፠ፑ and
ፈኻ results

Thickness has a more significant contribution to the position of the signal than the maximum slab
depth (GST1). From ’Max. thickness = 20 km’ to ’Max. thickness = 60 km’ in N=4, the signal moves
approximately 60 km away from the trench. Secondly, both the 𝑔ፑ and 𝐼ኻ signal become wider for
increasing thickness. At N=7, the amplitude of 𝐼ኻ does not increase beyond a slab thickness of 100
km.

Comparing the extreme values of GST1 and GST2 led to three observations, see Figure 6.15. Pay
attention to the different x-axis, for GST1 it is maximum slab depth and for GST2 it is slab thickness.
Firstly, the same values are obtained for 600 km depth in GST1 as for 100 km slab thickness in GST2,
because those parameters represent the nominal model. Secondly, considering the slab thickness
range 20-120 km and the slab depth range of 200-600 km, changing the slab thickness leads to a more
significant change in gravity signal, which can be seen in the steeper gradients in Figure 6.15c and Fig-
ure 6.15d. Considering the whole range, the gradient of the depth-gravity relation is 0.19 mGal/km and
3.3×10ዅኾ mGalኼ/kmኽ (GST1), whereas the gradient of the thickness-gravity relation is 0.91 mGal/km
and 14.9 ×10ዅኾ mGalኼ/kmኽ (GST2). This is because changing the slab thickness (GST2) will add
more mass closer to the surface, which larger influence on the gravity signal than adding mass at large
depths, as is done when increasing the slab maximum depth (GST1). As explained before, masses
close to the surface have a much larger effect on 𝑔ፑ and 𝐼ኻ. Thirdly, the signal seen in Figure 6.16 for
GST2 shows more offset for different cross-section locations, in this case N=4 and N=6, than GST1.

The input slab model has varying parameters along the subduction zone, most notably, its strike and
dip angles in shallow regions. Increasing the slab thickness leads to an increase in the signal from
the shallow regions, and therefore increases the differences between locations with different strike
and dip angles. From residuals plots for 𝑔ፑ and 𝐼ኻ in Figure 6.17, changing the slab thickness mainly
influences the signal in the Andaman Sea and northern Sumatra region. This region is more sensitive
to changing slab thickness than the Burma or Java region, again related to the relatively less steep dip
angle present there. Moreover, a weak 𝐼ኻ anomaly following the trench is observed in Figure 6.17b,
which is not seen for 𝑔ፑ. The nominal model has lithosphere and slab thickness of 100 km, whereas
the given GST2 model has a lithosphere and slab thickness of 140 km. This difference in thicknesses
results in a difference in the GGT components at the trench, which might explain this weak 𝐼ኻ anomaly
following the trench.

Assuming an observation error of ∼1 mGal and an approximate slab thickness of 20, 60, and 100 km,
the required accuracy for 𝑔ፑ would be 0.7, 1.2, and 2 km. Those numbers are computed using the
gradient in Figure 6.15c for N=4.
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(a) 𝑔ፑ results (b) 𝐼ኻ results

Figure 6.17: Residual plots (፠ፑ , ፈኻ) comparing the nominal (100 km) vs. the 140 km thickness model from GST2

6.2.4. GST3: Variable constant density of entire slab
In this sensitivity test the density of the slab was varied from 3000 to 3600 kg/mኽ in steps of 100 kg/mኽ,
assigning a constant density to all segments (𝜌ኻ,...,𝜌፧ = const.), see Figure 6.7. A nominal mantle
density of 3250 kg/mኽ was used, and the lithospheric density was set equal to the slab density.

Figure 6.18 shows that the density has no influence on the location of the peak for either 𝑔ፑ or 𝐼ኻ.
Moreover, the 𝑔ፑ signal is symmetrical around zero, see for example the dotted lines for ’Density = 3000
kg/mኽ’ and ’Density = 3500 kg/mኽ’. Those densities provide a slab-mantle contrast of -250 kg/mኽ and
250 kg/mኽ, respectively. The positive and corresponding negative density contrast create overlapping
lines for 𝐼ኻ because 𝐼ኻ can only be negative, therefore only four lines are visible.
For cross-section N=1 in Figure 6.18, the peaks for 𝑔ፑ and 𝐼ኻ are located around the same point (∼5
km). This is not the case for the other cross-sections (N=4,5,7). For N=4, the offset is 50 km, for N=5
and N=7 it is 60 km and 30 km, respectively. Except for N=1, the peak of 𝑔ፑ is positioned close to the
intersection of the top-slab with the lithosphere. This characteristic could be used to locate the mantle
wedge or estimate the thickness of the continental lithosphere. For all cross-sections, the 𝐼ኻ peak is
located where the bottom-slab surface is at 200 km depth.

The peaks for 𝐼ኻ are closer to the trench than the peaks for 𝑔ፑ because shallow masses have a more
significant influence on 𝐼ኻ than on 𝑔ፑ (Yu and Zhao, 2010). As the shallower masses are positioned
closer to the trench, likewise 𝐼ኻ has its signal positioned closer to the trench. The dip angle determines
the severity of the longitudinal difference between peaks of 𝑔፫ and 𝐼ኻ. For steep dip angles the deeper
masses are located closer to the trench and therefore 𝑔ፑ and 𝐼ኻ will have their peaks closer than for
shallow dip angles (e.g. N=1), where the slab mass is more spread out away from the trench (e.g.
N=4).

6.2.5. GST4: Variable density with depth within slab
This test will quantify the effect of different density distributions on the position and magnitude of the
gravity signal. The slab is segmented with depth in order to apply a density distribution. A user-defined
segmentation is used which corresponds to the contour-lines from Figure 4.2. Thinner segments (10-
25 km) between 0 and 150 km are modelled, as more segments will allow for a more smooth and
realistic density distribution throughout the slab. Having a smooth distribution is necessary, because of
the large sensitivity to density contrasts between 0 and 200 km, which was concluded from GST3. The
interpolation resolution of the top and bottom slab model deteriorates with depth due to the large dip
angles below 200 km. Therefore, thicker segments (50 km) for deeper layers ensure that the segments
are well-connected to the top and bottom slab without showing interpolation artefacts.
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Figure 6.18: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST3), where the dotted lines highlight the symmetry for ፠ፑ
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To simplify themodel, only a slab-mantle density contrast was applied, assuming a zero density contrast
between the lithosphere and the slab. Two different density distributions were used in this sensitivity
study, see Figure 6.19: a linearly increasing density distribution, and a diamond shaped density dis-
tribution. Both density distributions assume no density contrast between the slab and the lithosphere,
therefore, the density contrast is zero until 100 km depth, which is the lithospheric base depth. The
linear distribution assumes the maximum slab-mantle contrast (e.g. 10, 25, 50 kg/mኽ) occurs at the
slab bottom, whereas the diamond distribution applies this maximum contrast at 350 km. Those two
density distributions were chosen to provide insight into the different density distributions and their ef-
fect on the gravity signal. Moreover, the diamond shaped density distribution will investigate the effect
of placing the maximum density at a depth of 350 km. The different density distributions are referred to
using the abbreviation Density distribution (DD). Figure 6.20 shows the residuals between the nominal
model and the linear and diamond DD1. Using a density distribution significantly decreases the 𝑔ፑ and
𝐼ኻ signal. The nominal model uses a constant density contrast of 50 kg/mኽ for the whole slab, which
creates a much stronger signal for the shallow parts of the slab, where the DD apply small density
contrasts. Moreover, the linear DD gives larger residuals than the diamond DD, which is related to the
fact that the maximum density is applied for a shallower layer.

The cross-sectional results for both the DD are presented in Figure 6.21. Note that only the positive
density distributions (DD1,DD3,DD5) are plotted. The negative density distributions (DD2,DD4,DD6)
will simply give an equal but negative 𝑔ፑ signal and an identical 𝐼ኻ signal. Analysing the difference
between linear DD and diamond DD, three conclusions can be made with respect to the gravity results
presented in Figure 6.21. Firstly, the 𝑔ፑ and 𝐼ኻ signal’s amplitude for diamondDD is larger than for linear
DD because more mass is modelled around 350 km depth as a result of the higher density contrast.
Secondly, this larger amount of mass between 200-400 km depth causes a very small movement of
the 𝑔ፑ signal towards the trench, in the order of 5-30 km. This minimal movement is an indication that
the segments above 400 km completely overpower the gravity signal from deeper segments. This is
in line with the conclusion from GST0, that the signal between 100-300 km depth is 3 to 6 times larger
than between 400-600 km depth, see Subsection 6.2.1. Between the linear and diamond DD, there is
also a slight movement of the 𝐼ኻ signal’s minima towards the trench. Thirdly, the 𝑔ፑ signal for diamond
DD declines slightly quicker for its down-going leg than for linear DD, which is seen when comparing
linear DD1 with diamond DD1 in Figure 6.21. This shows that a negative density gradient effects the
gravity signal’s down-going leg. This difference is small as density contrasts below 400 km exercise
negligible effect on the total gravity signal.

Changing the gradients in the linear and diamond density distributions only resulted in an increased
signal amplitude but no change in peak location, see DD1, DD3, DD5. Therefore, no conclusions can
be made on the interplay between density gradients and the gravity-depth effect. It was assumed that if
a relatively higher density was applied to segments at larger depths, their gravity signal might become
stronger, and therefore, the gravity-depth effect might be mitigated or decreased. This would translate
into a movement of the peak. From this test it was concluded that linear density gradients (Figure 6.19)
cannot mitigate the gravity-depth effect. Other gradients should be investigated, for example quadratic
equations (Dziewonski et al., 1975).

A first-order correlation between dip-angle and signal amplitude is observed when comparing the differ-
ent cross-sectional plots in Figure 6.21. For cross-sections N=3 and N=4, the dip-angle is lower than for
N=6 and N=7, and therefore the amplitude of the signal is larger. The same correlation is observed for
the steeper dipping slab at N=7, which has a lower signal amplitude than at N=6. At steeper dip-angle
the segments have less volume, and therefore less mass and a less strong gravity signal.

6.2.6. GST5: Age-based along-trench thickness distribution for entire slab
This test will investigate the gravity effect of using a non-constant slab thickness distribution based on
trench age data, see Figure 4.10a. The nominal slab model for GST1-GST4 includes a lithosphere
which connects with the slab at the trench. In this test the slab thickness at the trench will vary along-
strike. The subduction zone is characterized by oblique convergence. As explained in Subsection 4.4.2,
an innovative way was chosen to use propagate the trench age data over the slab using the subduc-
tion direction and rate. After which, the plate thickness was computed using equations explained in
Section 4.3.
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(a) Linear density distributions (b) Diamond density distributions

Figure 6.19: Theoretical density distributions used for GST4

Normally, the algorithm would adjust the lithospheric thickness such that it connect perfectly with the
slab at the trench. However, for this test, one is varying the slab thickness along the trench, therefore
it is not possible to have a consistent fitting lithosphere. Therefore, a constant lithosphere thickness of
105 km is used, which is the same value as for the nominal model.

The half-space cooling model by Turcotte et al. (1978) was used to compute the thickness of the slab.
The simulations were run for the weighted and unweighted HS, while investigating two values of ther-
mal diffusivity, 𝜅፡።፠፡ = 1E-6 and 𝜅፥፨፰ = 8E-7 𝑚ኼ/𝑠. Recall, that the thickness is constant in subduction
direction of 𝜙፬፮፛ = 30∘. The slab thickness plots are shown in Figure 6.22. Decreasing the ther-
mal diffusivity decreases the slab thickness for the whole subduction zone proportionately to √𝜅, see
Equation 3.3. No other effects are observed for changing √𝜅. The thickness for the weighted HS, see
Figure 6.22d, shows a much smaller range of 86-106 km, whereas the original HS has a thickness
range of 85-160 km.

The results for different cross-sections are shown in Figure 6.23, where the colours of bottom slab (bot-
tom sub-plot) correspond to the colours of the gravity results (upper sub-plots). The nominal slab model
and its gravity results are displayed using red dashed lines. As was observed for GST2, increasing the
slab thickness results in the signal’s maximum to swift towards the trench while increasing the overall
amplitude of the signal, read Subsection 6.2.3. Moreover, the weighted HS curves for the bottom slab
(bottom sub-plot) are close to the nominal model, which has a constant thickness of 100 km. This is
because the weighting factor applied to the weighted HS equation causes it to convergence to a plate
thickness of ∼107 km, see Figure 3.5, whereas the original HS equation let’s the plate thickness di-
vergence with increasing age. N=3 shows that the amplitude of the gravity signal is lower than for the
nominal signal, as the young age in this region correlates to a smaller slab thickness. The opposite
is true for N=7, where amplitude of the gravity signal is higher than for the nominal model, due to the
older thicker slab. As concluded before, different values of 𝜅 will only influence the amplitude, which is
seen by the purely vertical increase for the maximum values of 𝑔ፑ and 𝐼ኻ (red dots).
The effects of the age-based thickness distributions are better visible looking at the in-plane gravity
residual with the nominal slab model, see Figure 6.24. The slab thickness models based on the original
HS equation, see Figure 6.24a and 6.24b, give positive gravity anomalies south of Java, and negative
anomalies at northern Sumatra, with minimum values of -16 and -35 mGal for 𝜅፡።፠፡ and 𝜅፥፨፰, respec-
tively. The weighted HS models also show negative anomalies at northern Sumatra, with minimum
values of -19 and -37 mGal for 𝜅፡።፠፡ and 𝜅፥፨፰, respectively. The positive anomaly has completely dis-
appeared for Figure 6.24d. Quantitative analysis showed that a decrease of 2E-7 mኼ/s for the thermal
diffusivity decreases the overall gravity signal’s amplitude in the subduction zone by ∼20 mGal.
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(a) 𝑔ፑ results for linear density distribution (DD1) (b) 𝑔ፑ results for diamond density distribution (DD1)

(c) 𝐼ኻ results for linear density distribution (DD1) (d) 𝐼ኻ results for diamond density distribution (DD1)

Figure 6.20: Residual plots (፠ፑ , ፈኻ) comparing different density distributions with nominal model (GST4)
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Figure 6.21: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST4)
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(a) HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠 (b) HS, 𝜅፥፨፰ =8E-7 𝑚ኼ/𝑠

(c) Weighted HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠, equal
colorbar (d) Weighted HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠

Figure 6.22: Thickness distributions for GST5

Figure 6.23: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST5), dashed red lines depict nominal slab model (constant 100 km slab
thickness)
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(a) HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠 (b) HS, 𝜅፥፨፰ =8E-7 𝑚ኼ/𝑠

(c) Weighted HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠 (d) Weighted HS, 𝜅፥፨፰ =8E-7 𝑚ኼ/𝑠

Figure 6.24: Residual plots (፠ፑ) comparing with nominal model (GST5)

The second invariant residuals (𝐼ኻ) for the original HS models also show an anomaly at northern Suma-
tra. When decreasing 𝜅፡።፠፡ to 𝜅፥፨፰, the second invariant increases from -0.008 to -0.2 mGalኼ/kmኼ in
northern Sumatra, whereas the signal decreases from -0.07 to -0.035 mGalኼ/kmኼ in the Java region.
For the weighted HS model the anomaly south of Java is virtually absent, having values of -0.001
and -0.0008 mGalኼ/kmኼ for 𝜅፡።፠፡ and 𝜅፥፨፰, which are accompanied by increasing 𝐼ኻ extreme values
of -0.008 and -0.2 mGalኼ/kmኼ for northern Sumatra. Concluding, the 𝐼ኻ residuals support the same
observations which were made for 𝑔ፑ, in the previous paragraph. The second invariant is more sensi-
tive to mass anomalies than the radial gravity. Therefore, the second invariant shows saturated results
more quickly, which in turn obliterate smaller anomalies and give larger magnitude differences between
different anomalies.

6.2.7. GST6: Age-based thickness distribution varying in dip-direction based on
subduction rate/direction

The addition of a more sophisticated slab thickness model based on lithospheric ageing in subduction
direction will be investigated with respect to its residual gravity signal with the nominal model. Whereas
GST5, see Subsection 6.2.6, used a constant age in subduction direction, this test will use the age dis-
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(a) HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠 (b) Weighted HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠

Figure 6.25: Thickness distributions for GST6

tribution given in Figure 4.10b, which was derived using themethodology explained in Subsection 4.4.2.
For reasons explained in GST5, a constant lithospheric thickness of 105 km is used.

As was concluded in GST5, increasing the thermal diffusivity (𝜅) will solely increase the slab thickness,
but not add any new features to the slab model. The slab thickness models for HS and weighted HS
for 𝜅፡።፠፡ are given in Figure 6.25. The models for 𝜅፥፨፰ are not given here. Including ageing primarily
impacts the region between middle and northern Sumatra, which is again the shallow dip-angle region,
recall Figure 4.4b. Comparing Figure 6.22a and 6.25a, one sees that the thickness in the region around
Java is increased and expanded. Moreover, the slab thickness is increased by ∼20 km in the region
where the subduction zone reaches Thailand. This is due to the fact that those slab segments have
travelled the longest distance from the trench, and therefore have the largest increment in age with
respect to the trench age, assuming the given subduction direction of 30∘ is correct. To recall the
algorithm that is used to compute the age increment, see Figure 4.9. This large increment in age
translates directly into a large increment in slab thickness under Thailand compared to the constant
age slab thickness model of GST5.

Including slab ageing leads to a slight increase in both the 𝑔ፑ and 𝐼ኻ signal, which is observed when
comparing N=3 in Figure 6.23 6.26. For N=7, no significant change is observed between GST5 and
GST6.

The in-plane gravity residuals between the age-based slab model and the nominal model will be similar
to the results presented in Subsection 6.2.6. Therefore, it is more intuitive to investigate changes in
gravity signal from GST5 to GST6, which are shown in Figure 6.27. This figure shows the residual
signal for the original and weighted HS using 𝜅፡።፠፡. Figure 6.27 shows that including ageing into the
slab model leads to added mass in two locations, northern Sumatra and where the subduction zone
reaches Thailand. The subduction zone extending between 15∘ and 25∘ is not based on real data, but
on extrapolation of trench data (Broerse et al., 2014). Therefore, those gravity anomalies should be
treated with caution, and will not be discussed here. The anomaly at northern Sumatra has a maximum
residual of 11 and 6 mGal for the original and weighted HS model, respectively. The second invariant
(𝐼ኻ) shows the same residuals pattern for northern Sumatra, with minima’s of 1.1×10ዅኽ and -4.1×10ዅኾ
mGalኼ/kmኼ, for the original and weighted HS models.
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Figure 6.26: Gravity (፠ፑ , ፈኻ) cross-sectional results (GST6), dashed red lines depict nominal slab model (constant 100 km slab
thickness)

(a) HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠 (b) Weighted HS, 𝜅፡።፠፡ =1E-6 𝑚ኼ/𝑠

Figure 6.27: Residual plots (፠ፑ) comparing GST5 and GT6
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6.3. GST related to slab features
The following three gravity sensitivity tests (GST) will investigate the effect of different slab features on
the gravity signal. The following tests will be performed:

GST7: Isostatic compensation at various depths using different layers

GST8: Addition of slab tear

GST9: Addition of subducting eclogite crust

6.3.1. GST7: Isostatic compensation at various depths using different layers
This test will investigate the effect of isostatic compensation based on Pratt’s hypothesis, which as-
sumes that isostatic equilibrium is achieved through lateral density variations. In the classic case, the
lithosphere is used as rigid compensating layer that is floating on the denser asthenosphere (Kaban
et al., 2004; Fowler, 2005). This classic case will be tested, together with two other cases, crustal com-
pensation, and sub-lithosphere compensation. Compensation in the sub-lithospheric layer assumes
that a certain layer of the asthenosphere sustains isostatic equilibrium. The three different compensat-
ing layers are highlighted (green) in Figure 6.29. Some important simplifications were applied. First
of all, the compensating layer does not need to border with compensation depth. Secondly, only the
compensating layer is used to establish isostatic equilibrium.

To create a realistic isostatic model, not only the slab was included, but also models for topography,
bathymetry, sediments, crust, and lithosphere. Those models were introduced in Chapter 5. The
nominal slab model is used, recall the constant thickness of 100 km, maximum depth of 600 km, density
contrast of 50 kg/mኽ. The isostatic reference mass column consists a 30 km crust of 2850 kg/mኽ, a 70
km lithosphere of 3300 kg/mኽ, and a 900 km mantle of 3250 kg/mኽ, see Figure 6.28. The mass of the
reference column is computed as follows:

𝑚፫፞፟፞፫፞፧፜፞ = 𝑡፜፫፮፬፭𝜌፜፫፮፬፭ + 𝑡፥።፭፡፨𝜌፥።፭፡፨ + 𝑡፦ፚ፧፭፥፞𝜌፦ፚ፧፭፥፞ (6.5)

Where 𝑡 is the layer thickness, and 𝜌 the layer density. The reference column is adjusted in accor-
dance with the compensation depth. For example, a compensation depth of 300 km would lead to a
reference column of 300 km, consisting of 30 km crust, 70 km lithosphere, and 200 km mantle. For a
compensation depth of 100 km, no mantle will be included in the reference column. The actual mass
column is computed as follows:

𝑚 =
ፍ፦፨፝፞፥፬
∑
።዆ኻ

𝑡።𝜌። (6.6)

In this test, seven different models were used: topography, bathymetry, sediments, crust, lithosphere,
slab, and mantle. The isostatic density is computed using the thickness (𝑡፜፨፦፩) of the compensating
layer :

𝜌።፬፨ =
𝑚፫፞፟፞፫፞፧፜፞ −𝑚

𝑡፜፨፦፩
(6.7)

Isostatic equilibrium is achieved by adding the isostatic density (𝜌።፬፨) to the nominal density of the
compensating layer.

Three different compensation depths are tested, 100, 300, and 600 km. Using a compensation depth
of 100 km the assumption is made that the slab is not compensated at all. This is based on the situation
where the subducting slab under 100 km finds itself in a fluid-like mantle, which cannot compensate the
slab mass (Kaban et al., 2004). Therefore, only the upper 100 km (topography, bathymetry, sediments,
crust, lithosphere) will be compensated. For a compensation depth of 300 km, the most substantial
part of the slab signal will be compensated, recall from GST1 that 80% of the slab 𝑔ፑ signal is between
0 and 300 km depth. Compensation down to 600 km will allow for the whole slab to be in isostatic
equilibrium. Only the radial gravity (𝑔ፑ) will be investigated. The second invariant is neglected in this
test, because of its insensitivity to masses below 200 km, recall Table 6.1.
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Figure 6.28: Reference mass column for isostatic equilibrium: 30 km crust of 2850 kg/mኽ, 70 km lithosphere of 3300 kg/mኽ, and
900 km mantle of 3250 kg/mኽ (GST7)

Compensating lithosphere
The compensating lithosphere, shown (green) in Figure 6.29a, is defined between the Moho and the
base of the lithosphere. The isostatic densities range from -150 to 250 kg/mኽ, see Figure 6.30. Apply-
ing compensation down to a depth of 100 km, does not equilibrate the gravity signal of the slab. The
opposite is true, because shallow Earth layers (topography, bathymetry, etc.) are being compensated,
the gravity anomaly related to the slab is less obstructed and therefore more visible, especially in the
Andaman Sea. From Java to northern Sumatra, the nominal slab signal in Figure 6.14a is clearly ob-
served as the positive anomaly in compensated signal, see Figure 6.30b. Increasing the compensation
depth to 300 km results in almost the entire slab signal to be compensated, see Figure 6.30d. This is
correspondence with GST1, where it was concluded that the top 300 km of the slab contributes most
to the gravity signal. A weak positive anomaly following the Andaman Coast of Thailand is still visible,
which is not related to the subduction zone.

Increasing the compensation depth to 600 km results in overcompensation. In essence, overcompen-
sation reproduces the compensated mass anomaly into a gravity anomaly. The distinct negative gravity
anomaly in Figure 6.30f, corresponds to the location of the lower slab. The lower slab is not being cap-
tured in the gravity signal. But when compensated in the lithosphere, a mass anomaly of opposite
sign is added to the lithosphere at the same lateral location. The lithosphere is closer to the surface,
and thus, has a larger effect on the gravity signal measured at sea-level. It is therefore possible that a
negative mass anomaly deep in the Earth, results in a positive gravity anomaly, and vice versa, when
a significantly large compensation depth is assumed.

Concluding, the lithosphere is able to compensate the slab down to 300 km depths. For deeper com-
pensation depths, overcompensation of the slab results in large isostatic densities that explain the large
negative gravity anomalies following along the subduction zone. For a compensation depth of 100 km,
the slab is not compensated at all.

Compensating crust
The compensating crust (green) is shown in Figure 6.29b. In certain regions the oceanic sediments
base would be positioned deeper than the Moho top, which would result in a negative thickness for
the crust. Therefore, the compensating crust is defined between the bathymetry and Moho, and the
sediment model is neglected.
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(a) Compensating lithosphere (b) Compensating crust

(c) Compensating sub-lithospheric layer

Figure 6.29: Model cross-sections (West-East) at Ꭻ ዆ ኺ∘ (GST7)
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The compensating crust shows a similar gravity signal for the different compensation depths as for the
compensating lithosphere, see Figure 6.31. However, the isostatic densities are much larger, ranging
from -400 to 600 kg/mኽ in the subduction zone. This is due to the much smaller compensating thick-
nesses (𝑡፜፨፦፩) of the crust. This is particularly true for oceanic crust, which has a thickness that ranges
between 5 and 10 km, whereas the continental thickness is 35 km, see Figure 6.32. It is interesting to
see the patterns of the North-South transform south of Sumatra, see Figure 6.31a. Transform faults and
spreading centres are very local and short-wavelength features in the bathymetry (Hall and Spakman,
2015), and this test shows that the crust is able to compensate those features in the gravity signal.

Concluding, the crust is the most effective compensating layer for shallow mass anomalies. This is
seen in the smooth gravity signal in the ocean south of the trench, see Figure 6.31b. However, the
required crustal isostatic densities are unrealistic for the investigated compensation depths. Moreover,
compensation depths below 300 km resulted in the slab being overcompensated.

Compensating sub-lithospheric layer
The compensating sub-lithospheric layer is defined with the LAB as top, and has a constant thickness
of 100 km, see (green) in Figure 6.29c. From all three compensation depths, it is clear that the sub-
lithospheric layer is unable to compensated the large positive mass anomaly at western Java, and the
large negativemass anomaly in the Andaman Sea, see Figure 6.33. Both gravity anomalies decrease in
amplitude with increasing compensation depth, because the slab signal is increasingly compensated.
Those anomalies are not caused by the slab, but by the bathymetry, sediments, and the crust, see
Chapter 5.
For a compensation depth of 600 km the slab signal has completely disappeared, see Figure 6.33d
which has the same features as in Figure 5.7a.

The sub-lithospheric layer is the most effective layer for bringing the slab in isostatic equilibrium. As the
sub-lithospheric neighbouring the slab, the overcompensation effect for the slab will be small. However,
the sub-lithospheric layer is unable to compensated masses close to the surface.

When comparing all three different compensation types, several observations can be made. Firstly, the
compensating thickness (𝑡፜፨፦፩) of the sub-lithospheric layer (100 km) is approximately the same as for
the lithosphere (95 km) in oceanic regions. Moreover,𝑚፫፞፟፞፫፞፧፜፞ and𝑚 in Equation 6.7 are by definition
equal for the compensating lithosphere and compensating sub-lithospheric layer, because the same
full model is used. Therefore, the isostatic densities (𝜌።፬፨) should be similar in oceanic regions, which
is verified when comparing Figure 6.30e with Figure 6.33a. However, the crust is thicker in continental
regions, resulting in a thinner compensating lithosphere thinner. Therefore, larger isostatic densities
are present in continental regions. Secondly, all three compensation types result in an overall lower
amplitude signal compared to the original signal (-150 to 500 mGal). Concluding, the compensating
lithosphere is the most optimal compensating layer, having realistic isostatic density values, while being
able to compensate both the slab and shallow mass anomalies for intermediate compensation depths
(300 km).

6.3.2. GST8: Addition of slab tear
In this section, the effect of a slab tear on the gravity signal will be tested and described. As was
discussed in the introduction, literature advocates either a slab tear or slab fold under Sumatra (Fauzi
et al., 1996; Burke, 2006; Richards et al., 2007; Pesicek et al., 2010). The postulated slab tear is related
to the subducting spreading ridge, see green in Figure 3.3b. The spreading ridge is said to subducted
under the volcanic centre of Toba (𝜙 = 2.5∘), which is the approximate location of the slab tear, although
this has not been validated. For this test the effects of isostatic compensation are not considered.

Three different slab tear models will be tested. The models are similar in a sense that northward of
the tear, the slab extends less deep than south of the tear (Hall and Spakman, 2015). The tear will
be modelled in EW-direction (Richards et al., 2007). The latitude of the slab tear will be the varying
parameter. A tear north and south of the volcanic centre of Toba will be tested, to test which location is
most likely.

As a show-case, one tries to find a first-order qualitative fit between the slab model with tear and the
positive anomaly in the observation model (XGM2016) in Sumatra and Java. No distinct 𝐼ኻ anomaly
is presented in XGM2016 that is identified for the nominal slab model, therefore, only the 𝑔ፑ anomaly
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(a) 𝜌።፬፨ for compensation depth = 100 km (b) 𝑔ፑ for compensation depth = 100 km

(c) 𝜌።፬፨ for compensation depth = 300 km (d) 𝑔ፑ for compensation depth = 300 km

(e) 𝜌።፬፨ for compensation depth = 600 km (f) 𝑔ፑ for compensation depth = 600 km

Figure 6.30: Compensating lithosphere, SHC=3-90
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(a) 𝜌።፬፨ for compensation depth = 100 km (b) 𝑔ፑ for compensation depth = 100 km

(c) 𝑔ፑ for compensation depth = 300 km (d) 𝑔ፑ for compensation depth = 600 km

Figure 6.31: Compensating crust, SHC=3-90

Figure 6.32: Thickness of compensating crust (፭፜፨፦፩)
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(a) 𝜌።፬፨ for compensation depth = 600 km (b) 𝑔ፑ for compensation depth = 100 km

(c) 𝑔ፑ for compensation depth = 300 km (d) 𝑔ፑ for compensation depth = 600 km

Figure 6.33: Compensating sub-lithospheric layer, SHC=3-90



6.3. GST related to slab features

6

77

in XGM2016 will be used. The minimum, maximum, and average values for the different tests are
summarized in Table 6.2.

For the first model, a slab tear is positioned at a latitude of 5∘. The top-slab surface including a slab tear
is shown in Figure 6.34a. North of the tear, the top-slab extends only down to 200 km, whereas south
of the tear the full slab is modelled down to 600 km depth. The large positive 𝑔ፑ anomaly of the nominal
model in the Andaman Sea, see Figure 6.14a, has decreased to weaker anomaly, see Figure 6.34c.
The signal for Sumatra and Java remained the same.

For the second model, a slab tear at a latitude of 0∘ was tested. The positive anomaly extends less
far north compared to the first slab tear model, see Figure 6.34d. Therefore, the positive slab anomaly
corresponds better with the positive anomaly in XGM2016, which extends from Java to the middle of
Sumatra.

The positive anomaly in XGM2016 was compared with the different slab segments that were tested in
GST0. The XGM2016 anomaly is closely matched in location and shape by the signal of the 200-300
km slab segment. The third test will include only the 200-300 km slab segment, with a slab tear at a
latitude of 0∘, and no slab northward of the tear. The slab vertical thickness shows where the segment is
positioned, see Figure 6.35a. Comparing Figure 6.35b with Figure 6.34b shows that the slab segment
(∼30 mGal) does not have the same magnitude as the anomaly in XGM2016, which is about 100 mGal.
The anomaly of the slab model is more smeared that the XGM2016 anomaly, which could result from
the fact that the density contrasts are shallower than 200 km. GST0 showed that the gravity signal will
become more smeared with increasing depth.

When assuming that the positive 𝑔ፑ anomaly in XGM2016 is caused by a subducting slab, the slab
model with a slab tear at 𝜙 = 0∘ gives the best qualitative fit. The anomaly values for both models are
in the same range of 100 mGal. The residual is given in Figure 6.39a.

6.3.3. GST9: Addition of subducting eclogite crust
As discussed in Section 3.4, the crust subducts together with the lithosphere. It is one of the most im-
portant contributors to the gravity anomalies in subduction zones (Fowler, 2005; Lowrie, 2007), there-
fore, its effects are investigated in this test. For this test the effects of isostatic compensation are not
considered.

Shear heating by shear deformations on subduction zone interface results in a material phase change
of the basalt crust. This basalt-eclogite phase change causes a density increase of 400 kg/mኽ. Other
literature gives a density estimate of 3560 kg/mኽ for the eclogite crust, assuming a nominal crust density
between 2600 and 2900 kg/mኽ (Lowrie, 2007). Therefore, the range of uncertainty for the subducting
crust density is between 3000 and 3560 kg/mኽ. There is also no consensus on the maximum depth
for the subducting crust, Fowler (2005) states a maximum depth of 80 km, whereas Lowrie (2007)
assumes 150 km. The higher-density eclogite crust causes a significant gravity anomaly close to the
trench. This addition feature to the slab model could allow for the modelling of the negative 𝑔ፑ anomaly
following the trench in XGM2016, see Figure 6.34b. The case-study to fit a qualitative fit between signal
of the slab model and the observations started in Subsection 6.3.2, will be continued for this test. The
minimum, maximum, and average values for the different tests are summarized in Table 6.2, therefore,
the counting of the tests is continued from GST8.

Four test are done for the subducting crust. The crust is modelled with a constant top-slab perpendic-
ular thickness of 20 km. Figure 6.36a shows a cross-section for the slab model with the subducting
crust, extending to a depth of 150 km. For the first test, an eclogite crust density of 3560 kg/mኽ re-
sults in a completely positive signal, see Figure 6.37a. The subducting signal (∼300 mGal) completely
overpowers the nominal slab signal (∼140 mGal). Therefore, this model is not suitable to represent the
negative-positive anomaly in XGM2016. To create the negative along-trench anomaly, the crust density
should be lower than the lithospheric density (3300 kg/mኽ). In the second test, the assumption is made
that not enough shear heating is generated to bring about the basalt-eclogite transition, which can be
related to the oblique subduction. Therefore, the subducting crust keeps its nominal density of 2900
kg/mኽ. The 𝑔ፑ results are given in Figure 6.37b. Here, a negative-positive anomaly is visible. This
configuration shows resemblance with the XGM2016 negative-positive anomaly for southern Sumatra
and Java. The positive 𝑔ፑ anomaly comes from the slab, and the negative anomaly originates from
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(a) Top-slab surface with tear at 𝜙 = 5∘ (b) 𝑔ፑ for XGM2016

(c) 𝑔ፑ for slab model with tear at 𝜙 = 5∘ (d) 𝑔ፑ for slab model with tear at 𝜙 = 0∘

Figure 6.34: Slab models with tear, SHC=3-90
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(a) Slab segment (200-300 km) with tear (b) 𝑔ፑ for slab segment with tear

Figure 6.35: Slab segment (200-300 km) with tear at Ꭻ ዆ ኺ∘, SHC=3-90

(a) Model at 𝜙 = 0∘ (b) Model with tear at 𝜙 = 18∘

Figure 6.36: Model cross-sections (West-East) (GST9)

the subducting crust. However, the negative anomaly has a much larger amplitude than observed in
the observations, therefore, the crustal density needs to be increased. In the fifth and sixth test, the
crustal density will be increased to 3100 kg/mኽ, and the slab tear will be re-introduced at 𝜙 = 0/፜።፫፜.
This will allow for the along trench negative 𝑔ፑ anomaly in XGM2016 in the Andaman Sea to be rep-
resented by the subducting crust, without the positive anomaly from the slab. Figure 6.36b shows a
slab cross-section northwards of the slab tear. The residual with the fifth text and XGM2016 is shown
in Figure 6.39c. For the sixth test, the subducting slab will only down to 80 km. This is done to try to
mitigate the positive residuals between northern Sumatra and the trench, see Figure 6.39c. This ad-
justment is partially effective, see residuals for the sixth test in Figure 6.39d, where the aforementioned
residual has decreased.

6.3.4. Case-study: fit XGM2016 using slab tear (GST8) and subducting crust
(GST9)

It is important to mention that this case-study only tries to show that the observation signal can be 
represented with a simple slab model, including a subducting crust and a slab tear. Recall from the 
introduction that additional constraints are crucial for the gravity modelling of subduction zones. How-
ever, the slab modelling for GST8 and GST9 has been done without additional constraints, and without
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(a) 𝜌፜፫፮፬፭ = 3560 kg/mኽ (b) 𝜌፜፫፮፬፭ = 2900 kg/mኽ

Figure 6.37: ፠ፑ for slab model with subducting crust with a depth of 150 km, SHC=3-90

(a) Subducting crust down to 150 km (b) Subducting crust down to 80 km

Figure 6.38: ፠ፑ for model with tear and subducting crust, ᎞፜፫፮፬፭ ዆ ኽኻኺኺ kg/mኽ, SHC=3-90
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Table 6.2: Summary of residual benchmarks (min., max., avg.) between slab models (GST7, GST8) and XGM2016 within the
Sumatra subduction zone, SHC=3-90

Test Min. 𝑔ፑ [mGal] Max. 𝑔ፑ [mGal] Avg. 𝑔ፑ [mGal]

1. GST8: tear at 𝜙 = 5∘ -193.7 104.5 -8.5

2. GST8: tear at 𝜙 = 0∘ -193.1 106.6 -6.6

3. GST9: 𝜌፜፫፮፬፭ = 3560 kg/mኽ,
max. crust depth = 150 km -398.0 79.7 -29.7

4. GST9: 𝜌፜፫፮፬፭ = 2900 kg/mኽ,
max. crust depth = 150 km -118.1 260.9 14.3

5. GST9: 𝜌፜፫፮፬፭ = 3100 kg/mኽ,
tear at 𝜙 = 0∘, max. crust depth = 150 km -83.6 160.2 6.8

6. GST9: 𝜌፜፫፮፬፭ = 3100 kg/mኽ,
tear at 𝜙 = 0∘, max. crust depth = 80 km -115.5 123.5 2.6

considering isostasy. Therefore, the resulting models from the six different test cases are probably not
realistic representations for the Sumatra subduction zone. This case-study serves as a starting point
for further investigation.

The extreme values and averages of the 𝑔ፑ residuals are used as benchmarks to assess the theoretic 
fit of the models of GST8 and GST9 to XGM2016. Those benchmarks are only calculated within the 
Sumatra subduction zone. Table 6.2 shows that a subducting crust with either 𝜌፜፫፮፬፭=2900 or 3560 
kg/mኽ gives large ranges in residuals, in the order of 370 and 580 mGal. Moreover, it is seen that the 
decisions from test 3 to 6 each resulted in a decrease of the average residual. Moreover, Figure 6.39 
also shows the increased fit with XGM2016 reflected in the decreasing residuals from test 2, 4 and 5 
to test 6. This shows that making informed modelling adjustments can result in better fit with the 
observations. The sixth test has the lowest average residual of 2.6 mGal. This does not mean that this 
is the most realistic slab model, but it shows that this model has the best overall fit with XGM2016. 
The models that combine the slab tear and subducting crust, have the smallest ranges for the 
residuals, both in the order of 240 mGal. Concluding, modelling of the negative-positive along-trench 
anomalies in XGM2016 is best done using a subducting crust with a maximum depth of 80, crustal 
density of 3100 kg/mኽ, and an East-West slab tear at 𝜙 = 0∘. The nominal slab is modelled southward 
of the tear, whereas north of the tear the slab only extends down to 200 km.

An average residual with observations of 2.6 mGal is good. However, a range of 240 mGal is very high. 
Including models for the topography, bathymetry, sediments, crust could resolve those high-frequency 
anomalies that are not related to the slab. For example, the positive residual in Figure 6.39d originates 
in crust. This is shown in Chapter 5. Although the results show good fit for a slab model with a tear, no 
definite conclusions can be made on the postulated slab.
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(a) 2. GST8: tear at 𝜙 = 0∘ (b) 4. GST9: 𝜌፜፫፮፬፭ = 2900 kg/mኽ, max. crust depth
= 150 km

(c) 5. GST9: 𝜌፜፫፮፬፭ = 3100 kg/mኽ, tear at 𝜙 = 0∘,
max. crust depth = 150 km

(d) 6. GST9: 𝜌፜፫፮፬፭ = 3100 kg/mኽ, tear at 𝜙 = 0∘,
max. crust depth = 80 km

Figure 6.39: ፠ፑ residuals between slab models (GST8, GST9) and XGM2016, SHC=3-90
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Conclusion

This conclusion will give the answers to the research questions and put the most important conclusions
of this study in perspective with existing knowledge. In this thesis, gravity modelling of the subducting
slab in the Sumatra subduction zone was studied. Subduction zones cause about 80% of all large
earthquakes (Hayes and Wald, 2009). Subduction zone earthquakes occur on the interface between
the overriding plate and the subducting slab. Modelling of subducting slabs is essential to better un-
derstand the causal mechanisms behind earthquakes. The top-slab geometry for the Sumatra sub-
duction zone is known. However, earthquake prediction depends on dynamic modelling (e.g. FEM)
(Gutknecht et al., 2012), for which a 3D slab geometry and density is required (Mansi et al., 2014).
The 3D slab geometry and density can be obtained from gravity observations, when constraint with
other data (Gutknecht et al., 2014; Bassett and Watts, 2015a). The gravity sensitivity to changes in
slab geometry and density parameters were tested in this thesis.
Recent satellite missions, like GOCE, provided gravity and gravity gradient observation models with
unprecedented resolution and homogeneous global coverage (Cadio et al., 2016). When combined
with terrestrial gravity models, these can be used as additional constraints for 3D slab modelling. This
thesis is the first time the Sumatra subduction zone is investigated using gravity gradients, and the first
time that a gravity sensitivity study is done for a slab constrained by top-slab surface based on seismic
and tomographic models. One other study on gravity sensitivities for subducting slabs was found (Krien
and Fleitout, 2008). That study focused mainly on representing forces in theoretic subduction zones
using geoid and radial gravity anomalies, and did not use either seismic or tomographic constraints.
The research aim was to better understand the gravity signal coming from the subducting slab in the
Sumatra subduction zone, starting from a top-slab surface (Broerse et al., 2015). This was done by
modelling the subducting slab and investigating the gravity sensitivities to different individual slab model
parameters and slab features. A spectral analysis identified the bandwidth in which most of the slab
signal was present. Moreover, different isostatic compensation methods using Pratt’s hypothesis were
applied to the slab model.
My conclusions will assist future work on the Sumatra subduction zone, and subduction zones in gen-
eral, to know which inputs are worthwhile to investigate and improve. The gravity signal of many
subduction zones has been modelled using synthetic slab models. However, no study has been done
relating the change in gravity with the change in slab parameters. In a physical sense, those sensi-
tivities are not useful, as the slab parameters of a subduction zone are relatively constant over time,
and therefore, no change in gravity signal will be observed for short time-scales. However, when using
terrestrial and satellite gravimetry to constrain slab models, knowledge on those sensitivities is es-
sential. Because those modelling methods all operate using degrees of freedom in the slab models,
and some even include non-slab related parameters in the optimization to find a model that fits gravity
observations.
This study was the first time that gravity gradient invariants were investigated for the Sumatra subduc-
tion zone. The second invariant (𝐼ኻ) combines all the different gravity gradient components while being
non-directional. The non-directionality attribute is useful for the modelling of the curved subduction
zone of Sumatra. The research questions will be answered below.
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What slab parameters and slab features need to be included to generate a simple
slab model?
For a simple slab model, three slab parameters are required: slab maximum depth, slab thickness,
and slab constant density. Seven additional features were added to create a more realistic simple
slab model: density distribution, thickness distribution, ageing, isostatic compensation, slab tear, and
a subducting crust. The remainder of this section will discuss the main conclusions with respect slab
modelling.

Seismic and tomographic models provide accurate representations of top-slab surfaces (Hayes et al.,
2012b). Therefore, a combined top-slab model was used as starting point for the simple slab model
(Broerse et al., 2014). The used combined top-slab model is based on Slab1.0 (Hayes et al., 2012b),
RUM (Gudmundsson and Sambridge, 1998) and UU-P07 (Amaru, 2007). Slab maximum depth, slab
thickness, and slab constant density were sufficient to generate a simple slab model (Krien and Fleitout,
2008). Inclusion of a slab density distribution, a lithospheric age-based thickness distributions and
accounting for slab ageing resulted in more realistic slab models (Müller et al., 2008; Jacob et al., 2014).
Isostatic compensation was also added to the slab model. To control the regional gravity anomalies
better, a slab tear and a subducting crust were added to the slab model.

Applying a vertical thickness to the top-slab surface would lead to inaccurate slab models. Considering
the dip and strike-angles resulted in a bottom-slab surface with a thickness defined perpendicular to
the top-slab surface. Delaunay triangulation was used for the 3D interpolation from slab contour lines
to a meshed surface (Amidror, 2002). The linear method is best suited to obtain an accurate top-slab
surface, while providing the benefit of being the most computationally efficient method. It was shown
that the nearest neighbour method generated unacceptable errors, and should therefore not be used
for slab interpolation.

A weighted HS using a thermal diffusivity of 1×10ዅዀ 𝑚ኼ/𝑠 resulted in the most accurate thickness-age
distribution with respect to surface wave dispersion studies. The HS weighting factor comprises the
depth parameters of the plate models PSM and GDH1, and introduces boundedness to the HS. The
weighted HS was preferred over plate models, due to the simplicity of the mathematical description,
while having a realistic asymptotic lithospheric thickness of 110 km. The weighted HS is only accurate
for lithospheric ages above 10 Ma. Increasing the thermal diffusivity led to an increase in lithospheric
thickness. It was concluded that decreasing the thermal diffusivity by 2×10ዅ዁ mኼ/s resulted in an overall
decrease of 20 mGal for 𝑔ፑ. The effect of changing the thermal diffusivity on 𝐼ኻ was not uniform.
Assuming a constant slab thickness was invalid assumption, oceanic lithospheric age data shows large
age differences at the trench of the Sumatra subduction zone (Müller et al., 2008). Therefore, a trench
age distribution was computed, which ranged from 40 Ma at northern Sumatra to 150 Ma south-east
of Java. Converting to oceanic lithospheric thickness using the weighted HS, resulted in thicknesses
ranging from 85 to 108 km. The younger lithosphere at northern Sumatra is lighter and therefore resists
subduction, which was correlated to indentation of the trench at this location (Jacob et al., 2014).

The subducting slab does not have a constant thickness for the whole Sumatra subduction zone. Two
methodologies were constructed to strive for a more realistic slab thickness distribution. Firstly, a simple
methodology was tested utilizing the top slab contour lines together with scaling factors for the slab
thickness at certain depths. However, this method provided no means to incorporate information on
the subduction rate and direction, and was therefore neglected. A second more advanced method was
constructed and used. This method accounted for slab ageing, using a constant subduction direction of
30∘ and a constant subduction rate of 55 km/Ma. Inclusion of slab ageing let to a maximum increment
in slab thickness of 20 km at a depth of 600 km.

What is the optimal spherical harmonic bandwidth that isolates the slab model
signal?
An advanced spectral analysis of a 3D slab model based on Slab1.0 showed that truncating the lower
SHC limit is not favourable. Firstly, most of the slab signal (∼45%) is present between SHC d/o 0
and 20. Secondly, to compensate for the loss of signal due to lower SHC limit truncation significant
additional higher order SHC are required, which drastically decreased the computational efficiency of
the synthesis. An optimal lower limit of d/o 3 was selected. A simple spectral analysis was done for the
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combined slab model. The second invariant signal spans a wider SHC bandwidth, which corresponds
to observations that the second invariant is more sensitivity to short-wavelength density anomalies
closer to the surface. An optimal truncation setting of SHC=3-90 was determined, which results in 99%
of the 𝑔ፑ signal and 80% of the 𝐼ኻ signal to be present for the slab model. To obtain 99% of the 𝐼ኻ slab
signal, the upper limit needs to be increased to d/o 180. The optimal SHC bandwidth also provides a
distinct slab signal in the observation dataset (XGM2016).

What are the qualitative and quantitative sensitivities of the radial gravity and
second gravity gradient invariant to different slab parameters and slab features?
Ten slab parameters and slab features were investigated for their effect on the gravity signal. The out-
come is a qualitative and quantitative summary on the gravity sensitivity to different slab parameters and
slab features applicable to the Sumatra subduction zone. Slab parameters (depth, thickness, density)
were best investigated using cross-sections, whereas slab features (ageing, isostatic compensation,
slab tear, subducting crust) were analysed in-plane. The magnitude and location of extreme values
for 𝑔ፑ and 𝐼ኻ, and the difference between cross-sections were proven to be useful metrics for gravity
sensitivity analysis. GST0 to GST6 are discussed here, whereas GST7 to GST9 will be discussed
when answering consecutive research questions.

The first test (GST0) investigated the gravity effect of slab segments at different depths. The deeper
slab segments give a more long-wavelength signal which moves away from the trench with increasing
depth. The extreme values for 𝑔ፑ and 𝐼ኻ decrease with increasing segment depth. The slab between 0
and 300 km is responsible for 80% of the 𝑔ፑ signal, and 98% of the 𝐼ኻ signal. Slab segments below 300
km depth have a negligible effect on the second invariant, as they are almost completely overpowered
by the signal from segments closer to the surface. For the radial gravity component, the slab segments
between 300-600 km still make up 20% of the total signal. Therefore, the sensitivity of 𝑔ፑ extends to
at least a slab depth of 600 km. For this test, a density contrast of 50 kg/mኽ was used. Changing the
density contrast does not influence the percentages discussed before. Only the absolute values of the
gravity signal will be affected, but the relative signal from the different segments remains unchanged.
This statement is validated in GST3. A linear relation was observed between segment’s density contrast
and 𝑔ፑ signal. When computing the radial gravity signal at GOCE altitude (225 km) assuming a noise
level of 1 mGal, a density contrast of 5 kg/mኽ would be detectable down to 600 km depth. For segments
between 0-100 and 100-200 km depth, the detectable density contrast is approximately 1 kg/mኽ.

The second test (GST1) shows a shift of the 𝑔ፑ anomaly away from the trench for increasing slab depth,
which is in line with the observations from the first test. The shift for the 𝐼ኻ anomaly is negligible. A
slab model providing a 𝑔ፑ accuracy of 1 mGal requires the slab depth to be known with a precision of
3.5 km for 200 km depth, and 9 km for 600 km depth, assuming a slab-mantle density contrast of 50
kg/mኽ.

Varying the slab thickness (GST2) caused both the 𝑔ፑ and 𝐼ኻ signal to move away from the trench.
When changing the slab thickness from 20 to 60 km, the signal moves 60 km away from the trench for
both 𝑔ፑ and 𝐼ኻ. Moreover, increasing the slab thickness results in a wider and larger amplitude 𝑔ፑ and
𝐼ኻ signal, with the largest effect in the northern Sumatra and Andaman Sea regions. This is related to
the shallower dip-angle for those regions, compared to the Burma or Java region. The thickness needs
to be modelled with an accuracy of 0.7, 1.2 and 2 km for slab thicknesses of 20, 60 and 100 km to
obtain a gravity error of 1 mGal. Changing the slab thickness (GST2) has a more profound effect on
the magnitude of the gravity signal than changing the slab depth (GST1). On average, a 1 km increase
in slab thickness causes the 𝑔ፑ signal to increase by 0.91 mGal, whereas a 1 km increase in slab depth
will only produce a 0.19 mGal increase. For 𝐼ኻ, the slab thickness also has larger effect than the slab
depth.

Changing the slab constant density does not affect the location of the signal’s maximum amplitude
(GST3). Three interesting observation were made for a slab with constant density. Firstly, the 𝑔ፑ
peak can be used to locate the intersection between the top-slab and the lithosphere. This is true
anywhere in the Sumatra subduction zone, except in the Burmese region. This characteristic might
be useful for identifying the location of the mantle wedge or estimating the continental lithospheric
thickness. Secondly, the 𝐼ኻ peak can be used to located where the slab base is at 200 km depth. This
characteristic was consistent for the whole Sumatra subduction zone. Thirdly, the difference in position
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between the peaks of 𝑔ፑ and 𝐼ኻ can be used to estimate the dip-angle, where large differences in peak
positions were found for shallow dip-angles, and steep dip-angles were observed together with small
differences in peak position. Adding a density distribution to the slab (GST4), showed that steeper
linear gradients in the density distribution only caused the amplitude of the signal to increase. This
implied that the gravity-depth effect cannot be cancelled using linear gradients.

Accounting for the oblique convergence in the Sumatra subduction zone, two slab thickness distribu-
tions were constructed based on subduction direction and rate. For the first thickness distribution slab
ageing was neglected. This distribution adds a negative anomaly of approximately -19 mGal at north-
ern Sumatra, and a more long-wavelength positive anomaly of 10 mGal south of Java. Incorporating
lithospheric ageing whenmodelling the slab thickness (GST6) impacted the gravity signal for the middle
and northern Sumatra region the most. Moreover, a large increment in slab thickness and therefore
gravity signal was observed under coastal region of Thailand, due to its large distance with respect to
the trench and therefore large ageing effect. Incorporating ageing resulted in an additional signal of 6
mGal in northern Sumatra compared to the non-ageing case (GST5).

What isostatic compensation method yields the most realistic compensation
density values and provides a realistic gravity signal?
A compensating lithosphere together with a compensation depth of 300 km is best suited to compensate
the subducting slab. The minimum isostatic density values in the subduction zone are in the range of
-150 kg/mኽ. Increasing the compensation depth beyond 300 km results in overcompensation of the
slab. When extending the compensation depth down to 600 km, the positive mass anomaly of the slab
result in a negative gravity anomaly. Overcompensation is a term that is introduced to describe the
situation where a mass anomaly results in a gravity anomaly of opposite sign. The sub-lithospheric
layer is not suitable for the compensation of shallow mass anomalies. However, the sub-lithospheric
layer is the most effective layer for compensating the slab, especially at a compensation depth of 600
km. Isostatic equilibrium for shallow masses is best achieved with a compensating crust, at the cost of
overcompensating the slab. Unrealistic isostatic densities were computed for the crust, in the range of
-400 to 600 kg/mኽ. Therefore, this compensation type should only be investigated for much shallower
compensation depths than 100 km.

Can a simple slab model incorporating the different slab parameters and fea-
tures explain the corresponding gravity anomalies in XGM2016?
A simple slab model including a subducting crust together with a slab tear was able to produce a first-
order fit with XGM2016. An average residual of 2.6 mGal was achieved after several iterations of the
crustal density and the maximum depth of the subducting slab. An eclogite crust of 2900 or 3560
kg/mኽ resulted in very large residuals. The lowest residual of 2.6 mGal was obtained for model with a
subducting crust of 3100 kg/mኽ extending down to 80 km, and a slab tear located approximately at the
volcanic centre of Toba (Hall and Spakman, 2015). However, those results cannot be used to provide
evidence for either slab tear or window, as no additional constraints were used. Additional Earth models
should be incorporated for a more detailed assessment of the presence of a slab tear in the Sumatra
subduction zone.



8
Recommendations

With respect to presented thesis work, some recommendations are given for the continuation of this
thesis’ research, and hopefully, future new work. The recommendations are divided into two categories:
improvements for slab modelling, and recommendations for future gravity sensitivity studies.

8.1. Improvements on slab modelling
In GST0 and GST1 it was concluded that the gravity signal originating from shallow parts of the slab
is much stronger than for the deeper slab. Therefore, it is hard to distinguish the signal for deep
slab segments when modelling the full slab. Those deeper slab segments are of special interesting
for gravity modelling, as seismic and tomographic data is of low-resolution, scarce or unavailable at
deeper depths. Beneath southern Sumatra earthquake epicentres are traced down to depths of 500
km. For northern Sumatra and more north-west regions (Andaman, Burma) very scarce seismic data
is available deeper than 300 km. Therefore, it is recommended to investigate the deeper parts of
the slab separately from the shallow parts. First, a separate spectral analysis should be done for
the shallow and deeper slab segments. Secondly, the shallow and deep slab-related signal should
be independently extracted from gravity observations. Thirdly, efforts should be made to find a slab
geometry corresponding with gravity observations, while keeping the slab model constrained with other
datasets. An outcome of such as analysis could be that there is no slab in regions with scarce or no
seismicity, which would also be a significant scientific contribution to the discussion if there is a slab in
the Andaman Sea.

In GST3 and GST4, the gravity sensitivity with respect to different slab density distribution was tested.
However, those distributions are over-simplifications of the complex density structures that are present
the subducting slab. More sophisticated density models need to be constructed. Usage could be made
of the density-pressure and temperature-pressure gradients. Different density distributions have been
identified that might be useful as a starting point: PEM-O, AK135-F, PREM500, and STW105. Those
are all density distributions for oceanic lithosphere.

It is recommended adding additional subduction zone characteristics in the slab modelling. Subduction
zones have several distinguished surface features, a deep oceanic trench, an accretionary wedge, a
fore-arc basin and a volcanic arc on the overriding continental plate. In thesis, the trench, fore-arc
basin and volcanic arc were modelled using external models (ETOPO1). The accretionary wedge is an
important feature of the Sumatra subduction zone (Franke et al., 2008; McNeill and Henstock, 2014;
Bassett and Watts, 2015b; Yadav, 2017), however, it has not been included yet in the slab model.
Moreover, Hall and Spakman (2015) modelled a slab window under east Java, and different studies
anticipate a slab window or slab tear under Burma (Fauzi et al., 1996; Huang and Zhao, 2006; Li et al.,
2008; Burke, 2006; Pesicek et al., 2010). It is recommended to extend the slab modelling algorithm
to include an accretionary wedge and slab window, and to perform corresponding gravity sensitivity
studies. Doing so will result in a more realistic slab model for the Sumatra subduction zone.

As was stated in the introduction, forces within subduction zones create a dynamic gravity signal that
cannot be translated into density contrasts. In subduction zones, a significant part of the gravity ob-
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servations comes from the dynamic signal (Bassett and Watts, 2015a). Before comparing the gravity
signal of Earth models with gravity observations the dynamic signal should be removed. Therefore, it
is recommended to investigate how this dynamic signal can be estimated for the Sumatra subduction
zone.

8.2. Recommendations for future gravity sensitivity studies
The gravity sensitivity tests were all done using slab models that were based on the same combined
top-slab model (Broerse et al., 2014). This combinedmodel has low quality for some regions, especially
in the Andaman Sea. It would be useful to test the sensitivities for different top-slab parameters as well.
Top-slab parameters that could be investigated are: strike-angle, dip-angle and depth. When trying to
minimize the model residuals with observations, the top-slab should also be a degree-of-freedom in the
slab modelling algorithm. This could potentially increase the quality of top-slab model in regions with
large uncertainties. When doing so, it is important to stay within the uncertainty of the top-slab depth
estimation (Hayes et al., 2012b).

It is recommended to create an overview of all the uncertainties in the input models and quantify the
corresponding uncertainty in the gravity signal (𝑔ፑ, 𝐼ኻ). This should be done for the depth and density
data of topography, bathymetry, sediments, crust, lithosphere, top-slab, asthenosphere, and mantle.
When trying to fit the model’s signal to gravity observations, those uncertainties could be used as
ranges to find better parameters for either layer depths or densities. However, one should not use an
excessive amount of degrees-of-freedom in Earth modelling. It is recommended to vary parameters
for input models that have the highest uncertainty, and accurate input models fixed. Crust, LAB and
sediment models are known to have large uncertainties (Mooney and Kaban, 2010; Root et al., 2017).



A
Understanding gravity, gravity gradients,

and invariants
Understanding the interplay between the three gravity components, the six gravity gradient compo-
nents, and the two invariant components is difficult. To increase understanding, N-S cross-sections
are made through the gravity observations dataset (XGM2016) at the dashed red line in Figure A.1.
The observations are forward modelled between SHC d/o 3 and 90. The cross-sectional gravity results
are given in Figure A.2, where the red and green line show the locations of the South and North coast
of Java, respectively.

A few quick observations:

1. Moving along the x-axis means moving in positive Y-direction, therefore, the steep down-going
gradient at 𝑔ፗ coincides with the peak in 𝑇ፗፘ.

2. The signal of 𝑔ፙ, 𝑇ፙፙ, and 𝐼ኺ are very similar

3. The peak of 𝑔ፙ coincides with 𝑇ፙፙ, which makes sense. The peak in 𝑔ፙ is probably caused by
a positive mass anomaly, above a large positive mass anomaly 𝑔ፙ will increase more rapidly
moving towards the mass anomaly than for a small mass anomaly, moving towards the mass
anomaly is along the Z-axis, and therefore the 𝑇ፙፙ is also larger

Figure A.1: ፓፑፑ for XGM2016 showing cross-section using red dashed line, SHC=3-90
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Figure A.2: Cross-sectional results for XGM2016, red and green line correspond to South and North coast of Java, SHC=3-90



B
Density for oceanic lithosphere

Different models for the 1D density distribution for the oceanic lithosphere can be used:

• Oceanic Parametric EarthModel (PEM-O): 1D density distribution for the oceanic upper mantle,
below 420 km this model is identical to the continental model (PEM-C) (Dziewonski et al., 1975)

• AK135-F: a variant of the ak135 velocity model (Kennett et al., 1995), which is obtained by aug-
menting it with the density and Q (quality factor) model of Montagner and Kennett (1996). Upper
mantle properties should be treated with caution, because the negative density gradient around
220 km might be an model artefact, see Figure B.1, where the AK135-Q deviates from baseline
models IASP-Q and SP6-Q between 220 and 440 km

• Modified Preliminary Reference Earth Model (PREM500): average Earth model that incor-
porates anelastic dispersion and anisotropy and therefore it is frequency-dependent and trans-
versely isotropic for the upper mantle, based on PREM (Dziewonski and Anderson, 1981; Panning
and Romanowicz, 2006)

• Reference Earth Model (STW105/REF): transversely isotropic reference Earth model based on
PEM (Dziewonski et al., 1975; Kustowski et al., 2008)

The different density models were interpolated to fit the user-defined slab segmentation, which resulted
in the 1D density distributions given in Figure B.2.

There are two important phase changes in the lithosphere, which result in a significant density increase.
The olivine-spinel phase change is an exothermic phase change, which increases the density between
∼6-10% (∼300 kg/mኽ) at 410 km depth. The spinel-postspinel phase change is endothermic, and
increases the density by ∼8-10% (∼220 kg/mኽ) at a depth of 660 km. For subduction zones the spinel-
olivine phase change occurs at a shallower depth of 325 km , and the spinel-postspinel phase change
occurs a deeper depth of 700 km (Stern, 2002; Fowler, 2005). Thirdly, the subduction also causes
the crust to change from basalt to eclogite due to shear heating. Shear heating is caused by shear
deformations between continental and oceanic plates and the corresponding frictional heating (Lowrie,
2007). This basalt-eclogite phase change results in a much heavier subducting crust between 30 and
90 km, with an increased crustal density of 400 kg/mኽ (Fowler, 2005). Those differences in depth for
the olivine-spinel and spinel-postspinel phase changes in subduction zones could be used to construct
a realistic density distribution for the subduction zone, based on a nominal oceanic lithosphere. Com-
bining this knowledge with the given density distributions, might be innovative way of modelling the
slab density distribution.
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Figure4. Density models after inversion for Q, and p only. (a) Starting models for velocities and density. (b)  Perturbations in density. 
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Figure B.1: 1D density model perturbations with respect to PREM (Montagner and Kennett, 1996, Fig. 4)

Figure B.2: Different 1D Earth density distributions interpolated for slab modelling: PEM-O (Dziewonski et al., 1975), AK135-F
(Montagner and Kennett, 1996), PREM500 (Panning and Romanowicz, 2006), STW105 (Kustowski et al., 2008)
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5.  Future work
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3. Approach

• We have constructed a forward model for the Sumatra subduction zone, combining model 
sand data: SLAB1.0, CRUST1.0, oceanic sediments, tomographic interpretation and 
satellite gravity gradients. 

• The second invariant of the gravity gradient is a suitable representation of the satellite 
gravity gradients to use in the inversion of density structures of a subduction zone, 
because it does not depend on the geographic placement. Gravity gradients at satellite 
level still reveal signal related to the subduction zone.  

• Both a variable along-dip and along-strike thickness of the slab will be implemented, 
related to the age of the oceanic slab. The density of the slab will be a function of the 
pressure and temperature in the slab. 

• Lithospheric masses will be calculated in the accretion wedge and mantle wedge. These 
regions are needed to improve on the unrealistic densities in the upper mantle found in the 
Root et al. (2017) results.

Satellite-derived gravity and gravity gradient models can provide new insights in addition to seismic and 
tomographic models, with regard to geometry and density distributions of subducting plates. These satellite-
derived gravity gradient models have been used in modelling of several different subduction zones, but not yet 
for the Sumatra subduction zone. There, the gravity models can shed light on the shape of the plate, and 
whether a slab tear is present or not under northern Sumatra. Gravity gradient tensor invariants contain 
information from all gravity gradient components, but are non-directional, which makes them useful for 
modelling curved subduction zones. 

We use combined terrestrial-satellite-derived gravity and gravity gradients (XGM2016) to model the density and 
thickness of the Sumatra slab in 3D. A spectral forward modelling method is used to identify signals related to 
the slab. Spectral analysis will determine the optimal spherical harmonic bandwidth that contains most of the 

slab signal. The synthetic slab is created using a top-slab surface model combining information from seismic 
information and tomography models. The slab is modelled as a slab with along-dip and along-strike varying 
thickness and density. Furthermore, we include a slab conduction model to determine the 3D density structure 
of the slab and an isostatic compensation model for the density in the mantle. Different external models are 
incorporated: high-resolution topography, high-resolution sediment models, a crustal model, top-slab surface 
geometry, and oceanic lithosphere age for first-order slab thickness estimates. An iterative algorithm is used to 
find the slab geometry and density distribution that fits the observations. A sensitivity analysis is performed to 
quantify the error in the used models (e.g. Moho depths) and their implications on the final slab model. After an 
extended Bouguer correction, we observe a different signal for the second tensor invariants in northern 
Sumatra. 

1.  Introduction

2. Gravity data

The Sumatra subduction zone is well-known for its mega-earthquake in 2004. To better study the 
behaviour of the slab, we use satellite gravity and gravity gradients data to improve the density and 
geometrical structure of the slab.

4. Sensitivity results

=

Several sensitivity studies have been performed. The radial density distribution will approach the 
surrounding mantle density at a certain depth, removing the gravity signal from the deep slab. This 
affects mainly the gravity observed at the volcanic arc.

To realistically model the gravity signal, sedimentary, 
crustal, and isostatic lithosphere masses should be 
included in the model. The oceanic sedimentary rocks 
are obtained from Whittaker et al.  (2013) and the 
crustal masses and remaining continental sedimentary 
rocks are obtained from CRUST1.0. Szwillus et al. 
(2018) shows that limited data is available in the 
Indonesian archipelago. However, large wavelength 
structures are assumed to represent a realistic model 
for the crust. The top of the slab will be fixed to the 
basement, neglecting any sediments on the slab.

The second invariant of the gravity gradients can be used for subduction zones that do not have a 
clear north-south or east-west direction. In this case, all the information of the gravity gradient 
tensor is used. Here, we present the observed (EIGEN-6C) second invariant and the forward 
modelled from a simple slab with constant density and thickness. The gravity signal shows that the 
model produces a large signal south of Sumatra, which is not present in the observed field.

X2.312

The approach in Root et al. (2017) to invert the density in 
the lithosphere from gravity data, results in unrealistic 
density structures close to the trench. So, inserting a 
geometrical slab can help in estimating a more realistic 
density structure. The top of the slab is obtain by a model 
from Broerse (pers. comm.), who combined SLAB1.0 with 
tomographic observations to determine the geometry.

At sea-level At 225 km height

Broerse (2016, pers. comm.)

Lateral varying lithospheric upper-mantle densities for a model without a slab from 
Root et al. (2017) approach, which is better suited for passive continental areas.

The direction of thickness of the slab can be 
determined using the depth, dip angle and strike 
angle. The thickness is computed by the age of the 
oceanic plate and the theoretical model of Jacob et 
al. (2014).

Figure C.1: Poster presentation at EGU General Assembly 2018 (Van Rossum et al., 2018)
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