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ABSTRACT

Floating Offshore Wind Energy represents an enormous potential for the future of wind
energy and will play a pivotal role in the global energy transition. However, important
technical challenges still need to be overcome by the industry regarding the standard-
ization of processes like transportation, floating substructure concept, and supply chain
optimization. To successfully achieve these milestones, FOWTs must be accurately mod-
elled to minimize uncertainties to ultimately attract investors and capital in the industry.
This thesis has the objective of developing and validating a high-fidelity model for the
hydrodynamics of FOWTs with the ultimate goal of creating reliable results to be used as
a benchmark for faster mid-fidelity software mostly used in the offshore industry.

The model expanded throughout this thesis is developed in OpenFOAM C++ frame-
work. The whole numerical model is built upon three main pillars: Waves2Foam used
for the generation of relaxation zones in the numerical wave tank for wave-current gen-
eration and absorption; MoorDyn/Moody numerical tools employed for the mooring
lines spatial discretization for the station keeping of the floating platform; InterFoam
applied as the main OpenFOAM solver for the multi-phase solution which, in combina-
tion with a mesh morphing technique and a rigid body solver, is capable of deforming
the mesh to accommodate the 6DOF motions of the platform.

A sequential approach has been undertaken. The first step involves the simulation
of second-order Stokes wave propagation in an infinite 2D wave tank, followed by a
sensitivity study with an associated uncertainty quantification. The next step involves
conducting 3D simulations of a floating box, comparing motion and forces under dif-
ferent mooring models: dynamic FEM, dynamic lumped mass, and quasi-static cate-
nary. In the last step, the results and lessons learned from the previous studies are
combined for coupled hydrodynamic/aerodynamic simulations of the OC4 DeepCwind
semi-submersible floater with the 5MW NREL offshore wind turbine. Forces, displace-
ments, and tensions are extrapolated and compared with experimental and numerical
results, validating the model’s accuracy.

Simulated across diverse wind and wave conditions, the OpenFOAM model demon-
strated remarkable robustness and excellent ability to achieve convergence even under
challenging environmental conditions, while maintaining a high level of result accuracy.
The framework effectively reproduced the hydrodynamic behavior of a Floating Offshore
Wind Turbine (FOWT), establishing itself as a dependable and reliable tool for conduct-
ing future high-fidelity FOWT simulations.
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1
INTRODUCTION

1.1. GENERAL CONTEXT
With energy markets remaining extremely vulnerable, 2022 energy shock is a reminder of
the fragility and unsustainability of our current energy system. Prices for spot purchases
of natural gas have reached levels never seen before, exceeding the equivalent of 250
USD for a barrel of oil. Coal prices have also hit record levels, while oil rose well above
100 USD per barrel. High gas and coal prices account for 90% of the upward pressure on
electricity costs around the world.

Nonetheless, the modern 2022 energy crisis can represent a boost for clean technol-
ogy investments and for the energy transition, as happened in the 1970s with the oil
crisis. Indeed, in the most affected regions, higher shares of renewables were correlated
with lower electricity prices, but these were far from being enough. As stated in the IEA
World Energy Outlook 2022 [49], annual clean energy investments will rise to more than
2 trillion USD by 2030, a rise of more than 50% from today’s numbers. China, United
States of America and European Union represent the most affected markets, and each of
them applying different strategies to tackle the energy transition.

The share of fossil fuels in the global energy mix has been stubbornly high, at around
80%, for decades. By 2030 in the STEPS scenario (Stated Policy Scenario, a more con-
servative benchmark for the future that does not take for granted that governments will
reach all announced goals [46]), this share falls below 75%, and to just above 60% by
2050. This would be associated with a rise of around 2.5 °C in global average tempera-
tures by 2100. This result seems far from the Paris Agreement, stipulated back in 2015, in
which 196 countries agreed on limiting global warming below 1.5°C Celsius, compared
to pre-industrial levels [86]. However, STEPS projection is still 1°C lower than the 2015
projection, thanks to technological gains and policy momentum toward renewables.

Electricity accounts for about 20% of the world’s total final consumption of energy, but its
share of energy services is higher due to its efficiency. The electricity sector accounted
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for 59% of all the coal used globally in 2021, together with 34% of natural gas, 4% of
oil, and nearly 52% of all renewables [67]. As it is clearly visible from these numbers,
renewables will play an important role in the increasing electricity demand worldwide,
and solar and wind energy will definitely be the two key players in this.

1.2. OFFSHORE WIND
The wind industry has seen 94 GW of new additions globally in 2021, making it the sec-
ond most productive year, only 1.8% behind 2020. This new additions bring the cumu-
lative wind capacity at 837 GW, with a 12% of year-to-year growth. Looking closely, 72.5
GW were onshore installations, while the offshore wind market enjoyed its best ever year,
with 21.1 GW commissioned, bringing the total cumulative capacity to 57 GW [17]. Re-
garding offshore wind market, it’s YoY (year-to-year) growth reaches 58% representing
7% of total global cumulative wind installations [18].

The steeper growth of offshore wind at the expense of onshore wind is mainly driven
by the better environmental conditions found offshore compared to onshore. Stronger
winds, with higher mean wind speed throughout the year, and more importantly, more
consistent winds, which means that the turbines will be working most of the time. This
reflects on a higher AEY (Annual Energy Yield) and on a higher capacity factor. Accord-
ing to Wind Europe [30], in 2021 Europe installed 17.4 GW of wind capacity, and 116 GW
are expected to be installed between 2022 and 2026. Of these 116 GW, 27.9 GW will be
located offshore, meaning that the installation rate will double from 3 GW to 5.6 GW per
year.

However, all the figures mentioned above regarding offshore installations refer to fixed
offshore wind turbines. Mainly monopiles, jackets, gravity-based foundations, and tripods
(according to Wind Europe report of 2019 [29], 4258 monopiles, 468 jackets, 301 gravity
based, and 126 tripods). Bottom-fixed turbines need relatively shallow sea water, up
to 60 meters of depth, which is a critical limit for the expansion of the offshore mar-
ket. Therefore, turbines need to be installed close to shore, limiting the exploitable areas
available with good wind resources and having, even if limited, a visual impact on the
horizon. As a consequence, to benefit from the large wind resource of the oceans with
larger water depths, the only solution is to move from fixed foundations to floating struc-
tures.

1.3. FLOATING OFFSHORE WIND
Offshore wind’s technical potential is 36 000 TWh per year for installations in water less
than 60 meters deep and within 60 km from shore. Global electricity demand is cur-
rently 23 000 TWh. However, this is only true in countries where the sea doesn’t become
steep close to the shore. Moving further away from shore and into deeper waters, float-
ing turbines could unlock enough potential to meet the world’s total electricity demand
11 times over in 2040 [48].

The idea behind floating wind concept is fairly simple: a wind turbine tower is po-
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sitioned on top of a floating structure, which is anchored to the seabed through moor-
ing lines. The industry is adapting various floating foundation technologies (roughly
100 different designs are being explored), and some of them have already been proven
in the oil and gas sector [76]. Floating Offshore Wind (FOW) holds the key to an inex-
haustible resource potential in Europe, up to 80% of the total wind resource is located
in waters of 60 meters or deeper [28]. Currently, there are 50+ projects (demonstrations,
pre-commercial and commercial) worldwide [27]. The most important in Europe are
listed below in Figure 1.1

Figure 1.1: pre-commercial & commercial FOW projects in Europe.

1.3.1. FOWT FLOATER CONCEPTS
Out of the ∼ 100 floaters being developed and studied, four designs for floating offshore
wind dominate the market: barge, semi-submersible, spar buoy, and tension leg plat-
form (TLP). The first three are loosely moored to the seabed, allowing for easier installa-
tion, while the TLP is more firmly connected to the seabed. This allows for a more stable
structure [28].

• SEMI-SUBMERSIBLE
Is the most applied concept in the pre-commercial projects listed in Figure 1.1.
The stability is given by the buoyancy of the large structure made of 3/4 cylinders.
Heave plates are usually placed at the bottom of the cylinders, to give some extra
stability, in order to decrease the center of gravity and to decrease vertical motions.
The semi-submersible floater experiences mainly large wave-induced motions,
hence the tower top is moving significantly due to the large rotational motions
of the base. The main advantage of this concept is that the floater is water-depth
independent. Hence, since the draft of the structure is not more than a couple of
meters, the semi-submersible can be assembled in a dry-dock and then towed to
the specified site. However, the mooring lines tend to be catenary lines. Since they
have to support high horizontal loads, they are extremely long and have a high
environmental impact. Consequently, catenary mooring lines may drive up costs
and complicate the installation process.
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Figure 1.2: floater concepts for FOWT: barge, semi-submersible, spar buoy, tension leg platform, taken from
[26]

• SPAR-BUOY
This concept is made of a long floating cylinder buoy, which gives floating stability
by having the center of buoyancy higher than the center of gravity. This is achieved
by having more mass at the bottom of the cylinder (active ballast weight). This type
of structure is extremely sensitive to rotational motions, but on the other hand very
stiff to translations. Compared to semi-sub, spar buoy is water depth dependent,
which requires at least 100 m of depth below. The assembly can be performed both
on-site or on a dry deck.

• TENSION LEG PLATFORM (TLP)
The main difference compared to semi-submersible and spar buoy is that this
structure is not self-stable. Stability is therefore provided by the tensioned moor-
ing lines (synthetic material), vertically anchored to the seabed. However, the ad-
vantage of the TLP concept is that it is extremely stiff to all types of motions, and
it only experiences small wave induce motions. Assembly can only be done off-
shore since it is not self-stable. This complicates the operations and drives up the
costs. Hence, the mooring lines are typically shorter than for spar and semi-sub,
however, they must carry a higher vertical load, so the material needs to be more
resistant.

• BARGE
Barge concept, as well as semi-submersible, has a very shallow draft compared to
spar buoy. The stability of such structures is ensured by their large waterplane area
that provides buoyancy. The concept has been applied by the project in France
named EolMed in 2021 Figure 1.1. The floater, designed by Ideol, presents a very
large damping pool structure, made of steel and concrete.

1.4. RESEARCH MOTIVATION
One of the common challenges in designing a floating offshore wind turbine (FOWT) is
the ability to accurately predict critical loads due to various turbulent wind and stochastic-
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wave conditions because of the complex multi-physical phenomena in realistic oper-
ating conditions. Compared with conventional onshore wind turbine or fixed-bottom
wind turbine, a FOWT suffers much more complicated environmental loads: the aero-
dynamic forces on turbine rotor, the hydrodynamic loads on floating support platform
and the mooring forces. Furthermore, the aerodynamic forces on turbine rotor are trans-
mitted to the floating support platform via the tower, affecting the hydrodynamic re-
sponses of the platform. The mooring lines provide restoring forces to the platform by
giving some additional stiffness; on the other side of the coin, the motion of the platform
influence the aerodynamic performance of the turbine blades by changing the relative
flow velocity and force experienced by turbine blades. Complex interaction between
the components makes coupling prediction of FOWT a challenging task. Thus, careful
validation of numerical analysis methods are needed to build confidence in the design
process. Several intermediate-scale FOWT models have been deployed. However, all
these prototypes are very expensive and complex to perform under controlled condi-
tions. Therefore, wave basin tests for a scaled-down FOWT model are more desirable
to reduce risks and costs, which allows the dynamic characteristics of a floating system
to be accurately evaluated. Initially conducted by research groups, scaled-down tests
range in a variety of design concepts, such as the WindFloat concept by Principle Power,
Tri-Floater concept by GustoMSC, TLP concept by CEHINAV-UPM, HYWIND concept
by Hydro Oil & Energy, SPAR-type FOWT concept by Yokohama National University, and
three DeepCWind concepts by the University of Maine.

Although most of the previous experimental works showed interesting and practi-
cal results, these model tests have underlying limitations because they must simultane-
ously satisfy Froude and Reynolds’ numbers scaling laws. When the Froude scaling law
is applied, the Reynolds number scaling law is not guaranteed because physically im-
possible to achieve, and vice versa. Experimental tests of a scaled model normally cost
much more than numerical analysis, and in numerical analysis, the influence of a scaled
model does not need to be considered due to unlimited scale-up possibility. There-
fore, improving the development and application of a high-fidelity numerical analysis
method, which can fully consider the complex multi-physical phenomena due to aero-
hydro dynamics and multiphase fluid-structure interaction of a designed FOWT model
under realistic operations, is still an important matter. Moreover, benefitting from the
rapid development of high-performance computing (HPC) technique, the CFD method
has shown great potential for accurate numerical simulations of FOWT.

1.5. RESEARCH OBJECTIVE
The aim of this research thesis is to validate the hydrodynamics of an OpenFOAM model
for Floating Offshore Wind Turbines (FOWT). The main research topic is the following:

’Validation against numerical and experimental results of a fully nonlinear Navier-
Stokes/Volume-of-Fluid numerical wave tank, for the simulation of fluid-structure
interaction and hydrodynamics effects of a semi-submersible floating offshore wind
turbine’
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The main question is analyzed by splitting the topic in three smaller sub-questions:

1. Is it possible to reduce the computational time while keeping the accuracy of the
simulations of a 2D Numerical Wave Tank (NWT) by performing convergence stud-
ies of some key numerical parameters?

2. Can a lumped-mass and FEM dynamic numerical model for mooring lines be dy-
namically coupled with the two-phase OpenFOAM solver for hydrodynamic sim-
ulations? How does it compare with less accurate quasi-static mooring models in
terms of accuracy of results and computational time and resources?

3. How does the dynamically coupled OpenFOAM model behave when simulating
full wind/wave simulations of FOWT? How do the CFD results obtained with Open-
FOAM compare with experimental, high-fidelity, and mid-fidelity potential-flow
solvers results?

1.6. THESIS OUTLINE
chapter 2 presents an exhaustive summary of both the analytical and numerical the-
ory of the physical phenomena involved in FOWT simulations. First, an overview of
the physics behind rigid body dynamics and non-linear regular ocean waves is stud-
ied. Then a recap of OpenFOAM numerical theory is covered focussing on these topics:
Navier-Stokes equation derivation and meaning, Finite Volume Method for spatial dis-
cretization, PIMPLE iteration for solving the pressure-velocity checkerboard problem,
mesh-motions numerical equations to accomodate the body motions. Next, in chapter 3
several convergence studies are performed to analyze and ultimately eliminate the influ-
ence of key numerical parameters on the simulation convergence accuracy. Following,
in chapter 4 an extensive comparison between quasi-static and dynamic mooring line
modeling technique and their respective dynamic coupling with the OpenFOAM solver
is provided. Furthermore comparing the results obtained with experimental and addi-
tional CFD results to validate the coupling. chapter 5 provides the results of the dynamic
wind and waves simulations of a full FOWT system: firstly focussing on the validation by
free-decay tests in still water and no wind conditions, and subsequently simulating the
FOWT in wave flume with a constant thrust load at hub height representing rotor aero-
dynamics. To conclude, chapter 6 provides the reader with the key findings and some
suggestions for future research.



2
BACKGROUND THEORY &

METHODOLOGY

The aim of this chapter is to give an overview of the analytical theory behind the simu-
lations regarding wind and waves. In section 2.1 the physical theory behind the prob-
lem of Fluid-Structure Interaction (FSI) is explained, with a focus on static and dynamic
stability and waves theory. In section 2.2 the numerical method applied in this work
is described, focussing on the CFD OpenFOAM software, the wave generation toolbox
waves2Foam, and the dynamic mesh setup.

2.1. ANALYTICAL THEORY

2.1.1. FLOATING STATIC STABILITY
The floating stability of a static body is given by Archimedes’ law: "A body immersed in
a fluid is subject to an upward vertical force equal to the weight of the liquid displaced
by the body". The mathematical form of this sentence is the following:

∆= ρg∇⇒ wei g ht = buoy anc y (2.1)

where∆ is the weight of the body, ρ is the density of the fluid, g is the gravity acceleration
and ∇ is the volume of the displaced fluid by the portion of the body submerged. Until
Equation 2.1 is satisfied the object is floating.

As described in Equation 2.1, buoyancy is the vertical up-thrust that the structure ex-
periences due to the displacement of the fluid. This force acts in the center of buoyancy
COB B, which is the center of mass of the displaced fluid. The center of gravity COG
G, instead, is the point where the whole weight of the structure may be assumed to act.
In ship hydromechanics is also good practice to define the rotations of the structure as
heel, rotation along the longitudinal axis, and trim, rotation around the body’s transverse
horizontal axis. In addition, the center of floatation COF F is defined as the geometric
centroid of the area of the waterplane, and the center of pressure of environmental forces

7
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CP(env) is the point where aerodynamic, hydrodynamic and current forces act and are
in equilibrium.

However, floating doesn’t necessarily imply that the object is in a stable position.
Indeed, when the structure is brought out of balance by an external force or moment, it
will translate and/or rotate about its center of gravity. To understand if it is still in a stable
equilibrium, horizontal, vertical, and rotational equilibrium needs to be addressed. In

Figure 2.1: static equilibrium of a FOWT tilted in pitch direction due to external forces

order to develop a deeper understanding of the static stability of floating wind turbine
systems. In a static environment, the external horizontal force/heeling moment MH is
balanced by the mooring lines of the floater. The heeling moment, or inclining moment,
defined in the x-z plane, can be estimated as Fenv multiplied by the vertical distance
between CP(env) and the point where Fenv is counteracted by the mooring line force
(MLA)

MH = Fenv ·
(
zC P (env) − zML A

)
cos(ϕ). (2.2)

The vertical equilibrium is easily satisfied by Archimedes’ law since the body is in an
equilibrium state. The rotational equilibrium is the most critical one to achieve. As
visible in Figure 2.1 the shift of the center of buoyancy B’ due to the external heeling mo-
ment can cause both a counter-clockwise rotation or a clock-wise rotation or righting
moment MR , depending on the draft of the structure. The first one brings the floater
back to its original equilibrium position, hence is defined as a restoring moment. The
righting moment moves the structure away from its original stable position, bringing
the floater to a more unstable position, and enhancing the effect of the external mo-
ment. Whether the structure is going to experience a righting or restoring moment can
be determined analytically by introducing the metacentric point M, visible in Figure 2.1.
This fictitious point is defined by the intersection of the line defined by the two points
B (center of buoyancy) and G (center of gravity) and the vertical line defined by the new
buoyancy center B’.

The main difference between a ship’s stability and a FOWT stability is that for a ship
G is always lower than B, while for FOWT, G can be higher than B. Hence, it is common
practice in FOWT hydromechanics to consider three distinct contributions to object sta-
bility: restoring moment due to waterplane area, restoring moment due to the relative
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position of B and G, and restoring moment due to mooring system. The total restoring
moment in pitch direction is given by the sum of all the three contributions aforemen-
tioned [4].

MR = MR,W P +MR,BG +MR,moor

= ρg Ix
si n(ϕ)

cos(ϕ)
+FB zB si n(ϕ)−mg zG si n(ϕ)+C55,moorϕ

(2.3)

The term Ix is the second moment of area of the initial waterplane area and C55,moor

is the contribution to the total stiffness by the mooring stiffness in pitch-pitch direc-
tion. Equation 2.3 can be further simplified by applying the hypothesis of small angles
si n(ϕ) ≃ϕ and cos(ϕ) ≃ 1.

Figure 2.2: Stability triangle, comparing the main stability driver component for stability for TLP spar and
semi-sub floaters, taken from [4]

Figure 2.2 is a nice summary of the hydrostatic stability comparing the main driver
for static stability for the three main floater concepts, showing the percentage of each
contribution to stability is shown on the sides of the triangle. Note that the ballast stabi-
lization MR,BG can also have a negative percentage influence on the overall stability. This
is due to the fact that in some particular designs if the weight-to-buoyancy ratio is one,
and the center of gravity G is higher than the buoyancy center B, then the contribution
of the ballast is negative.

2.1.2. FLOATING DYNAMIC STABILITY
The main difference between floating and bottom-fixed wind turbines is the additional
six Degrees of Freedom (DoFs) that the structure has. When considering the dynamics of
a floating structure inside a wind and wave field, the equation of motion becomes much
more complicated. In this thesis, the floater is modeled as a rigid body, so a structure
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with 6 DOFs, 3 translations: Surge, linear motion of the structure in the longitudinal
direction (along x-axis); Sway, linear motion of the structure in the transversal direc-
tion (along y-axis); Heave, linear motion of the structure in the vertical direction (along
z-axis). And 3 rotations: Roll, angular motion of the structure around the longitudinal
direction (around x-axis); Pitch, angular motion of the structure around the transversal
direction (around y-axis); Yaw, angular motion of the structure around the vertical di-
rection (around z-axis). Starting from Newton’s second law of dynamics, one can write
the following equation for a floating structure, for eg. in heave direction:

mẍ3 =
∑

F3

= Fexci t ati on +Fr adi ati on +Fhydr ost ati c
(2.4)

Fhydr ost ati c is the static reaction force due to the mass of fluid displaced in the motion.
Fr adi ati on is the dynamic reaction force, physically speaking is the force that the struc-
ture feels due to its motion. Fexci t ati on is the force excitation due to incident waves.
Rewriting the radiation force and the static force like Fr adi ati on =−a3ẍ −b3ẋ,
Fs = −ρg Awl x and replacing them into Equation 2.4, the equation of motion can be
rewritten as follows:

(m +a3)ẍ +b3ẋ + c3x = Fexc,3 (2.5)

Further decomposing Fexc in the two components representing the undisturbed wave
force (Froude-Krylov force) Fw and the force of the disturbed waves by the presence of
the floating structure Fdi f f r acti on .By adding the mooring constraint, the equation of a
moored floating rigid body, derived from the simple linear mass-spring-damper equa-
tion, can be finally written in the known form

(M+A(ω))ẍ+B(ω)ẋ+ (C+K)x = Fexc(ω) (2.6)

where

• M is the 6x6 mass matrix of the floater;

• A is the 6x6 added mass matrix, caused by the dynamic pressure of water that is
displaced during the motion of the structure;

• B is the 6x6 damping matrix caused by the fluid, so it’s not mechanical damping

• C is the 6x6 restoring matrix due to hydrostatic stiffness;

• K is the 6x6 restoring matrix due to the presence of mooring lines attached to the
structure.

• Fexc is the external excitation force (waves, wind, current, turbulence)

• ω is the frequency of the external force in rad/s

Equation 2.6 is a second-order linear differential equation, which has a homogeneous
solution and a particular solution. The latter can be written as x = xacos(ωt+εx,F ) where
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xa can be computed directly from Equation 2.6: xa =
√

F 2
a

(−(M+A)ω2+(C+K))2+(ωB)2 , which

can be also written as

xa

Fa
= 1√

−(M + A)ω2 + (C +K ))2 + (Bω)2
(2.7)

where Fa represents the amplitude of the external force which caused the motion of the
structure. Most of the time this force is a harmonic excitation force proportional to the
incoming wave ζ = ζae iωt . Equation 2.7 represents the Response Amplitude Operator
(RAO), and it physically represents the relation between the amplitude of the motion and
the amplitude of the force that caused the motion. The RAO is an extremely important
value for the rigid body dynamic since its maximum value indicates that the structure
is experiencing resonance at that certain excitation frequency, while its minimum value
indicates that the floater is not responding to the motion, due to the low energy or due
to the high inertia of the structure. From Figure 2.3 one can visualize the three different
phases of rigid body motion. The first is when the amplitudes of the structure and the ex-
ternal force are equal, meaning that the rigid body equation is dominated by the restor-
ing forces given by K and C. The second is the resonance area, where the frequency of the
harmonic force is in phase with the one of the rigid body, leading to dangerously large
motions that need to be avoided at any cost. The third happens when the frequency of
the excitation force is relatively high compared to the one of the body, leading to a phase
lagging in the motions due to its inertia given by the mass terms M and A. RAOs are ex-

Figure 2.3: Response Amplitude Operator in function of the excitation frequency ω, taken from [55]

tremely important for the dynamic analysis of floating structures by implicitly telling the
workability conditions of floating structures. Moreover, RAOs can be both motion RAOs
and load RAOs, which can then give significant statistical results on the Most Probable
Maximum (MPM) load that a floating structure will experience during its entire lifetime.
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2.1.3. REGULAR WAVE THEORY

In this thesis, non-linear regular wind-generated ocean waves are considered and simu-
lated in the numerical model. However, wind-generated gravity waves are only one type
of wave. Proper classification of waves can be performed in terms of their period or fre-
quency. From the wave energy content spectrum, Figure 2.4, one can also notice that the
majority of the energy of ocean waves is concentrated in the range of frequency of grav-
ity waves, which is roughly between 1 and 25 seconds. Regular wind-generated Ocean

Figure 2.4: Frequencies and periods of the vertical motions of the ocean surface, taken from [40]

waves can be described both in a time and in a spatial domain. The main parameters
that need to be known in order to describe a wave theory are the wave time period T [s],
wavelength λ [m], wave height H [m], water depth h [m], wave frequencyω [rad/s], wave
number k [rad/m], wave amplitude ξa [56].

LINEAR WAVE THEORY

The Linear Wave Theory (Airy theory) is the easiest way to describe regular waves, namely
ocean waves with a small amplitude compared to the wavelength [40]. In the first-order
Airy theory, water is considered to be incompressible, inviscid, and irrotational. For
the latter property, a velocity potential (φ) exists, which satisfies the Laplacian equation
(∇2φ= 0) [57]. It then follows the potential flow theory with three boundary conditions
to be described correctly. The kinematic bottom boundary condition, states that the
flow velocity through the sea floor must be equal to zero. The free surface dynamic
boundary condition states that the water pressure at the free surface is equal to the at-
mospheric pressure. The free surface kinematic boundary condition states that no flow
of water is allowed through the free surface. Combining the three BCs described above,
the following second-order differential equation is obtained

∂2φ

∂2t
+ g

∂φ

∂t
= 0 (2.8)
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and its simplest solution has the form of a progressive regular wave ξ(x, t ) = ξa cos(kx −ωt ).
The resulting regular wave potential function can be written as

φ(x, z, t ) = ξa
g

ω

cosh(k(h + z))

cosh(kh)
sin(kx −ωt ) (2.9)

Equation 2.9 is particularly important because if combined with the free surface BC,
the fundamental dispersion relation is obtained, which correlates the wave number k
(space derived parameter) with the wave frequency ω (time derived parameter).

ω2 = kg tanh(kh) (2.10)

At this point, a distinction between deep and shallow waters must be done, in or-
der to simplify the dispersion relation accordingly. Deep water waves are defined as
such if the ratio between water depth and wavelength is more than 0.5, therefore sea
bed effects are neglected. If this is the case, then the dispersion relation is simplified to
Equation 2.11.

ω2 = kg (2.11)

While, if the ratio is h
λ < 1

20 then the waves are considered in shallow waters, and conse-
quently the seabed effects are of importance, leading to a different form for the disper-
sion relation.

ω= k
√

g h (2.12)

The difference between deep and shallow water waves is also reflected in the orbital ve-

locity of the water particles: ux = ∂φ
∂x and uy = ∂φ

∂y . In deep waters, the water particles
move in circles in accordance with the harmonic wave. In shallow waters, the effect of
the seabed changes the circular motion of the particles into an elliptic motion, until it
reaches a solely horizontal motion at the sea bottom due to the large friction force.

The Airy theory is universally applicable, since in average water depths and at mod-
erate wave heights, it gives results that are more realistic than those of higher-order the-
ory, even for steeper waves. This is true also because the uncertainties coming from the
probabilistic-statistical process in evaluating measured data are more serious than those
arising from neglect of nonlinearities in wave theory [15]. However, according to [82]
and [60], the linear Airy theory derived previously proves to be valid only for small val-
ues of wave amplitude. As a matter of fact, when the amplitude of a wave increases, the
circular paths followed by water particles no longer remain closed. Instead, after each
crest passes, the particles experience displacement from their initial positions. This phe-
nomenon is referred to as Stokes drift. Also, the wave elevation from being a harmonic
surface profile becomes a trochoid, with a limiting case becoming a cycloid. Linear wave
theory serves as a first-order approximation in meeting the requirements of the free sur-
face conditions. It is possible to enhance this theory by introducing higher-order terms
consistently through the application of the Stokes expansion method.[31]. However, as
the order of the Stokes wave theories increases, the associated validity is limited to deep
waters applications only.
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STOKES WAVE THEORY

In the following simulation chapters (chapter 3, chapter 4, and chapter 5), second-order
Stokes waves are chosen to be suitable for the simulations performed. In this regard,
the Stokes wave theory is based on the expansion of the surface elevation in powers of
the linear wave height. First-order Stokes theory is equal to Airy theory. Second-order
Stokes wave theory instead differs from the linear theory for having steeper crests and
wider throughs, visible in Figure 2.5. The series expansion based on the velocity poten-
tial can be performed up to the fifth order. Alternatively, the stream function can also be
developed into a power series, refer to [21].

Figure 2.5: Comparison of second-order third-order, fourth-order, fifth-order Stokes waves and Airy wave
(linear wave theory), taken from [15].

The surface elevation profile for a regular second-order Stokes wave is defined by:

ξ= H

2
cos(kx −ωt )+ πH 2

8λ

cosh(kh)

sinh3(kh)
(2+cosh(2kh))cos2(kx −ωt ) (2.13)

Equation 2.13 in the case of deep water simplifies to:

ξ= H

2
cos(kx −ωt )+ πH 2

8λ
cos2(kx −ωt ) (2.14)

As stated before, the main difference between linear and second-order Stokes waves is
the crest and trough height. In this regard, for linear wave theory, the crest wave height
ratio is (

ξcr est

H

)
Ai r y

= 1

2
+ πH

4λ

∣∣∣
H
λ
→∞

≤ 0.52 (2.15a)(
ξcr est

H

)
2nd−Sokes

= 1

2

πH

aλ
≤ 0.635 (2.15b)
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VALIDITY RANGE OF WAVE THEORIES

According to DNV recommended practice C205 [23], to determine the validity range of a
specific wave theory for a given offshore site, the regular wave parameters such as wave
height and period as well as water depth are studied. Three non-dimensional parame-
ters are defined for this purpose: S = H

λ0
= wave steepness parameter, µ = h

λ0
= shallow

water parameter, and UR = hλ2

h3 =Ursell number. For regular steep waves, the fifth-order

Figure 2.6: Validity of different wave theories, taken from [9]

Stokes wave theory applies. Stokes wave theory is not applicable to very shallow water.
Hence, cnoidal wave theory or stream function wave theory should be used. If Ursell
number is around 30, both Stokes wave theory and cnoidal wave theory have inaccura-
cies and the stream function method is recommended [57].

2.2. NUMERICAL METHOD THEORY
Traditionally the design of offshore structures has been carried out by applying semiem-
pirical formulations, laboratory testing, and experiments. They both allow for charac-
terizing the operability, functionality, and reliability regimes. Wave-structure interaction
involves studying all the processes derived from the action of waves impacting offshore
structures. Once waves reach the structure, both elements need to be studied to ana-
lyze the mutual effects. Ideally, the models should be able to reproduce as many physics
aspects and as close to reality as feasible. Figure 2.7 shows the numerical methods ap-
plied until now, each of them has its own assumptions and simplifications making it
suitable for some applications and unsuitable for others. The potential flow models in-
clude, among others, the Boussinesq type, the Non-Linear Shallow Water (NLSW) and
the diffraction-radiation, all resolving simplified versions of the Navier–Stokes equations
averaged vertically under the Eulerian (continuous fluid) hypothesis. Also called 2DH
(two-dimensional horizontal plane) models due to their assumptions, they are ideal for
solving diffraction, refraction, and shoaling of waves. Moreover, due to their relatively
simple equations, they are particularly suitable for simulating large domains (up to kilo-
meters) and full-time domain simulations (irregular sea states of several hours) with very
low computational resources needed. However, potential flow models present limita-
tions coming from their initial hypotheses, considering linear velocity profiles, and con-
sequently without considering vertical components.
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Figure 2.7: Types of numerical models applied in wave-structure interaction

Models based on the Navier–Stokes equations can be distinguished depending on
how the flow is treated. If the flow is considered continuous in space the models are
called Eulerian. On the contrary, if the flow is considered as an ensemble of differ-
ent particles, this approach is called Lagrangian. The Smooth Particle Hydrodynamics
method, or SPH, solves the Navier-Stokes equation in a discrete way, following the La-
grangian approach. This numerical model presents a few advantages compared to Eu-
lerian methods. The first is that it does not depend on a mesh, hence eliminating every
numerical error/approximation coming from it. On top of that, the solution procedure
is less complex than for Eulerian models with a much higher performance. According
to [1], SPH approach has two major drawbacks. Firstly, since SPH method was initially
developed for astronomical applications and the predicted power spectrum is far too
steep and therefore fails to resolve small-scale motions. Secondly, due to their highly
compressible behavior, SPH approach needs to be reduced numerically to represent in-
compressible flows, which induces an artificial loss in wave height, limiting the size of
the simulation domains to avoid numerical wave damping. Next, the Eulerian approach
to Navier-Stokes equations is thoroughly described, which is the method implemented
in OpenFOAM and used in this thesis.

2.2.1. NAVIER-STOKES/VOF NUMERICAL METHOD
In the following thesis, the Navier-Stokes/VoF method will be applied using OpenFOAM
software, a CFD open-source software for the fluid-structure interaction problem [68].
This numerical method consists of an Eulerian approach to the conservation of the mo-
mentum equation. It is a method that solves highly non-linear equations, considering
the fluid as a continuum. The Volume of Fluid (VoF) is a method implemented in Open-
FOAM to solve multiphase flow problems.

All fluid flows are governed by mass, momentum, and energy conservation princi-
ples. In the case of ocean hydrodynamics, incompressible fluid with constant viscosity
can be considered. The continuity equation for an incompressible fluid is the following:

∇·u = 0 (2.16)

where u is the velocity field, and ∇· is the divergence operator, ∇·u =
(
∂ux
∂x + ∂uy

∂y + ∂uz
∂z

)
.
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The conservation of momentum, instead, is derived from Newton’s second law, and con-
sidering a Newtonian fluid, the equation becomes

ρ

(
∂u

∂t
+u ·∇u

)
=µ∇2u −∇p∗. (2.17)

In Equation 2.17 ρ is the fluid density, ∇ =
(
∂
∂x ; ∂

∂x ; ∂
∂x

)
is the gradient operator, and the

operation u ·∇u gives the directional derivative of the velocity field with respect to u. µ is
the dynamic viscosity expressed in [kg /m · s], ∇2 is the Laplacian operator, which is the
divergence of the gradient. In the Cartesian coordinate system, the Laplacian operator
is defined as the sum of the second partial derivatives with respect to each indepen-

dent variable ∇ ·∇u =
(
∂2u
∂x + ∂2u

∂y + ∂2u
∂z

)
. The last term is the gradient of the hydrody-

namic pressure p∗ defined as p∗ = p −ρg h, where p is the absolute pressure, g is the
gravitational acceleration force and h is the height. Equation 2.17 is also known as the
Navier-Stokes equation, and together with Equation 2.16 are the fundamental governing
equations of fluid dynamics that describe the motion of fluids as a relationship between
flow velocity and pressure.

To keep track of the interface between air and water, OpenFOAM uses the Volume of
Fluids method (VoF), developed by Hirt and Nicholas in 1981 [38]. This type of problem
in literature is referred to as multiphase problem. The free surfaceα is specified in terms
of volume fraction, in the case of water-air interfaceα ∈ [0,1] meaning that whenα= 1 is
fully water, while whenα= 0 is fully air and everything in between is a mixture of the two
phases. The local values of density ρ and of dynamic viscosity µ are specified in terms of
α in the following way:

ρ =αρw + (1−α)ρa (2.18)

µ=αµw + (1−α)µa . (2.19)

Once the velocity field is resolved and known at a certain time step, the value of α is
updated using the conservation equation, developed by Rusche [80].

∂α

∂t
+∇·uα+∇·urα(1−α) = 0 (2.20)

where ur is an artificial velocity, usually called compression velocity. The boundedness
of the solution, keeping the value ofαbetween 0 and 1 is guaranteed by using the MULES
(MUltidimensional Limiter for Explicit Solution) in the OpenFOAM case folder.

2.2.2. DISCRETIZATION METHOD: FINITE VOLUMES METHOD
The Finite Volume Method (FVM) is a numerical technique that discretizes the partial
differential equations PDEs form for the conservation laws (Equation 2.17, Equation 2.20,
etc) over differential volumes into discrete algebraic equations over finite volumes. In
a similar fashion to the finite difference or finite element method, the first step in the
solution process is the discretization of the geometric domain into non-overlapping ele-
ments or finite volumes. The partial differential equations are then discretized into alge-
braic equations by integrating them over each discrete element. The system of algebraic
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equations is then solved to compute the values of the dependent variable for each of the
elements. In the finite volume method, some of the terms in the conservation equation
are turned into face fluxes and evaluated at the finite volume faces. Because the flux en-
tering a given volume is identical to that leaving the adjacent volume, the FVM is strictly
conservative [66].

A simplified 1D discretization over a uniform 1D grid sequence is shown: the starting
set includes the 1D momentum equation and continuity equations

∂(ρu)

∂x
= 0 (2.21)

∂(ρuu)

∂x
= ∂

∂x

(
µ
∂u

∂x

)
− ∂p

∂x
(2.22)

The first step of the FVM is the integration of the momentum equation in the center C of
the cell. The second step consists of using the divergence theorem (or Gauss’ theorem)
to transform the volume integrals of the convective and diffusive terms into surface in-
tegrals. Next, the surface integrals can be rewritten as the summation of the fluxes over
the faces w and e of the cell. Using a single-point Gaussian integration method to nu-
merically solve the surface integrals, the following momentum equation is obtained

ṁe ue +ṁw uw −
[(
µ
∂u

∂x
∆y

)
e
−

(
µ
∂u

∂x
∆y

)
w

]
=−

Ñ
Vc

∂p

∂x
dV (2.23)

where the subscripts w and e indicate the cell faces on the left side and on the right
side respectively. If we were to discretize the Navier-Stokes equations instead of using
the simplified 1D momentum equation mentioned above, the resulting equation would
take the following form:

MU =−∇p (2.24)

where M is a matrix where all the coefficients are stored after discretizing Equation 2.17
and U stores the velocity at every cell center of the mesh [74].

2.2.3. SOLUTION ALGORITHM AND PRESSURE-VELOCITY COUPLING
In Equation 2.24 derived before there are four unknowns (ux uy uz and p). The dis-
cretized velocity field derived from Equation 2.24 must satisfy the continuity equation,
leading to a system of four unknowns and four equations. Consequently, this configura-
tion represents a well-posed problem. In the case of a compressible flow, the four equa-
tions consist of mass conservation, momentum conservation, energy conservation, and
an equation of state that establishes the relationship between pressure and temperature.
In the case of an incompressible flow, the pressure ceases to be an independent variable
and becomes instead determined by the Poisson equation. This equation is derived di-
rectly from the Navier-Stokes equation, accounting for the incompressibility constraint
Equation 2.17.

The discretization of the pressure term can be accomplished by adopting either of
the following two approaches. In the first approach, the volume integral is computed via
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a single Gaussian integration point using a central difference scheme. In the second ap-
proach, the volume integral of the pressure gradient term is transformed into a surface
integral using Gauss’ theorem. Then by using linear interpolation for the variation of the
pressure, it is possible to rewrite the surface integral as a summation of fluxes over the
faces of the element. Thus either approach leads to the same expression involving the
pressure difference between the alternating points E and W (cell centers of the cell on
the left and on the right side). Both the velocity and the pressure values at point C de-
pend on the values at the two alternating, not consecutive, grid points. This implies that
non-physical (or checkerboard) pressure and velocity fields are seen by the Numerical
scheme as uniforms [41].

There are two different ways to solve the velocity-pressure coupling problem. The
first one is to use a staggered grid, in which the variables are stored in staggered grid
locations such that no interpolation is needed. The second method, which is the one
available in OpenFOAM, is based on the work of Patankar and Spalding [72]. They de-
veloped the SIMPLE (Simple Implicit Method for Pressure Linked Equations) algorithm
based on the momentum predictor stage. Its main steps can be summarized as follows:

1. Start with a guessed pressure and velocity fields p(n) and u(n), respectively.

2. Solve the momentum equation to obtain a new velocity field u∗
f .

3. Update the mass flow rates using the momentum satisfying velocity field to obtain
the ṁ∗

f field.

4. Using the new mass flow rates solve the pressure correction equation to obtain a
pressure correction field p ′.

5. Update the pressure and velocity fields to obtain continuity-satisfying fields.

6. Iterate again from step 2 until convergence is reached.

In OpenFOAM, apart from the SIMPLE algorithm, the PISO (Pressure Implicit with
Splitting Operations) and PIMPLE algorithm are also available. PISO is very similar to
SIMPLE, the only difference is that in SIMPLE at each "outer iteration", the loop includes
the momentum predictor step, and the volume fraction α is recalculated, while in PISO
this does not happen. PIMPLE algorithm is a hybrid version of the previous two us-
ing both the inner and outer iteration steps [69] and it is the algorithm applied in this
work. The number of Outer correctors of the PIMPLE algorithm, as above mentioned,
defines how many outer iterations to perform. The system will iterate until time step
convergence is reached, or the max number of iterations is reached, and then move to
the subsequent time step [83].

For each variable being solved by the discretized equations, a linear solver is defined.
In the present cases, equations are solved for the dynamic pressure p_rgh, the velocity
u, the volume fraction α, and the cell displacement [11]. In this work, for p_rghFinal
and for the cell displacement pcorr.* the Preconditioned Conjugate solver (PCG) is used
together with the preconditioner GAMG, as suggested in the OpenFOAM user guide and
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tutorials [69]. For p_rgh the GAMG solver is applied, and finally for the volume fraction
α the smoothSolver is used in concomitance with the symGaussSeidel smoother.

2.2.4. WAVES2FOAM TOOLBOX
In the following chapters of this thesis work, waves2Foam toolbox is used: developed by
Niels Gjøl Jacobsen and released in 2012 [51], it enables the generation of different wave
theories, together with relaxation zones. This useful toolbox was originally developed
in C++ with the aim of being coupled to OpenFOAM. The wave theories already avail-
able in the toolbox are: streamline function, Stokes first-order, second-order, fifth-order,
cnoidal first-order, first and second-order bichromatic waves, and first-order irregular
waves with the pre-defined JONSWAP and Pierson-Moskowitz spectra. However, it is
possible to couple waves2Foam to an external source that provides information on the
velocity field and the surface elevation, giving the possibility to implement user-defined
theories.

As previously indicated, waves2Foam facilitates the incorporation of relaxation zones
within the Numerical Wave Tank (NWT), which effectively dampens wave amplitudes to
prevent undesired reflections. The toolbox employs an explicit relaxation zone tech-
nique that involves a weighting scheme between the computed solution and the desired
solution. The mathematical expression representing this technique is as follows:

φ= (1−ωR )φt ar g et +ωRφcomputed . (2.25)

In Equation 2.25ωR is the weight and it must be bounded between 0 and 1ωR ∈ [0,1]. As
stated in the manual guide [51], this explicit method corrects the field α and u following
Equation 2.25 each time step before solving the pressure-velocity coupling method. The
weight factor ωR can be defined in multiple ways, as well as the shape and size of the
relaxation zones. For the relaxation weight, effectively there are three possible ways of
determining it: exponential weight (default choice), free polynomial weight, and third-
order polynomial weight. In this work, the exponential weight type is used and is defined
by Equation 2.26 [32]

ωR = 1−
(

expσp −1

exp1−1

)
. (2.26)

The exponential weight p can assume different values defined by the user, by default it
has a value of 3.5. σ is the local coordinate inside the relaxation zone σ ∈ [0,1] where
σ= 0 indicates the beginning of the relaxation zone while σ= 1 indicates the end of it.

2.2.5. DYNAMIC SOLVER FOR 6-DOF RIGID BODY MOTIONS
For the following study, the dynamic mesh version of the interFoam solver, developed in
OpenFOAM-v2012 (interDyMFoam for previous versions), is coupled with the wave gen-
eration and absorption toolbox waves2Foam. The resulting solver is named wavesDyM-
Foam, and its implementation was carried out successfully by following the guidelines
provided in Section 5.3 of the waves2Foam manual [51].

As briefly introduced in subsection 2.1.2, the main difference between bottom-fixed
and floating offshore wind turbines is the additional 6-DoFs that the latter brings. Hence,
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the only possible way to numerically simulate this kind of system is to apply a dynamic
mesh solver to OpenFOAM together with a rigid body solver to simulate the 6 motions. In

Figure 2.8: 6 DOFs represented, with 3 translations (surge, sway, heave) and 3 rotations (roll, pitch, yaw)

OpenFOAM environment, the native rigid body motion solver is the sixDoFRigidBody-
Motion. It approximates the system of second-order differential equations derived in
Equation 2.6 by numerical integration. Known as the mass-spring-damper rigid body
motion equation, it is formulated based on the linear and angular momentum conser-
vation [12]. The external forces and moments are then determined from pressure values
and viscous forces calculated at the body surface at every time step, as shown below.

F =
Ï

S
(pI+τ) ·dS+Fmoor i ng +m f g (2.27)

M =
Ï

S
rcs × (pI+τ)t ·dS+ rcm ×Fmoor i ng + rcg ×m f g (2.28)

where I is the identity matrix (normal vector), τ is the viscous stress tensor and S denotes
the surface of the boundary patch for the rigid floating body. Fmoor i ng is the tensor for
the external mooring (restraint) forces, and rcm , rcs , and rcg are the arms of mooring
force, hydrodynamic force, and gravity force respectively. Note that when the center of
mass and the center of rotation are identical, rcg = 0.

Once the two external forces are calculated using the sixDoFRigidBodyMotion solver,
they are incorporated into Equation 2.6. OpenFOAM is a solver that operates with a
spatial discretization and computes the pressure and viscous forces at each cell center c
at the interface between the rigid body and the fluid.

Fp =∑
c

pc Sc Ic (2.29)

∑
c

Fν = Sc Icτ (2.30)

The completed rigid-body motion equation is then solved as a second-order ODE, con-
sidering the displacement x, velocity ẋ, and acceleration ẍ as unknowns. This equation
governs the translational motion of the rigid body.
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DYNAMIC MESH

After calculating the motion of the rigid body, the next step requires updating the bound-
ary and surrounding mesh to maintain a high-quality mesh for the subsequent time step
in the solution. OpenFOAM provides various methods to incorporate a dynamic mesh
into the simulation. Two fundamental types of dynamic mesh actions can be distin-
guished: mesh deformation and topological changes [52]. In the case of mesh defor-
mation, the boundary motion is accommodated by simply moving the points that sup-
port the mesh. This approach ensures that the mesh remains continuous and does not
require changes in the number of points, faces, or cells within a time step. Mesh de-
formation techniques introduce no additional discretization errors compared to static
mesh techniques. These methods are relatively straightforward to implement and of-
fer numerically superior results. On the other hand, topological changes alter the mesh
structure, such as adding or removing mesh elements (points, faces, or cells) between
time steps. However, these changes necessarily involve data mapping, which can intro-
duce distribution and conservation errors. Topological changes are more complex to
implement and may result in additional numerical errors compared to deforming mesh
techniques.

As stated by Davidson in [20], three dynamic mesh motion techniques (DMM) can be
identified in OpenFOAM environment: mesh morphing, sliding interface, and overset
technique. On top of these three methods, according to [22], there are two more pos-
sibilities: immersed boundary and topological changes methods. All in all, Figure 2.9
summarizes all the possibilities that OpenFOAM offers to users: The algebraic mesh mo-

Figure 2.9: Dynamic Mesh Methods available in OpenFOAM environment

tion techniques adopt an Arbitrary Lagrangian-Eulerian (ALE) form of the conservation
equations combined with a Space Conservation Law which prevents creating an extra
source term and thus generating large errors. ALE necessitates an automatic mesh dis-
placement prescription algorithm to be supplied to adapt the (fluid) velocities to the
problem under consideration. In this case, a Laplacian is solved with a certain diffu-
sivity, to accommodate the mesh deformation over a certain distance from the moving
boundary [22]. The morphing mesh technique is by far the most used method in FOWT
numerical studies. It falls under the category of mesh deformation without topological
changes, hence a relatively straightforward method to implement. The body displace-
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ment is diffused into the domain by solving the Laplacian equation:

∇· (k∇u
)

(2.31)

where k describes the diffusivity and u the velocity of the moving boundary. The dis-
placement of the body leads to a deformation of single control volumes, while the total
volume of all control volumes in the domain remains constant throughout the simu-
lation. In OpenFOAM environment, distance-based diffusivity is employed, with user-
specified inner and outer distance, between which mesh deformation is allowed and
prohibited elsewhere.

OpenFOAM implementation of moving mesh solver can be tricky. In this thesis,
the mesh morphing technique is applied, which is the simplest type of mesh motion.
The dynamicFvMesh library was used, together with the dynamicMotionSolverFvMesh
solver for mesh motion. This solver is used in cases where the motion of internal mesh
points is solved using boundary conditions and diffusivity models. Few changes are re-
quired to successfully allow the mesh to enable motions. First, the boundary type for
the floating object should be set as "patch" in blockMeshDict directory. Then, a dy-
namicMeshDict file needs to be added in the "constant" folder, where several inputs
needed for the moving mesh are specified: mesh manipulation dictionary dynamicMo-
tionSolverFvMesh, motion solver (rigidBodyMotion to simulate articulated bodies or
sixDoFRigidBodyMotion), classes, diffusivity (quality-based or distance-based), and co-
efficients. In the case of the dynamicMotionSolverFvMesh, a choice between Displace-
mentLaplacian and sixDoFMotionSolver solvers is needed for resolving the Laplacian
equation with diffusivity, Equation 2.31. Extra care must be given to the choice of the
diffusivity model. This model implies a redistribution of the boundary motions through
the mesh volume, and can consequently influence the correct or incorrect convergence
of the solution. The mesh motion can indeed deform the mesh and create skewed cells,
which could then make the domain mesh non-uniform and non-smooth and ultimately
increasing the required computational time, [33].

MOORING LINE RESTRAINTS

A wide variety of platform and mooring concepts exist for floating wind turbines, pre-
viously described in chapter 1. In addition to the general description of the different
FOWT topologies, Figure 2.2 is a great representation of the stability requirements for
different floater concepts applied to floating wind. Combining the two, it results that
in floating offshore structures, mooring modeling plays an essential role in predicting
the global response of the platform and predicting the global restoring forces. Moreover,
since mooring systems are sized based on the extreme and fatigue loadings expected
over their lifetime, accurate prediction of the MPM load is of obvious interest [37]. Tra-
ditionally mathematical models of mooring lines can be split into 4 main categories.

Static Model considers constant loads only, such as gravity, buoyancy, non-time vary-
ing current and wind, and mean wave-drift forces. Static analysis determines the equi-
librium between the constant or mean environmental loads and the restoring force of
the mooring lines.
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Quasi-Static Model approach assumes that the motion of the system is uniform and
linear between two static positions during a given time step for which the loads on the
systems are assumed constant. Quasi-static models derive the mooring line shape and
tension from the catenary formulations, based on the assumptions that the line is in
static equilibrium in each time step, that the inertia effects can be neglected and that
the line profile is reasonably well described by the catenary equations. However, as the
name quasi-steady implies, these models do not consider in their formulation the mo-
tion dependency of mass, damping, and fluid acceleration on the system. Hence, the
main disadvantage of quasi-static models is that they neglect hydrodynamic and inertial
forces on the line, which can affect the structural response and are especially important
for predicting the mooring loads [19]. Often, indeed, the primary effect of the mooring
line dynamics on the overall system is an increase in the stiffness on the platform, which
benefits platform stability. For that reason, it has been argued that using a quasi-static
model over-predicts the stabilizing effect of the mooring lines and is therefore a conser-
vative modelling approach. On the other hand, these approaches have the advantage
of computational efficiency, which is desirable since the structural, hydrodynamic and
aerodynamic models also tend to run quickly. For cases where waves are small, and sup-
port platform and mooring line velocities are minimal, quasi-static models can provide
a good approximation to the true system dynamics [36].

Dynamic Models are the most accurate one and are described by Newtoon’s second
law. The main advantage of this approach compared to the previous ones is that it can
accurately predict mooring tensions and loads, and also the so-called snapped loads,
which are extreme loads given by the additional inertia and hydrodynamic loads. How-
ever, solving the system might be complicated, since it involves either linearising the
model or employing numerical techniques to approximate the governing nonlinear dif-
ferential equations. The numerical approximations are obtained via a spatial discretiza-
tion of the mooring line to form a set of ODEs, which are then discretized in time and
solved by an integration algorithm. Dynamic models are classified depending on which
spatial discretization is employed: lumped-mass, finite difference (FDM), and finite ele-
ment (FEM). The lumped mass method involves lumping all the effects of mass, external
forces, and internal reactions at a finite number of nodes, N, along the line. This pro-
cedure implies that the behavior of the continuous line is modeled as a set of concen-
trated masses connected by massless springs. The finite difference approach differs from
lumped mass methods by using an infinitesimally small differential element, rather than
a finite discrete element. Forward, backward, or centered finite difference methods can
be applied respectively. Lastly, FEM also discretizes the mooring line into small differen-
tial elements; however, while the finite differences method uses the differential form of
the governing equations, the FEM uses its integral counterpart form [70].

For simulating floating offshore wind turbines, several studies have been conducted
to show the difference between using a quasi-steady mooring model or a FEM one. Matha
et al. in [65] compared the motions and loads of OC3-Hywind design using a quasi-
steady and a FEM model. The outcome showed that the dynamic model predicts re-
duced platform motions and much larger mooring line fatigue loads than a quasi-static
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model. Masciola et al. in 2013 [64] and Hall et al. in 2014 [36] drew the same conclu-
sions that Matha et al. reached in 2011. By analyzing the response of DeepCwind and
the other 3 designs respectively by using quasi-steady and dynamic mooring lines mod-
eling, they noticed that mooring dynamics have an influence on platform motions only
when those motions are large, and also that mooring dynamic response is always im-
portant for the prediction of mooring line loads. In conclusion from these studies, for a
platform with small motion response a CFD software coupled with a quasi-static moor-
ing model correctly predicts the motions of the structure, but not the mooring loads.
While, for a platform with high motion response, a dynamic mooring model is needed.





3
CONVERGENCE STUDY OF A

NUMERICAL WAVE TANK

3.1. CONVERGENCE STUDY BY GRID REFINEMENT ON AN INFI-
NITE DOMAIN

In this section the convergence of a 2D rectangular numerical wave tank is analysed. In
this regard, the ability of the Navier-Stokes/VOF fluid solver is studied with the simula-
tion of second-order Stokes waves. Following the work of [3], and [74], the main focus
of this study is on the relative phase and amplitude error of the simulated second-order
Stokes waves compared to the analytical solution. This is shown below in Figure 3.1
where the phase error is denoted with δp and the amplitude error with δa.

Figure 3.1: error between wave simulated and second order stokes wave analytical solution. δp is the phase
error and δa is the amplitude error

27
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3.1.1. MODEL SET-UP
The scope of the section is to create the most simple numerical set-up, so that the least
amount of parameters can influence the surface elevation besides the mesh size. Hence,
the numerical set-up of the simulation is a 2D rectangular box, with cyclic boundaries at
the inlet and outlet, with respect to the propagation direction of the waves, from left to
right. In this way, generation and dissipation relaxation zones are not needed, avoiding
the effect of the length and of the damping coefficient of the relaxation zones. In addition
to that, the computational time is kept as low as possible, so that more cases can be
evaluated. The amplitude and the phase of the waves simulated in OpenFOAM with the
Navier-Stokes/VOF solver are compared with the respective amplitude and phase of the
analytical solution of the second-order Stokes waves. The length of the computational
domain is exactly one wavelength, as described in the work of [3]. The water depth of
the tank instead, is defined as 0.4 times the wavelength, while the height above the mean
water level, to contain the simulation of the waves, is defined as 2 times the wave height.
The numerical domain is discretized in space by nxn cells, with an aspect ratio of 1 along
the whole length and height of it. By changing the number of cells per wave height (cph),
the dimension of each square cell can be determined as follows:

∆= H

cph
(3.1)

where H is the wave height. The most relevant parameters of the numerical domain and
wave setup are listed in Table 3.1.

wave parameters values
cell aspect ratio [-] 1
cph [-] 5, 10, 15, 20
λ [m] 98.6211
real time simulated [s] 64
wave steepness H/λ [-] 0.05
relative water depth h/λ [-] 0.2
T [s] 8
number of wave gauges [-] 200

Table 3.1: parameters for numerical wave and domain setup

After having established the geometrical parameters of the simulation (which are
mainly the input inside the constant folder in the OpenFOAM case), the computational
parameters are discussed below (input parameters in the system folder). First, the timestep
of the simulation, which is a critical value for having a stable simulation, was chosen to
be dependent on the maximum Courant number of 0.2. The choice was mainly driven by
the fact of having a fast convergence, but also stable solution. In this regard, the Courant-
Friedrichs-Lewy number is defined as

C F L =∆t
U

∆x
. (3.2)

This non-dimensional number has two constraints that must be fulfilled throughout the
whole simulation: (1) C F L > 0 and (2) C F L < C F Lmax . Consequently, the maximum
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achievable time step becomes equal to

∆t ≤ 0.2
∆x

U
, (3.3)

where U is the local flow velocity and ∆x is the local mesh size. Indeed, the time step
and the simulation convergence become dependent on the mesh quality and the fluid
speed. If ∆x → 0 then the time step will also decrease ∆t → 0, as well as if U →+∞ then
again ∆x → 0. Important to note is that if ∆t becomes too small or too large, then the
simulation either crashes or gives an unrealistic divergent solution. The time scheme
chosen to solve the first-order partial derivative ∂

∂t is the Euler scheme, which is an im-
plicit first-order time scheme:

∂(φ)

∂t
= φ−φ0

∆t
. (3.4)

Finally, the boundary conditions chosen are summarized in Table 3.2.

alpha pressure velocity
bottom slip slip slip
atmosphere inlet/outlet totalPressure zeroGradient
inlet cyclic cyclic cyclic
outlet cyclic cyclic cyclic
sides empty (2D) empty (2D) empty (2D)

Table 3.2: Boundary conditions for velocity, alpha, and pressure

3.1.2. MODEL RESULTS
In the NWT 200 wave gauges have been positioned to determine in each location the ex-
act surface elevation. The amplitude error has been determined at the first wave gauge,
so at the beginning of the NWT, and the relative amplitude error is determined using the
following equation:

δµ=
√
〈(µ′)2〉 (3.5)

where 〈µ′〉 is the mean of the difference between the numerically computed surface el-
evation and the value obtained analytically. Figure 3.2 shows the amplitude error nor-
malized by the wave height value on the y-axis, and on the x-axis, the time normalized
by the wave period. After the 5th wave period, so after 40 seconds of simulation, the
solution has reached convergence. As expected, the simulation with 5 cph (blue line) is
the one with the highest relative amplitude error with a converged value of 0.0101. The
error significantly drops with 10 cph (orange line) reaching a converged value of 0.0041.
For the last two simulations of 15 and 20 cph (yellow and purple lines) the solution is
more accurate compared to the 10 cph, however, between the two there is a minor dif-
ference, which does not justify the increase in computational time. More precisely for
15 and 20 cph, the converged amplitude error stabilizes at a value of respectively 0.0014
and 0.0011.
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Figure 3.2: graph plotting in logarithmic scale the relative amplitude error at the first wave gauge normalized
by the wave height H for each of the 8 wave periods

The second result obtained is the phase error. The phase error is determined at the
position of the first wave gauge in accordance with the previously determined amplitude
error, and again by Equation 3.5. This time, however, the phase difference is calculated
over 400 time samples, which is the mean number of samples per period (3200/8). This
is performed because the phase difference at the peak of each wave period is the same,
no matter how many cells per wave height are chosen. The reason for this problem lies
in the fact that the phase error is smaller than the ∆t of the simulation, hence it results
zero at each wave period. For this reason, a Matlab function is created to sample and
discretize the signal, and the resulting phase difference between the analytical and nu-
merical solutions over the 400 samples shown in Figure 3.3. Important to note that in
Figure 3.3 the x-axis just represents a nondimensional value of 400-time samples per
wave period normalized by 8 seconds. Moreover, the negative starting and ending val-
ues for δp/H indicate that the numerical solution is lagging behind, while the positive
values between 3 and 6.5 t/T indicate that the numerical surface elevation is leading
over the analytical one.

Iis possible to recreate a similar plot for the phase error as the one presented in Fig-
ure 3.2. This is done by first splitting the signal into 8 periods and excluding the first
one for transient purposes. Then interpolating the data points for each period in order
to have 400 data points for each of them. After that, the phase average of the signal is
determined by summing the phase of each period and dividing it by the total number
of periods considered for averaging. At this point Equation 3.5 is used to determine the
relative phase error between numerical and analytical solution, and the average of the
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Figure 3.3: graph plotting the amplitude error at each 400 time step of the first wave period normalized by the
wave height H

400 errors is plotted in Figure 3.4.

In concordance with the analysis of the amplitude error, 15 cph simulation results
as the most accurate one. Once again, the difference between 15 and 20 cph in both
Figure 3.3 and Figure 3.4 is negligible. In the semilogarithmic graph, represented in Fig-
ure 3.4, the converged phase error value for 15 and 20 cph, respectively corresponds
to 0.0015 and 0.0012. While for 5 and 10 cph, the corresponding values are 0.0198 and
0.0026. Similar conclusions are easily obtained by analyzing Figure 3.3. In this regard,
the maximum absolute difference between the relative maximum and minimum phase
difference for 5,10,15, and 20 cph are respectively 0.0266, 0.0053, 0.0025, and 0.0023.

In conclusion, the choice of 10 cells per wave height seems the most suitable choice
considering both accuracy of the results and the required computational time and re-
sources. However, the choice of points per wave height is a parameter that greatly in-
fluences the solution. For this reason, each particular simulation requires a grid conver-
gence study on its own, and consequently, a fixed value of 10 cph must be taken con-
sciously.

3.2. CONVERGENCE OF KEY NUMERICAL PARAMETERS
In this section, convergence analysis of key parameters for the modeling of the wave
propagation in the NWT is presented. After finalizing the mesh convergence in sec-
tion 3.1, the next step is the convergence study of other simulation input parameters.
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Figure 3.4: graph plotting in logarithmic scale the relative phase error at the position of the first wave gauge
normalized by the wave height H for 7 wave periods

Following the work of [74] and [89], 3 parameters are studied: relaxation zones cells
expansion ratio, inlet/outlet relaxation length, and maximum residual in the Poisson
iterative solution for pressure. These values were chosen after carefully analyzing the
most influential ones, both for time and results accuracy constraints.

For each parameter, two graphs are presented. The first one shows the amplitude of
the simulated wave compared to the analytical wave amplitude of the reference wave.
The amplitude value is measured at wave gauge number 250 (in the middle of the prop-
agation zone, where the floating structure would be placed), and the error is averaged
over all 8 simulated wave periods. The second plot, instead, shows the execution time
needed against the parameters simulated. In this regard, for each of the simulations,
only the time needed to run the solver waveFoam is compared between the various pa-
rameters, the meshing time and reconstruction time are not taken into account. More-
over, for consistency, 1 node with 16 processors on the HPC has been used to simulate
the convergence of all the 4 aforementioned parameters.

The wave conditions simulated are the same as the ones described in section 3.1 for
consistency, the only difference is in the number of wave gauges applied in the wave
tank, from 200 to 500. In this convergence study, compared to what was performed in
section 3.1, the NWT is a waveFlume. This means that the periodic boundary conditions
at the inlet/outlet of the tank are replaced with relaxation zones. These relaxation zones
are responsible for damping the waves to avoid reflection at the inlet/outlet. The inlet re-
laxation is called the generation zone, while the outlet one is called the absorption zone.
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As shown in Figure 3.5, and theoretically introduced in subsection 2.2.4, the relaxation

Figure 3.5: Representation of the simulated NWT

zones are characterized by a length, and by a relaxation coefficient (or damping coeffi-
cient). The damping coefficient p is a user-defined input, which influences the weight
ωR , represented in Figure 3.5 by the red exponential red line. The zone between the
generation and absorption region is called the propagation zone. In the following con-
vergence study, the length of the propagation zone is twice the wavelength, so 197.2422
meters. The water depth and atmosphere height above SWL are determined by the val-
ues in Table 3.1. Respectively they assume the following values: 39.4484 meters and
9.8612 meters (2 times the wave height).

3.2.1. EXPANSION RATIO

The expansion ratio enables to decrease the total number of cells for the simulation.
However, the risk of introducing an expansion ratio at the generation and absorption
zones is to reduce the accuracy of the wave amplitude and phase, and, consequently re-
ducing the overall simulation results reliability. This convergence study aims to find a
reference value (or range of values) for the inlet and outlet expansion ratios which de-
creases the number of cells and also the computational time but at the same time does
not affect the quality of the results. 5 values of the expansion ratio are examined, together
with preliminary values of the other 3 key parameters, shown in Table 3.3. The initial val-
ues for the other 3 parameters are taken from reference, hence they should not influence
the convergence study. Moreover, the value of the expansion ratio is considered to be the
same for both the generation and absorption zone lengths, even though they could have
different lengths and impact on the results. The value shown in Table 3.3 is, for reference,
in concordance with the generation zone, since the cells decrease in their size by a value
of 0.5 from left to right. For the absorption zone is the opposite, so the cells grow in size
by 2 times from left to right.

Figure 3.6 shows that the more the cells are expanded in the relaxation zones, the
worse the accuracy of the results becomes. At a value of 0.5, the ratio between simulated
wave amplitude and analytical wave amplitude assumes the worse value of 0.9814, while
at a value of 0.1 the amplitude ratio goes up to 0.9962. Even though the error at an expan-
sion of 0.5 is less than 2%, it is most probable that for more complicated wave-structure
interaction simulations, this error would grow larger. However, the simulation time is
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Case
Expansion
Ratio

Generation & Ab-
sorption Length

Free Surface Re-
finement

Max Initial & Final Pres-
sure Residuals

1.1 0.1 2 & 2 3 1e-5 & 1e-6
1.2 0.2 2 & 2 3 1e-5 & 1e-6
1.3 0.3 2 & 2 3 1e-5 & 1e-6
1.4 0.4 2 & 2 3 1e-5 & 1e-6
1.5 0.5 2 & 2 3 1e-5 & 1e-6

Table 3.3: Parameter values for the expansion ratio convergence study

Figure 3.6: Expansion ratio value effect on the accuracy of the resulting wave amplitude (left figure), and on
the execution time of the simulation (right figure)

the driving parameter for the expansion ratio choice. The execution time decreases as
expected as the cell expansion ratio increases. This is because the total cell count de-
creases significantly when the cell size increases close to the borders of the numerical
domain. The execution time goes from 536.2 seconds for 0.1, to 441.6 for 0.2 and down
to 352.3 for 0.5. Hence, the time difference is quite significant, with the biggest drop of
51.6% between 0.1 and 0.2, while the steep reduction decreases to 23.6% between 0.2
and 0.3. In this thesis, a value of 0.2 is used.

3.2.2. RELAXATION ZONES LENGTH
The second studied parameter is the length of the two relaxation zones. As stated before,
the purpose of the relaxation zones is to dampen the waves, to avoid unwanted reflection
effects at the outlet boundary of the domain. For this reason, it is considered to be a
critical parameter, which could easily affect the accuracy of the results. In Table 3.4 the
third column shows the 5 different combinations for the generation and absorption zone
lengths. The first digit is the generation length while the second is for absorption length,
both are related to the wavelength. Hence, a value of 1 means that the relaxation zone
is one wavelength, while 2 means it is twice the length of the waves. In the left graph
of Figure 3.7 it is clear that the absorption zone length greatly influences the accuracy
of the resulting wave amplitude. By looking at the values of the amplitude ratio, the 1
& 1 case is the worst with a very low result accuracy of 0.9434, together with the 2 & 1
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Case
Expansion
Ratio

Generation & Ab-
sorption Length

Free Surface Re-
finement

Max Initial & Final Pres-
sure Residuals

2.1 0.2 1 & 1 3 1e-5 & 1e-6
2.2 0.2 2 & 1 3 1e-5 & 1e-6
2.3 0.2 1 & 2 3 1e-5 & 1e-6
2.4 0.2 2 & 2 3 1e-5 & 1e-6

Table 3.4: Parameter values for the relaxation zones length convergence study

Figure 3.7: Relaxation zone length value effect on the accuracy of the resulting wave amplitude (left figure),
and on the execution time of the simulation (right figure)

case of 0.9469. The reason for this high inaccuracy is the reflection of the waves at the
outlet since they do not have time and space to dissipate enough. On the other hand,
in the cases where the absorption zone is set to 2 times the wavelength, the precision
rises up to 0.9924 and 0.995 respectively for 1 & 2 and 2 & 2. Hence, it is obvious that
the absorption length should be 2 wavelengths, while the generation length impact was
undoubtedly lower. The choice between 1 & 2 and 2 & 2 relies solely on the execution
time difference, which was once again a significant parameter for the final choice. As a
matter of fact, for 2 & 1 the time needed was slightly below 352 seconds, while for 2 & 2
was 380 seconds. As a result, case 1 & 2 is considered to be the best trade-off between
affordable computational time and results reliability.

3.2.3. MAXIMUM RESIDUAL IN THE POISSON ITERATIVE SOLUTION FOR PRES-
SURE

The last studied convergence is the Poisson maximum residual for initial and final pres-
sure values. By changing the maximum residual values it is possible to increase or de-
crease the accuracy of the last PIMPLE iteration. In OpenFOAM it is possible to change
the residuals of other variables besides pressure, however, these are not as computation-
ally expensive to solve as the ones of the pressure terms.

The difference of the amplitude ratio in the left plot of Figure 3.8 is almost none,
therefore is a negligible parameter. On the other hand, the right plot showing the execu-
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Case
Expansion
Ratio

Generation & Ab-
sorption Length

Free Surface Re-
finement

Max Initial & Final Pres-
sure Residuals

4.1 0.2 1 & 2 3 1e-4 & 1e-5
4.2 0.2 1 & 2 3 1e-5 & 1e-6
4.3 0.2 1 & 2 3 1e-6 & 1e-7
4.4 0.2 1 & 2 3 1e-7 & 1e-8
4.5 0.2 1 & 2 3 1e-5 & 1e-7

Table 3.5: Parameter values for the maximum pressure residual for the Poisson equation convergence study

Figure 3.8: Pressure maximum residual value effect on the accuracy of the resulting wave amplitude (left
figure), and on the execution time of the simulation (right figure)

tion time shows a considerable difference between the residual values. Since the accu-
racy of the results is almost not influenced at all by the Poisson residuals, the reference
value of 1e-5 for the initial pressure maximum residual and 1e-6 for the maximum final
residual are chosen to be the best values for the Poisson equation residuals.



4
MOORING LINE MODEL STUDY

The aim of this chapter is to analyze the effect of different mooring line models ap-
plied to a floating structure in non-linear regular wave fields. The objective is to com-
pare and validate the Navier-Stokes/VoF wavesDyMFoam OpenFOAM solver against ex-
perimental studies and state-of-the-art numerical models. Motions and line tensions
are compared with benchmark results, to see which model is the most suitable for the
aforementioned OpenFOAM solver. In total three numerical models for mooring lines
waves2FoamMooring, moorDyn and moody are assessed and mathematically described
in section 4.2. Then the simulation setup is described in section 4.3 and finally results
are compared in subsection 5.6.2.

4.1. MOORING LINE CONFIGURATIONS
Briefly introduced in chapter 1 and in subsection 2.2.5 of chapter 2, the mooring line
design is a crucial part of the floater type choice. The main purpose of mooring lines
is the station-keeping of the floating structure and the ability to withstand a number of
environmental and external forcing for a very long period of time. Especially for float-
ing structures, mooring systems are of great importance for those three DOF motion
responses (surge, sway, pitch, and yaw) where the hydrostatic restoring forces/moments
are not present. Mooring lines can be classified for the material used and for the main
directions of restoring forces.

At present there are three main materials that drive the mooring line manufacturing
industry: chain, steel wire rope, and synthetic wire rope. Each of them is characterized
by its own pros and cons. Chain is the most common component used for offshore oper-
ations. Similar to chains, also steel ropes are very durable against sea bed abrasion and
saltwater corrosion [43]. On the other hand, synthetic ropes are cheaper, their price does
not fluctuate in time as much as steel price, and they are durable against fatigue damage.
Over the years, different types of materials have been tested, including nylon polyamide,
polyester, etc. Among these, the polyester fiber rope is particularly suitable for deepwa-
ter mooring applications due to its lightweight, high strength, low elastic modulus, and

37
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relatively low cost to manufacture. Synthetic ropes indeed, have a unique characteris-
tic of nonlinear elastic modules (AE) which increases with larger static load and higher
cyclic loading frequencies [59].

Concerning the restoring force classification method, there are two main variations
for the configuration, catenary line or taut-leg, as shown in Figure 4.1. In catenary con-
figuration, the mooring line can be divided into two parts, the suspended line which
is connected to the floating foundation, usually made out of a lighter material (nylon),
and the segment that lies on the seabed, which applies horizontal loads on the anchor.
Hence, a catenary line relies on the weight of chain links or clump weights to provide a
horizontal restoring force to the FOWT. A taut-line system is composed of wire or syn-
thetic ropes and is normally highly pre-tensioned. As a result, taut-line systems are usu-
ally quite stiff, both in horizontal and vertical directions, and can significantly reduce the
vertical motions of the FOWT, while damping in the lines is negligible.

Figure 4.1: Different line configurations (a) single-point taut mooring, (b) multi-point taut spread, (c) multi
catenary, (d) lazy-S configuration. Adjusted from [19]

4.2. MATHEMATICAL MOORING MODELS DESCRIPTION
External motion restraints such as mooring lines can be numerically coupled with Open-
FOAM v2012 in the dynamicMeshDict file in the constant folder of the case. Inside the
dynamicMeshDict file, the most important parameters are defined under the sixDoF-
RigidBodyMotionCoeffs (in the case where the solver sixDoFRigidBodyMotion was se-
lected). Together with the parameters defining the moving body and the 6DOF solver,
forces can be defined, such as constraint and restrain ones. Restraint forces indicate re-
action forces given by e.g. the addition of mooring lines, while constraint forces imply
that the floating object cannot move or rotate in certain directions, e.g. heave motion or
pitch rotation.

4.2.1. LINEARSPRING
The built-in version of OpenFOAM allows the introduction of a simple spring-type moor-
ing line model. The linear spring model, explained by Bruinsma in [7], is implemented
without any damping and the input for the line are a constant stiffness k and a resting
length lr . The force that the line can exert from the floater can be defined as follows:

F =−k
r

∥r∥ (∥r∥− lr ) (4.1)
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where r is the distance between two connection points.

4.2.2. WAVES2FOAMMOORING
A more advanced model has been developed by Jacobsen in the waves2Foam tool [51]
named waves2FoamMooring, which enables the user to introduce catenary-type moor-
ing lines and simple mooring lines. Even though this model is closer to reality compared
to spring lines (steady-model), it is still a quasi-steady model, so no interaction between
lines and fluid is detected, as well as no bending. There are three states in which the
lines can be initialized: simple state, hanging state, and resting state. In the simple state,
the touching point and the anchor point (where the spring is attached to an immovable
object) coincide. The resting state instead is defined when the touching point and the
anchor point are in two different positions. Finally, the hanging state is defined again
when the anchor point and the touching point are separate, but the angle that the sus-
pended line (between the touching point and the floater) makes with the seabed is ≥ 88
degrees. To implement this mooring line model in dynamicMeshDict, under restraints
inside sixDoFRigidBodyMotionCoeffs, the following line has to be added: sixDoFRigid-
BodyMotionRestraint mooringLine. More information must be added regarding the an-
chors positions, fairleads positions, mass per unit length, total length of the line, nominal
line diameter, and thickness (only for visualization purposes).

From the catenary configuration shown in Figure 4.2, the "catenary equations" can
be retrieved (considering the catenary line inelastic AE = 0):

l (x) = T0

P
sinh

(
T0

P
x

)
(4.2)

h(x) = T0

P
cosh

(
T0

P
x

)
− T0

P
(4.3)

where P is the weight per unit length and T0 is the tension at the fairlead point of the
sum of all external forces (wind, current, waves). From Equation 4.2 and Equation 4.3
one can retrieve the tension along a suspended line section 0 < l < l s:

T (l ) = T0 +Ph (4.4)

The mooring line will exert a horizontal and vertical force, TH and TV respectively, on
the floating structure. The larger the floating structure’s offset from its equilibrium po-
sition, the larger the reaction force will be. Considering again the catenary line to be
completely inelastic, Kel ast i c = 0, the geometric stiffness can be retrieved in the horizon-
tal and vertical direction, K11 and K33 respectively. To obtain explicit expression of K11

and K33, we need the relationship between a small change in dT resulting from small
displacement change dη [62], [43].

LT = l − l s +x = l −
√

h

(
h +2

TH

P

)
+ TH

P
arccosh

(
Ph

TH
+1

)
(4.5)

Differentiating the above equation with respect to TH , we obtain the following analytical
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Figure 4.2: Geometry of catenary line, taken from [62].

expression of mooring line horizontal stiffness due to line overall geometric deforma-
tion:

K11 = P(
ar ccosh

(
Ph
TH

+1
))
−

 2√
1+

(
2

TH
Ph

)
 (4.6)

The same can be repeated for the vertical direction with TV (l ) instead of TH (l ), obtain-
ing:

k33 = Ph +T0√
h2 +

(
2
(

T0
P

)
h
) (4.7)

4.2.3. MOORDYN
An advanced dynamic mooring line model moorDyn has been investigated, developed,
and implemented by Matthew Hall in 2017 [34]. MoorDyn is an open-source lumped-
mass mooring line model that uses a second-order Runge-Kutta integration method.
Described in subsection 2.2.5, lumped-mass is a type of spatial discretization of Newton’s
second law: the cable is broken up into N evenly-sized line segments connecting N+1
node points. Each segment of the cable has identical properties of unstretched length,
diameter, density, and Young’s modulus. The tension due to axial stiffness is defined as
follows

Ti+ 1
2
= E

π

4
d 2εi+ 1

2
q̂i+ 1

2
(4.8)

where E is Young’s elastic modulus, d is the cable nominal diameter, ε is the strain and
q̂ = ri+1−ri

|ri+1−ri | is the tangent of the segment i + 1
2 connecting the nodes i and i + 1. The

hydrodynamic forces, including the added mass and the cable drag, are calculated using
Morrison’s equation at each node i , and not at the segment centers, avoiding transverse
vibrations of wavelength twice the cable length, and consequently possible instabilities
[35]. First, the drag components (transverse and tangential) are defined

D = 1

2
ρCD dl | ṙi · q̂i − ṙi | ((ṙi · q̂i)q̂i − ṙi) (4.9)
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Figure 4.3: visualization of spatial discretization performed by moorDyn. ri is the position vector at each
node, li+1/2 is the segment length between node i and node i +1. Taken from [35]

where CD is the drag coefficient which assumes a different value for the transverse direc-
tion Cni and for the tangential direction Ct i . Similarly to the drag force, the added mass
can be defined in a transverse and tangential direction, which can be combined in a 3x3
matrix:

ai = ani +at i = ρπ
4

d 2l [Cni (I− q̂iq̂i
T)+Ct i (q̂iq̂i

T)] (4.10)

Combining Equation 4.9 and Equation 4.10, together with the submerged weight Wi , the
complete equation of motion for each node i is

(mi I+ai )r̈i = Ti+ 1
2
−Ti− 1

2
+Ci+ 1

2
−Ci− 1

2
+Wi +Bi +Dni +Dyi (4.11)

where C is the internal damping force in the segment and B is the vertical reaction force
applied to a node when it touches the ground [10]. MoorDyn model has the advantage
that it includes the following parameters: axial stiffness, internal damping forces, bend-
ing stiffness, line weight, buoyancy, seabed contact, and drag and inertia forces from
Morrison’s equation. Since this is a dynamic model, the fluid forces (so waves and cur-
rent) are implemented as well. However, torsion in the line is not taken into considera-
tion.

4.2.4. MOODY
An additional dynamic mooring model is Moody. Developed by Johannes Palm and
Claes Eskilsson in 2017 [71], is a finite element mooring dynamics model developed with
the special intent of capturing and resolving snap loads. The equation of motion for an
elastic cable including the bending stiffness can be written as:

γ0
∂2r

∂t 2 = dT

d s
+ f (4.12)

where γ0 is the weight per unit length, f is the sum of all external forces and T is the axial
tension, which can be defined as

T = E A0ε+ξε̇+T⊥ (4.13)
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In Equation 4.13 E A0 is the axial stiffness, ε and ε̇ are the strain and the strain-rate re-
spectively, ξ is the internal damping coefficient, and T⊥ is the shear force of the cable.
Equation Equation 4.12 is solved using a hp-adaptive discontinuous Galerkin method
[25]. The high-order formulation makes engineering accuracy achievable using only a
few high-order elements. The external forces f acting on the cables include the added
mass and Froude-Krylov forces, the drag force, the net force of gravity and buoyancy,
and seabed contact forces. Cable bending stiffness is neglected. Compared to moor-
Dyn, Moody’s code itself is not open source, but a precompiled shared library has been
provided that can be dynamically linked DLL with third-party OpenFOAM software [10].

4.3. MODEL SET-UP

Figure 4.4: Top view of the numerical domain with generation, propagation, and absorption zones

Figure 4.5: Side view of the numerical domain, with generation, propagation, and absorption zones

Figure 4.6: Floating box dimensions

The objective of the following model setup is to replicate the experimental results
of Wu et al. in [90] and the numerical SPH approximation of the results performed by
Dominguez in [24]. In the experiment, a box of dimensions 0.2x0.2x0.132, moored to
the bottom with 4 slack mooring lines, is left floating in nonlinear wave conditions in a
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wave basin at Ghent University, Department of Civil Engineering. The experiments are
performed in a 30.0 m long, 1.0 m wide, and 1.2 m high wave flume. OpenFOAM nu-
merical setup dimensions of the NWT are shown in Figure 4.4, and in Figure 4.5. The
dimensions slightly differ from the experimental setup due to a variety of reasons, but
mostly due to the enormous computational cost that it would take to run the simula-
tions with real domain lengths. In addition to that, in the experiments, the waves are
generated from the right side and are absorbed at the left side. However, following the
work of [24], in the CFD simulations waves travel from left to right.

The anchoring and mooring system can be visualized in Figure 4.4, with the distance
from the x-axis of the anchors, as well as the distance from the y-axis. The mooring
line fairlead and anchor positions are listed in Table 4.1. In the experiment, each slack

location coordinates (x y z) [m]
fairlead 1 (-0.100 0.100 -0.0736)
fairlead 2 (-0.100 -0.100 -0.0736)
fairlead 3 (0.100 0.100 -0.0736)
fairlead 4 (0.100 -0.100 -0.0736)
anchor 1 (-1.385 0.423 -0.5)
anchor 2 (-1.385 -0.423 -0.5)
anchor 3 (1.385 0.423 -0.5)
anchor 4 (1.385 -0.423 -0.5)

Table 4.1: Position of anchors and fairlead attachments to the floating box. Fairlead 1 and anchor 1 define
mooringLine 1, fairlead 2 and anchor 2 define mooringLine 2, etc

catenary mooring line was attached at the fairlead with an iron hook 0.005 m above the
box bottom, and this is the reason why in z-direction the box bottom is at 0.0786 m below
the free surface, while the fairlead points are at 0.0736 m. The input files for each of
the three mooring line model is presented in Appendix A. Other relevant parameters
for a correct mooring line setup are derived from the work of Dominguez [24] and are
listed in Table 4.3. In the same table, other relevant input parameters for the floating
box set up in the dynamicMeshDict directory are defined. Three fully nonlinear wave
conditions are simulated in the experiment: H12T18, H12T20, and H15T18. Due to the
high computational costs of the simulations, both time and memory required, only one
of the three conditions is reproduced in this work: H12T18. In the waveParameters.input
file needed by waves2Foam tool, the two wave cases are simulated using a second-order
Stokes theory.

case wave height [m] wave period [s] wave length [m]
H12T18 0.12 1.8 3.57

Table 4.2: Wave conditions simulated in OpenFOAM using waves2Foam

Following the results obtained in chapter 3, the NWT mesh is divided accordingly
with 10 cph (in the free surface region) and an aspect ratio of ∼ 1. The cells in the
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parameters values
Cable diameter 0.003656 [m]
Cable mass per unit length 0.0607 [kg/m]
line length 1.455 [m]
Cable axial stiffness (EA) 29 [N]
Box mass 3.16 [kg]
Box second moment of inertia (Ixx Iyy Izz) (0.015 0.015 0.021) [kg·m2]
Box center of gravity (x y z) (0.0000 0.000 -0.0126)

Table 4.3: Box and mooring lines relevant parameters

free surface region (−1.5·wave height ≤ free surface ≤ 1.5·wave height) are refined us-
ing snappyHexMesh utility with a level 2, hence the volume is 4 times smaller than the
base cells. Alongside the free surface region, also the region around the floating box is
refined with level 2 close to the boundary layer and with level 1 in a broader area. The
generation zone is 1 wavelength, the absorption zone is 2 wavelengths, and the propaga-
tion zone is 7 meters long (in accordance with the SPH simulation). The cell expansion
ratio in the two relaxation zones is chosen to be 0.5 (2), in accordance with the conver-
gence study performed in chapter 3. The initial mesh, after using both blockMesh for the
base mesh (10 cph), and snappyHexMesh for the box creation (searchableBox function)
is presented in Figure 4.7. The total number of cells after refinement adds up to a range

Figure 4.7: initial mesh set-up for the first wave case H12T18

of ∼ 650k cells, depending on the height of the simulated waves. The solver waveDyM-
Foam is used, introduced in chapter 2 (couple the wave generation toolbox waves2Foam
with the interFoam OpenFOAM solver for the 6DOF motions), together with a morph-
ing solver with dynamicMotionSolverFvMesh and sixDoFRigidBodyMotion solver. The
cells are allowed to move in a region around the floater patch delimited by 0.05 and 0.35
meters. The simulation considers no turbulence effects, hence the flow is laminar, in
accordance with [24]. For each of the three mooring line models studied, the simulation
was performed in the HPC cluster in 1 node and subdivided with the decomposeParDict
utility into 20 processors. The simulation was decided to run for 27 seconds (15 wave
periods simulated).
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4.4. SIMULATION RESULTS
Figure 4.8 and Figure 4.9 compare the linear motions in surge and heave direction. The
motions of the floating box using moody, moorDyn, and waves2FoamMooirng moor-
ing line models are validated against the experimental results obtained by Wu et al [90]
and against the SPH results obtained by Dominguez in [24]. The SPH model uses a
quasi-static mooring model with a piecewise extrapolating method (PEM) implemented
to extrapolate the mooring forces. In addition to heave and surge linear motions, also
pitch rotation is compared with benchmark results in Figure 4.10. The first thing that is

Figure 4.8: Comparing surge motion between experimental and SPH results with three mooring line models
using Navier-Stokes/VoF waves2Foam solver. Case H12T18

noticed while comparing the box motions is that there is a very good concordance be-
tween the experimental results, SPH, moody, and moorDyn in heave direction. A good
match is visible also in surge motion again for moody and moorDyn, even though the
linear displacement is slightly overpredicted, especially during the first ∼ 8 wave peri-
ods, and moody is a little bit overpredicting the motion compared to moorDyn, visible
in the bottom right plot of Figure 4.9. A different story is for pitch rotation, where moor-
Dyn underpredicts the rotation amplitudes, while moody after the first ∼ 4 periods cor-
rectly replicate the experiment. Regarding waves2FoamMooirng quasi-steady model, a
big discrepancy is found in all three displacements, especially in pitch motion. In Fig-
ure 4.10 the quasi-steady model highly overpredict the pitch rotation in such a way that
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Figure 4.9: Comparing heave motion between experimental and SPH results with three mooring line models
using Navier-Stokes/VoF waves2Foam solver. Case H12T18

the lines appear to be too short or too heavy for the simulation. Even though in the
setup of all three mooring models, the length at rest and the mass per unit length are
initialized as 1.455 meters and 0.0607 kg/m, in concordance with Table 4.1. Nonethe-
less, the problem is confirmed by the output file log.waveDyMFoam from OpenFOAM,
where at the peak of surge displacement, the lines go from restingState to simpleState,
meaning that the touching point coincides with the anchor point at max displacement.
This problem is further confirmed by comparing the box position at times 9 and 20 sec-
onds in Figure 4.11 and in Figure 4.12. The back and front mooring lines are respectively
stretched due to the wave motion, and the box seems to be dragged under the water sur-
face by the mooring lines in Figure 4.12 while in Figure 4.11 the floating box correctly
follows the water surface. Furthermore, at the times where the heave and surge motions
of waves2FoamMooring box are at a peak or thorough (which is also where it does not re-
semble anymore a sinusoidal shape) is also where the box sinks under the water surface
of alpha.water=0.5. The same discrepancy is visible in Figure 4.9, where in the bottom
left plot the heave motion of the box with waves2FoamMooirng is shifted below the ex-
perimental, meaning that the vertical motion is happening under the water surface.

The reason for the inaccuracy lies in the fact that waves2FoamMooring is a quasi-
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Figure 4.10: Comparing pitch rotation between experimental and SPH results with three mooring line models
using Navier-Stokes/VoF waves2Foam solver. Case H12T18

steady model, and it captures neither the fluid-line interaction nor the line bending. This
can lead to an unrealistic behavior of the lines, and consequently an unrealistic motion
of the box, which results in a non-sinusoidal motion in heave and surge directions and
in an overestimation of the pitch rotation amplitude. Another reason for the mismatch
of waves2FoamMooring could be related to the fact that the available input for the lines
is extremely limited compared to the two dynamic models. On top of the lineLength, an-
chor position and fairlead position, only the mass per unit length and the thickness can
be defined. On the other hand, for moorDyn and especially moody, much more param-
eters defining the lines are user-defined variables, such as EA, axial and normal added
mass coefficient, axial and normal drag coefficient, number of line segments, ground
stiffness and damping coefficient, and the time step used in the mooring integration.

By slightly changing the lineLength input parameter for waves2FoamMooirng in dy-
namicMeshDict, the problem previously faced is confirmed and partially solved. Indeed,
if the length at rest is changed to a value of 1.6, it is clearly visible now that the floating
box in heave and surge direction follows a sinusoidal motion. Obviously, the mass per
unit length is changed accordingly, to keep the total mass of 0.08832 kg. Even though the
results now resemble more the experimental and SPH ones, are still not enough accurate
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Figure 4.11: Box motion using moorDyn. From top left the time screenshot is taken after 9, 13, 20 and 23
seconds. The water surface is visualized with a contour line of alpha.water equal to 0.5, and the color map is

related to the water pressure. Case H12T18.

Figure 4.12: Box motion problem using waves2FoamMooring, at 9 and 20 seconds. water surface visualized
with alpha.water equal to 0.5.

compared to the ones obtained with moody and moordyn. Additional results of the ad-
justed line legth of the quasi-steady model of surge, heave, pitch motions as well as for
front and back line anchor tensions are shown in Appendix B.

The next result analysed is the tension at the anchor point for the front and the back
mooring lines. In the experiment, the anchor of each mooring line is connected to a
loadcell fixed to the wave flume bottom. Each loadcell measures the horizontal com-
ponent of the mooring-line tension (T) and has a measurement range of 100 N and a
sampling frequency of 1000 Hz. In the present study, since the lines are spatially dis-
cretized in N number of segments, the tension at the anchor point is simply the tension
experienced by the first segment of each line. In Figure 4.13 the anchor tension is plot-
ted against time. While moody overpredicts the force, moorDyn perfectly matches the
tension of the experiment and SPH results. The reason for moody’s mismatch is that the
model was intended and developed for detecting snap loads (a rapid increase in ten-
sion, which can place significant stress on the mooring line and potentially causing it
to stretch, deform, or even break). As expected, the tension on the front line (line 1) is
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Figure 4.13: Tension at anchor point is shown, where line 1 is a front line, and line 3 is a back line.
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higher than the tension experienced in the back line (line 2), respectively ∼ 1.1 N and
∼ 0.8 N. The quasi-steady model on the other hand overpredicts the tension by a factor
of ∼ 20 for both the front and the back line. This confirms once more the hypothesis of
bending absence causing the line to be "shorter" resulting in the tension spiking to ex-
tremely high values.

Apart from the motion results accuracy, another driver parameter for the choice of
the optimal mooring line numerical model is the computational time needed for per-
forming the simulations. Starting from the quasi-steady model, it required (133750.98
seconds) ∼ 37 hours of executionTime. Moody and moorDyn on the other hand respec-
tively needed (125659 seconds) ∼ 34.9 hours and (126081.12 seconds) ∼ 35 hours. The
results do not reflect the actual time needed, since for waves2FoamMooring the timestep
decreased significantly every time the box sank, hence requiring much more time to re-
solve complex hydrodynamics phenomena (overtopping). However, the executionTime
required to perform the 27 seconds simulation with the changed value of lineLength for
waves2FoamMooring of ∼ 35.4 hours is still comparable with the two dynamic models.
This consequently does not justify the poor results obtained with the low computational
time expected.



5
WIND/WAVES SIMULATION OF

OC4 PHASE II SEMI-SUBMERSIBLE

FLOATER

In the present chapter, the coupled aero-hydrodynamic responses of Phase II of OC4,
(semisubmersible-supported wind turbine system) are investigated. The three dimen-
sional Reynolds-Averaged Navier-Stokes (RANS) equations coupled with the k-ωSST tur-
bulence model are solved. First the model set up is described. Then the RAOs and damp-
ing ratios of the structure in 6 DOFs are determined by performing free decay tests. Then,
the effect of turbine aerodynamics on floating platform response is investigated with
proper comparison between the fully coupled wind/waves simulation and the FOWT
only in wave conditions without wind.

5.1. OFFSHORE CODE COMPARISON COLLABORATION
The Offshore Code Comparison Collaboration Campaign is an initiative that aims to
promote collaboration among researchers in the field of offshore wind. It focuses on
the comparison of numerical simulations and experimental data to improve the under-
standing and modeling of offshore wind turbine behavior. Participants exchange and
compare their numerical models, simulation methodologies, and experimental data sets
to assess the accuracy and reliability of different approaches.

Other research projects have investigated modeling approaches for offshore wind
systems, with specific focuses on wind turbine wakes IEA Task 31-30 [47], floating off-
shore wind systems (INNWIND) [50], or WaveLoads project where extreme wave load-
ing is studied [5]. The OC3 OC4, OC5, and OC6 projects are unique, however, in how
they are run with a large number of participants ranging from research institutions and
universities to and wind companies, using different modeling tools, theories, and ap-
proaches, with a concentrated effort to understand the drivers of modeling differences.

51
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The work is analyzed collectively, and multiple iterations of the results are computed to
better understand the reasons for the differences between participant results, thus al-
lowing for a better understanding of the topic.

5.1.1. OC4
In OC4 project [77] the main goal was to verify offshore wind modeling tools by compar-
ing simulated results of offshore wind systems from the various tools available (code-to-
code comparisons). Once again different foundations were investigated.

• OC4 Phase I: jacket, 50m water depth. • OC4 Phase II: floating semisubmersible,
200m water depth. Phase II involved the modeling of a semisubmersible floating off-
shore wind system developed for the DeepCwind project as shown in Figure 5.1. This
concept was chosen for its increased hydrodynamic complexity compared to the floating
system analyzed in OC3, the Hywind spar buoy. DeepCwind project aimed at generating
field-test data for use in validating floating modeling tools. The turbine modeled in this
project is the NREL 5MW Offshore Turbine [53], which differs slightly from the scaled
one tested by DeepCwind and further simulated in phase II of OC5. 21 different load
cases were performed in OC4 Phase II, considering varying levels of model complexity
and a variety of ambient loading conditions. The load cases are ordered in increasing
complexity, with three distinct groupings. The first group (1.X) is focused on static equi-
librium simulation, modal analysis, and free-decay tests. These simulations are run with
still water, and have the generator locked with a rotor brake. The second group (2.X) is fo-
cused on wave loading without wind and a locked rotor. The third and final group (3.X)
examines combined wind and wave excitation, including regular and irregular waves,
and steady and turbulent wind.

5.1.2. OC5
The Offshore Code Comparison Collaboration (OC3) and Offshore Code Comparison
Collaboration Continuation (OC4), operated under IEA Wind Tasks 23 and 30 through
code-to-code comparisons. Code-to-code comparisons, though, can only identify dif-
ferences and they do not determine which solution is the most accurate. To address this
limitation, the Offshore Code Comparison Collaboration, Continued, with Correlation
(OC5) was published [79], with the objective of validating offshore wind modeling tools
through the comparison of simulated responses to physical response data from actual
experiments.

• Phase I of the OC5 project analyzes two different data sets, both focusing on the val-
idation of hydrodynamic loads on cylinders, with no wind turbine present. • Phase II of
the project examines a more semisubmersible tested by DeepCwind in 2013 at MARIN
test center. These tests, conducted at a 1/50th scale, investigated the response of the
semi-submersible floater with a prototype turbine on top. The turbine is a scale repro-
duction of the NREL 5-MW reference wind turbine [54] with a flexible tower. The tower
diameter was much smaller than it should have been, to ensure that the scaled version
would match the first natural bending frequency.
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5.1.3. OC6
During the OC5 campaign, it was discovered that most state-of-the-art mid-fidelity mod-
els based on the Morison equation and/or the potential-flow theory underpredicted the
loads and motion of a semi-submersible offshore wind platform. The most significant
one occurred at low frequencies, outside the range of linear wave excitation. This re-
sponse underprediction can therefore be attributed to an underprediction of the non-
linear wave excitation or overprediction of the hydrodynamic damping at the surge and
pitch resonance frequencies. To better understand this issue, OC6 project was pub-
lished.

• Phase Ia of OC6 [87] showed that although the inclusion of full quadratic transfer
functions (QTFs) for the wave excitation from second-order potential-flow theory and
the addition of Morison drag improved the results, the predicted low-frequency response
was not close to that of the experimental measurements. • Phase Ib [88] assessed the
ability of higher-fidelity CFD simulation tools to accurately predict low-frequency hy-
drodynamic excitation and to overcome the issue. • Phase III [2], under the IEA Task 30,
focused on validating the aerodynamic loading on a wind turbine rotor undergoing large
support structure motions. Numerical models of the Technical University of Denmark
10 MW reference wind turbine were validated using measurement data from a 1:75 scale
test performed during the (UNAFLOW) project performed at the Politecnico di Milano
wind tunnel.

5.2. SIMULATION BACKGROUND & MOTIVATION
During the OC4 phase II code-to-code comparison campaign, many mid-fidelity tools
based on the potential flow panel approach were compared against each other. These
models, even though they have the advantage of simple implementation and low com-
putational time, have been shown multiple times to have theoretical and practical lim-
its. Potential-based panel tools such as AQWA, ANSYS, Orcaflex, and FAST (developed by
NREL), cannot directly incorporate the effect of fluid viscosity in roll direction so they do
not calculate any roll damping. In FAST and AQWA, an additional damping coefficient
based on experimental test data and implemented through the Morison strip-theory
equation or through the Ikeda theory is usually applied. Thus, to correctly reproduce
hydrodynamic loads with viscous roll damping, potential flow tools rely on experimen-
tal measurements. Moreover, as explained by Coulling et al in [16], to take into account
flow-separation-induced drag, a quadratic drag model needs to be implemented in FAST,
on top of the linear hydrodynamic forces. For OC4 semi-sub these coefficients are only
applicable to the 4 big cylinder buoys and not to the cross braces, creating a big limi-
tation, since for the DeepCWind semi-submersible a large component of the total hy-
drodynamic damping comes from flow-separation-induced drag. This also means that
potential panel tools are not able to capture complex viscous interference effects for the
motion of multi-structure platform geometries. Other theoretical limitations of potential
panel approach besides fluid viscosity are the assumption of uniform flow acceleration
and the inability of describing time-dependent force history correctly. Some physical
phenomena, such as wave run-up against semi-submersible columns and viscous flow
separation on the floaters, cannot be fully captured by the potential-based panel ap-
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Figure 5.1: OC4-DeepCwind floating wind system design

proach and the Morison equation. Nonetheless, CFD approach can directly include all
physical effects such as flow viscosity, hydrostatic stiffness, wave diffraction/radiation,
wave run-up, and slamming of a floating platform.

Several FOWT CFD simulations have been performed focusing on the coupled hy-
drodynamics/aerodynamics analysis of floating platforms. Cheng and Wan [13] used
the naoe-FOAM-SJTU solver with overset grid technique to simulate how the equilib-
rium position in surge and pitch changed while varying aerodynamic forces. Huang et
al. in [42] performed hydrodynamic simulations of the OC4-DeepCWind floater in free
decay tests, in regular waves, and in a survival condition with one mooring line bro-
ken. Tran and Kim in 2015 [85] used an unsteady hydrodynamic simulation using CFD
method with dynamic mesh and overset grid to study the hydrodynamic responses of
the DeepCWind semi-submersible floater under regular waves and compare it with a
potential-based panel software. Zhao and Wan in 2015 [91] studied the interaction be-
tween the wind turbine and its semi-submersible floating system for OC4-phase II by
comparing the floater RAOs and motions in wave and wind conditions first with a parked
rotor and then with an operating wind turbine. Liu et al [61] examined the effects of
the dynamic motions of the floating platform on the wind turbine aerodynamic perfor-
mance and the impact of the wind turbine aerodynamics on the behavior of the floating
platform and on the mooring system responses. Cheng et al. in 2019 [13] investigated
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the impact of unsteady aerodynamics on the hydrodynamics and rigid body dynamics
of the OC4 semi-submersible substructure. They additionally studied the influence of
6 DOFs on the inflow aerodynamics and wake characteristics using an in-house CFD
software based on OpenFOAM. A second paper from Tran and Kim in 2016 [84] com-
pared various computational results for unsteady aerodynamics, hydrodynamics, and
fully coupled aero hydrodynamics including mooring line loads with test data of OC5-
phase II and numerical results calculated by the NREL FAST code.

5.3. MODEL SET UP
The objective of this simulation set-up is to reproduce with OpenFOAM the phase II
of the OC4 campaign. The whole system consists of the NREL 5-MW baseline wind
turbine designed for offshore applications, the OC4 tower, the OC4 DeepCWind semi-
submersible supporting the tower and the mooring system. The platform is composed
of three offset columns with larger diameter heave plates, one center support column
for the wind turbine and a series of horizontal and diagonal cross-bracings. It is noted
that the diagonal cross-bracings have little influence on the platform motions, and the
platform is regarded as rigid body, hence to balance the computational accuracy and
computational time, they are not taken into account. Gross properties of the full-scale
semi-submersible platform are defined in Table 5.1. The characteristics of the NREL-

parameter unit value
Depth of platform base below SWL (total draft) m 20
Elevation of main column (tower base) above SWL m 10
Platform mass, including ballast kg 13,473,000
CM location below SWL along platform centreline m 13.46
Platform roll inertia about CM kg ·m2 6.827E+9
Platform roll inertia about CM kg ·m2 6.827E+9
Platform yaw inertia about platform centreline kg ·m2 1.226E+10

Table 5.1: Platorm gross properties

5MW offshore turbine and the tower are listed in Table 5.2. The system is attached to

parameter unit value
Rated power MW 5
Hub height m 90
Rotor mass kg 110,000
Nacelle mass kg 240,000
Tower mass kg 347,460
Coordinate location of RNT CM m (-0.2 0.0 64.0)

Table 5.2: Turbine gross properties

the ground with three slack catenary mooring lines, which provide restoring forces for
those degrees of freedom that are not damped by hydrostatics or hydrodynamics (yaw,
sway, surge). The mooring lines characteristics are listed in Table 5.3. By performing
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parameter unit value
Number of mooring lines - 3
Angle between adjacent lines deg 120
Depth to anchors below SWL m 200
Depth to fairleads below SWL m 14
Radius to fairleads from platform centerline m 4.0868
Radius to anchors from platform centerline m 837.6
Equivalent mooring line mass in water - air kg/m 108.63 - 113.35

Table 5.3: Mooring lines gross properties

some simple calculations to combine the properties of the turbine with the floater, the
characteristics of the full FOWT system are derived and listed in Table 5.4.

parameter unit value
Structural mass kg 1.407E+7
CM location below SWL m 9.6475
CM location along x-axis m -9.844E-3
Total structure roll inertia about CM kg ·m2 1.1E+10
Total structure pitch inertia about CM kg ·m2 1.1E+10
Total structure yaw inertia about CM kg ·m2 1.226E+10

Table 5.4: FOWT full system main properties

The hexahedral computational domain is generated using blockMesh utility. Its di-
mensions change depending on the wavelength generated by waves. As studied in the
convergence study in chapter 3 for x-direction, the inlet generation zone is 1 wavelength,
the absorption zone is 2 times the wavelength, and the propagation zone is as well 2
wavelengths. In y-direction, the width of the NWT is equal to the propagation zone
length, so twice the wavelength simulated. In z-direction, the height of air is chosen
to be 1.5 times the height of the OC4-NREL-5MW turbine tower, so 2 ·90, while the water
depth is 200 m according to the simulation set-up specifications of OC4 phase II. Fol-
lowing again the results of the convergence study chapter, the size of the cells in the free
surface region is 10 cph, meaning that the total number of cells varies with the type of
generated waves. The geometry of the OC4 semi-submersible is created using the open-
source CAD software SALOME [81] and then exported as an stl file . It is then imported
in openFOAM through snappyHexMeshDict, and it is snapped, castellated, and refined
with cells for the boundary layer, to capture the flow separation and viscous drag at the
fluid-structure interface. The momentum equation for the fluid flow Equation 2.17 is
closed using the k−ωSST turbulence model, to capture the vortices and turbulence flow
around the edges of the structure.
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Figure 5.2: (a) side view

Figure 5.3: (b) top view

5.3.1. MESH CONVERGENCE

In order to perform the simulations and to avoid the mesh having any influence, a grid-
convergence study is performed. Four different mesh configurations with slightly differ-
ent geometries, with different levels of refinement, different expansion ratios, and dif-
ferent boundary layer thicknesses and numbers of cells are generated and compared.
The number of cells per mesh is shown in Table 5.5. They are compared by performing a
surge free decay test: the OC4-phase II semi-submersible is initially displaced 10 meters
in the positive x direction and is left free. These free decay simulations are performed
with no wind, no waves, and no current. The density of air is 1.225 kg /m3 and the wa-
ter density is considered to be 1025 kg /m3 (as salty water). The static pressure at the
far-field boundary is assumed as 101,325 Pa. The effect of eddy viscosity and flow tur-
bulence is captured with the turbulence model k −ωSST since the results obtained by
Tran and Kim in [85] clearly showed that in free-decay tests, the best viscosity models
are either laminar flow, k −ωSST, or Spalart-Allmaras models. Only one DOF is allowed,
which is the linear displacement along the x-axis. The floater is supposed to oscillate for
a period of transient time until it finds its equilibrium position and reaches a steady state
solution. For this reason, the simulations are run for a very long time, 600 seconds, to let
the solution reach a steady-state. The mooring line model used for this study is moody.
Moody has been chosen over moorDyn, since this FEM model is especially accurate in
capturing snap loads section 4.2. Hence for large free decay motions, it must be more
accurate, especially for surge, sway, and yaw directions in which there are no hydrody-
namic restoring forces.

The results of the surge free-decay tests are presented in Figure 5.4 and in Appendix C
all four meshes are displayed both from a yz plane (front view) and from a xz plane (side
view). From the results of the surge free decay, the most damped simulation is the fine
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mesh coarse medium-coarse medium-fine fine
# cells 1.138 M 1.657 M 2.246 M 2.532 M

Table 5.5: Mesh convergence study

mesh, while the less damped one is the coarse mesh. This is due to the absence of viscous
damping due to an accurate representation of the surface and of the water/air interface.
For this reason, the coarse mesh is excluded a priori. The medium-coarse, medium-fine,
and fine meshes all show very similar results in the decay test, with an error that is less
than 1%, meaning that the mesh has zero influence on the accuracy and precision of the
results obtained. As a consequence, the medium-coarse mesh, with 1.657 million cells is
chosen for the next simulations.

Figure 5.4: Results of mesh convergence study

5.4. OC4/OC5 FREE DECAY TESTS
In this section, free decay in 4 DOFs is simulated: surge, sway, heave, and pitch. This
is done to make sure that all the models and assumptions of the setup are correctly
tuned. These include the mesh motion model, the boundaries, the mooring line dy-
namic model, the turbulence model, and the approximation schemes for the solution.
The results obtained with the present study are compared with the experimental ones
obtained by [16], and other studies, both low fidelity (FAST, AQWA, Simo/Riflex) and
high fidelity (unsteady CFD, OpenFOAM). It was chosen to analyze the free decay test re-
sponse in 4 DOFs and not in all 6 for time constraints. Hence, it was considered enough
for validation purposes to only analyze the responses for surge, sway, heave, and pitch.
This is because, in heave and pitch, the influence of mooring line model choice and
setup has little to no influence. On the other hand, hydrostatic stiffness and viscous
flow phenomena such as viscous damping, vortex shedding, viscous drag, and skin fric-
tion are the main contributors to the stiffness matrix K of Equation 2.6, which brings
the system back to its original state. On the other hand, surge and sway tests are highly
dependent on the parameter setup and choice of the mooring line model, since moor-
ing stiffness is the only active force bringing the system back to its equilibrium state,
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Figure 5.5: representation of the full meshed domain with ParaView. To notice the different cell size in the
FOWT boundary layer and in the free surface region

DOF exp FAST AQWA unsteady CFD OpenFOAM Present
Surge 107.0 107.0 112.5 108.1 107.2 109.6
Sway 112.0 113.0 112.5 114.5 - 110.3

Heave 17.5 17.3 17.4 17.8 17.5 17.9
Roll 26.9 26.7 24.7 25.3 - -

Pitch 26.8 26.8 25.8 25.2 27.4 25.7
Yaw 82.3 82.7 80.2 83.3 - -

Table 5.6: Natural periods for 6 DOFs

and without them, the floater would find a new equilibrium position. In surge and sway,
however, fluid damping as viscous drag or is important to dampen the oscillations, hence
are contributions to the damping matrix B of Equation 2.6 but have no influence on the
stiffness K . The initial displacements for the free decay tests are presented in Table 5.7.

DOF displacement
Surge 22 m
Sway 20 m

Heave 6 m
Pitch 8 deg

Table 5.7: Initial displacement free decay tests

The two main results from free decay tests studied to validate the setup of the OC4
DeepCWind semi-submersible are the natural periods and the damping ratios. First,
in Figure 5.6 the free decay motions in the time-domain are compared with benchmark
results from literature: OrcaFlex diffraction model (low-fidelity model for RAOs calcula-
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tions from OC4 phase II code comparison), and unsteady CFD from Tran & Kim [85].

To initialize the free decay test in surge, sway, and heave it is straightforward since
the translations are linear. The fairlead points were just translated by the same amount
stated in Table 5.7. For the pitch free-decay test the initial set-up is a bit more com-
plicated. To determine the new fairlead attachment points for the three mooring lines,
rotational matrices had to be used. By performing a matrix product between the pitch
rotational matrix Ry (β) (where β is the pitch angle in radians) and the initial fairlead
position matrix, the rotated position is retrieved.

cos(β) 0 si n(β)
0 1 0

si n(β) 0 cos(β)

 ·
x

y
z

=
x ′

y ′
z ′

 (5.1)

In order to retrieve the correct rotation angles as a result, the same rotational matrix
needs to be applied to change the orientation of the axis for the floating system in the
simulation. This, in fact, is not any more consistent with the "fixed" earth coordinate
system but is rotated around the y-axis by the angle β. In case one wanted to analyze
the yaw or roll-free decay, the same procedure described above can be followed, but
replacing the pitch rotational matrix, with the roll Rx (θ) or the yaw Rz (γ) one.

From Table 5.6, where the natural periods results are shown, the values correspond-
ing to sway, heave, and pitch free-decay tests are totally in accordance with the unsteady
CFD and OpenFOAM benchmark results. Compared to experimental values, there is a
little more difference of 1.7 s, 0.4 s, and 0.7 s respectively. However, these errors in per-
centage do not rise above 2.6% meaning that the results can be considered correct. A
slightly higher difference of 2.7 seconds is found in the surge decay, and to detect the
reason for this discrepancy more studies need to be conducted. The difference, how-
ever, is less than 2.5%, making the results accurate enough to overlook this deviation.
As pointed out by [44], although both the model tests and the simulation were based on
exactly the same design and specifications, differences existed between the simulation
model and the physical scale model. These are the mass distribution, and the struc-
tural flexibility of the turbine rotor and tower, and the parameters for the mooring line
setup. Hochkirch in [39] added that the differences between model-scale flows and full-
scale flows can have significant effects due to the relatively different boundary layer and
wave breaking, which are concerned primarily with the changes between model-scale
and full-scale model.

To validate the model, besides the natural periods’ comparison, the damping ratios
must also be determined and investigated. The damping ζ describes how oscillations
and vibrations in the system decay after an initial perturbation from the equilibrium
state. Since the whole floating system is considered to be underdamped (damping ratio
< 0.5), and the only damping comes from viscosity, hydrodynamic, and mooring lines,
the damping ratio is determined through the logarithmic decrement method. The loga-
rithmic decrement is defined as the natural logarithm of the amplitude ratio of any two
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Figure 5.6: Results of free decay motions in time domain in order from top left to bottom right: surge, sway,
heave, pitch.

successive peaks:

δ= 1

n
ln

x(t )

x(t +nT )
= ln

x(1)

x(3)
(5.2)

where x(t ) is the overshoot (amplitude - final value) at time t and x(t +nT ) is the over-
shoot of the peak n periods away, where n is any integer number of successive, positive
peaks. The damping ratio is then found from the logarithmic decrement by:

ζ= δp
4π2 +δ2

. (5.3)

To determine the damping ratio ζ, the logarithmic decrement δ is determined between
each consecutive peak. Figure 5.7 shows the damping ratios for surge, heave, and pitch
over the initial cycle amplitude in the free decay test. The results indicate that some
discrepancies are found also in the damping, but the overall trend is in accordance with
both experimental and unsteady CFD benchmark results. This means that overall the
present results are in good agreement with the high-fidelity and experimental model
results.
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Figure 5.7: Damping ratios determined with the logarithmic decrement. From top left: surge, heave, pitch.

5.5. OC6 FREE DECAY TESTS
In order to finalize the validation in free decay tests, the present OpenFoam model is
compared with OC6 phase I results [87]. This is done to confirm whether the current
OpenFOAM model is correctly initialized or not. This comparison serves as proof to
check if the discrepancies between the present model and the OC4/OC5 can be reduced
or are intrinsic uncertainties between experimental results, potential flow solvers, and
the fully non-linear viscous solver.

The OC6 phase I campaign was undertaken to investigate the underprediction of
low-frequency hydrodynamic loads and responses in surge and pitch obtained during
OC4 and OC5. During this campaign, different software and tools are validated against
new experimental results obtained from wave basin testing. The experiments performed
for OC6 phase I use the same semi-submersible floater as used in OC5, with slight differ-
ences in the draft, mass, and mass moments of inertia which will not be mentioned here,
but are explained in detail in [78]. The main differences in the testing are made to the
mooring lines. The mooring system is in fact replaced by a linear spring and wire moor-
ing system that reproduces the angle at the fairlead and the linear response behavior of
the original catenary system. The OpenFOAM required inputs for initializing a linear-
spring restraint are minimal: fairlead and anchor points, length at rest (m), stiffness EA



5.5. OC6 FREE DECAY TESTS

5

63

(N), and linear damping (N.s/m). The only value not explicitly given in the OC6 NREL
reference paper [78] was the damping, which is assumed to be 0 since the lines are taut.

The focus of this campaign was indeed on pitch, heave, and surge DOFs, and in Fig-
ure 5.8 the free decay tests in those DOFs are presented. At first glance, the results seem

Figure 5.8: Comparison of free decay test in surge, heave, and pitch direction between the present
OpenFOAM results, experimental results, and DNVG results using potential flow solver Bladed

to confirm the small discrepancies found during the OC4/OC5 comparison. However,
since for this campaign, the data given was more accurate and more complete, the errors
both in phase and in the natural period in all the 3 DOFs do not exceed 1.5%, meaning
that the accuracy of the present CFD model is increased. However, the main difference
is in the amplitude of the oscillations, which in the present study are more damped. This
is explained by the fact that OpenFOAM is a high-fidelity CFD software, which includes
non-linear viscous effects: viscous drag, skin friction, and vortex-induced drag.

After completing the thorough study comparison to validate the present hydrody-
namic model, the next step is to simulate the floating system in non-linear regular wave
trains and under a constant thrust force reproducing the presence of the rotor in a wind
field.
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5.6. EFFECT OF AERODYNAMICS ON HYDRODYNAMICS

In this section, the effect of rotor thrust force on the hydrodynamics of the floater is going
to be analyzed. Different conditions are examined, in order to have a complete overview
of the effects and discrepancies. Several wave trains with different intensities will be
simulated, each one accordingly associated with a wind speed and a thrust force. Each
condition is characterized by waves with varying wave height H , wave period T , wave
length λ and by a wind speed and the associated thrust force. Table 5.8 shows the 3 cases
examined. Each wave type has been selected so that "all" sea states are tested, from calm
(case 1), mild (case 2), to rough (case 3). Each of these cases has been carefully selected
from literature and experimental campaigns. Specifically, case 1 is taken from the OC4
code-to-code comparison campaign [45], case 2 is taken from Zhao and Wan [91], and
case 3 is taken from Cheng and Wan [13].

case height (m) period (s) wavelength (m) wind speed (m/s) thrust (kN)
Case 1 6 10 156.13 0 0
Case 2 3.66 9.7 146.90 5 268.9
Case 3 4 10.0 156.13 11 790.615

Table 5.8: non-linear periodic regular wave and wind field with associated thrust force analyzed cases

5.6.1. MODEL SETUP AND ASSUMPTIONS

In every case, non-linear regular second-order Stokes waves are numerically simulated
with the waves2Foam toolbox. The mesh morphing technique solving the Laplace +
diffusivity equation to accommodate the 6DOFs of the floating system is performed in
OpenFOAM with the use of the 2-phase dynamic mesh solver waveDyMFoam. The wind
field will be simulated by assuming a constant thrust force at the hub height (90m above
MWL). The application point of this constant load is rigidly connected to the COG of
the floating system, hence it moves accordingly to the motions of the semi-submersible.
This strong assumption is justified in the subsection 5.6.2, where a comparison between
all the forces at the floater boundaries is made and it is further explained and justified.
The thrust values shown in Table 5.8 are directly determined from the official thrust
curve of the NREL 5MW reference turbine for offshore applications Figure 5.9, given the
correspondent wind speed. Besides the thrust load, an additional important input value
for regular wave simulations is λ. This parameter is often not provided in the literature,
since it is dependent on the wave period and water depth, values which are usually given.
For this reason, λ is defined through the non-linear dispersion relation (Equation 5.4);
and with the help of Matlab native function fsolve it can solved as a system of non-linear
system equations.

λ= 2T
g

2π
tanh

2πD

λ
(5.4)
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Figure 5.9: Thrust curve of 5MW NREL reference offshore turbine [54].

5.6.2. RESULTS

All the results obtained with OpenFOAM are compared with benchmark results taken
from the literature. Additionally, the most relevant outputs are also compared with Open-
FAST results. OpenFAST is a mid-fidelity open-source software developed by NREL to
simulate onshore and offshore turbine behaviors. OpenFAST is coupled with the ex-
ternal hydrodynamic solver HydroDyn, a software based on the second-order potential
theory to analyze wave structure interactions. The Boundary Element Method (BEM)
is used to solve for the velocity potential and fluid pressure on the submerged surfaces
of the bodies to solve the diffraction and radiation problems. These solutions are then
used to obtain the relevant hydrodynamic parameters including added-mass matrix A,
damping coefficients matrix B , hydrostatic stiffness coefficients matrix C , exciting forces
Fhydr o , response-amplitude operators (RAOs), pressure, fluid velocity, and the mean
drift forces and moments. These parameters are all required inputs in OpenFAST to solve
the equation of motion Equation 2.6. The mooring stiffness matrix K is obtained by cou-
pling OpenFAST with an external mooring line solvers (MAP, FeamMooring, moorDyn).
Whereas, the aerodynamic external forces Faer o are solved by AeroDyn, a time-domain
wind turbine aerodynamics module, that enables aero-elastic simulation to calculate all
the forces on the rotor by applying the actuator line theory [75].

CASE1
The results for case1 show the behavior of the FOWT under regular waves. The present
OpenFOAM results are compared with present OpenFAST and benchmark OrcaFlex val-
ues. The simulations in OpenFAST and OpenFOAM are run for a total of 600s and 300s,
while the OrcaFlex time-domain results are only given for 60s. For completeness, for
each DOF analyzed (surge, heave and pitch), on the left, the response of the full time-
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Figure 5.10: Snapshot of the FOWT at t=0.0s (start of the simulation) using ParaView postProcessing for case 3.
Contour surface at 0.95 alpha_water for capturing the surface elevation. Color grid representing the fluid

dynamic pressure

domain simulation is shown and on the right, a zoom on the time window between 200s
and 250s is displayed. The full-time-domain outcomes on the left are represented to
spotlight the shift between transient phase and steady state solutions. For each of the
three DOFs the transient has a slightly different duration, which is driven by the natural
period length and by the overall amplitude. The larger these two values are the longer the
transient will last. However, a similar trend can be noticed, because after ∼ 150s all three
have reached a somewhat converged solution. The entire time result plot also shows a
first approximation of the amplitude and phase accuracy of the results. Indeed, surge
and heave seem to overlap reasonably well with the OrcaFlex and OpenFAST outcomes.
On the other hand, OpenFOAM pitch displacement appears to be overdamped, resulting
in a lower amplitude range. These preliminary conclusions are further confirmed by the
zoomed plots on the right-hand side. Once again, for surge and heave the mismatch in
phase and amplitude is negligible, while for pitch the discrepancy is highlighted in Fig-
ure 5.14. In order to identify the reason for this mismatch, it is useful to remember that
case1 simulation involves only non-linear regular waves, wind forcing is not considered
yet. This might allow viscous damping to play a more important role than in case2 and
case3, leading to slightly more damped results than in potential-flow solvers. Similar
outcomes were however obtained in section 5.4 and section 5.5 for the free decay tests:
the results in heave and pitch resulted in a shorter natural period, with a higher critical
damping ratio.

The mooring line tension comparison is a more sensible value to compare since the
mooring model used could be substantially different. Figure in the left of Figure 5.15
shows the fairlead point tension variation in time of the front central line. This value is
important because it is the mooring line aligned with the wave direction, generating the
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Figure 5.11: Snapshot of the FOWT at t=40.0s using ParaView postProcessing for case 3. Contour surface at
0.95 alpha_water for capturing the surface elevation. Color grid representing the fluid dynamic pressure

Figure 5.12: CASE1 surge time-domain floater displacement

highest forces in the lines. On the right, the anchor tension of the mooring line on the
right-hand side (facing the waves) is plotted. Surprisingly, for the center line a very good
match is found with OrcaFlex mooring results, especially for the amplitude range, where
both results perfectly overlap. A substantial deviation resulted for the anchor tensions of
line 1, in which the present OpenFOAM values outcomes ranged between 700.5kN and
711kN, while OrcaFlex ones oscillate between larger amplitudes of 697.5kN and 714kN.
This discrepancy is not negligible, and deeper studies need to be performed to accurately
address the problem, which could be related to a different mooring initial setup, or to an
intrinsic diversity in the numerical mooring models.

CASE2
Case2 (from Table 5.8) represent mild environmental conditions. In addition to case1,
case2 also simulates the forces of a uniform 5m/s wind field on the FOWT. This is ac-
complished by simulation in OpenFOAM a constant thrust force applied at a point at
hub height (90m above SWL), mimicking the real behavior of aerodynamic forces on
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Figure 5.13: CASE1 heave time-domain floater displacement

Figure 5.14: CASE1 pitch time-domain floater displacement

FOWT. The assumption of constant thrust force is justified in the following results. Once
again, as it was done for case1, the results are confronted and validated against potential-
flow results obtained with OpenFAST, and this time with literature CFD results taken
from [91]. First, the displacement motions are shown in surge and pitch direction, to-
gether with the surface elevation profile. Then, additional results on the forces acting on
the floater body are shown. The interface height is captured through the usage of wave
gauges in OpenFOAM, with the postProcessing function object interfaceHeight available
for OpenFOAMv-2012. The time surface elevation is an extremely important parame-
ter to check, since all the simulation outcomes are affected by it. For this reason, the
wave gauge position must be carefully chosen, to find a location in the refined mesh re-
gion that resent the influence of neither the generation relaxation zone nor the semi-
submersible reflected and radiated waves. The interface height of Figure 5.16 shows
that a perfect match is obtained between the analytical solution of second-order Stokes
waves and the numerical simulated one. The only little differences visible are in the peri-
ods around 60s but those discrepancies are encountered in the transient solution (before
150s) and consequently can be safely ignored.
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Figure 5.15: CASE1 mooring tensions in kN

Figure 5.16: water/air interface elevation in time. Comparison between numerical and analytical solutions

After performing a brief mesh sanity check, the floater displacements can be pre-
sented. Both pitch and surge time displacements show a good agreement with poten-
tial flow and CFD results. However, some important facts must be noted. Starting with
surge displacement (left plot of Figure 5.17), it is interesting to see that even though the
transient of OpenFOAM and OpenFAST seem to be exactly opposite one another with
respect to phase, the steady-state solution is in good accordance between the two, with
OpenFOAM new surge equilibrium position being located in slightly more positive x di-
rection. Nonetheless, the "opposite" transient behavior is mainly driven by a different
initial setup of the numerical simulations. In this regard, in OpenFOAM the floater is
first moved in the negative x direction (in the numerical domain this means that the
floater is moved towards the generation zone of the waves) because the overall COG of
the FOWT is shifted due to the overhang of the rotor nacelle assembly. Then the FOWT
oscillates between positive and negative values until it reaches a stable position at a value
of x =+5.5m. In OpenFAST, the overhang of the RNA is not possible to capture, and this
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Figure 5.17: CASE2 surge and pitch time-domain FOWT displacements

Figure 5.18: CASE2: on the left comparison between aerodynamic and hydrodynamic forces, on the right
hydrodynamic forces from reference paper CFD [91] and present OpenFOAM.

explains why the transient behavior is symmetrical to the OpenFOAM one since the first
FOWT motion in negative x direction is not captured. Pitch motion, presented on the
right plot of Figure 5.17, is compared with OpenFAST and CFD results from [91]. The
higher pitch amplitude seen in OpenFOAM could be explained by the assumption of
constant thrust force. This indeed could lead to higher mean aerodynamic force seen by
the turbine rotor. Moreover, due to the uncoupled behavior of hydrodynamic-induced
motions and aerodynamic forces, some damping effects such as aerodynamic damping
are not captured, resulting in an unrealistic overestimation of the motions.

As previously anticipated, the assumption of constant thrust force to resemble the
rotor aerodynamic forces in a 5m/s uniform wind field needs to be supported. This is
done by plotting in the same graph the total hydrodynamics forces in the x direction on
the floater boundary and the aerodynamics ones. The comparison showed in Figure 5.18
highlights the different magnitudes of the two forces. Hence, the hydrodynamic forces
oscillate with the wave period in a range between 8MN and −8MN, while the aerody-
namic force is constant at a value of 0.268MN. This means that there are almost two or-
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ders of magnitude of difference between the hydrodynamic and the aerodynamic forces
applied to the FOWT. This argument supports the choice of simulating a constant aero-
dynamic force when the main focus of the simulation is the hydrodynamics, such as this
thesis. This strong choice helped significantly reduce the overall mesh count that would
have been needed if the rotor was also represented. However, all the aerodynamic ef-
fects, such as wake rotor interaction, aerodynamic damping, unsteady aerodynamics,
laminar/turbulent boundary layer transition in the airfoil, and overall rotor efficiency
and power production cannot be studied with this kind of setup.

By using "libforces.so" library as functionObject in OpenFOAM, it is possible to re-
trieve many more output values that can be used for further validation of the model.
These are in fact all the forces and moments applied to the floater boundary, with dis-
tinctions between viscous and pressure ones. Once all the force and moments applied

Figure 5.19: CASE2 comparison between viscous and pressure total forces and moments on the floater
boundary.

Figure 5.20: In the left figure, pressure force against time in x, y, and z direction. In the right graph, pressure
moment against time around x, y, and z axis. Case 2

to the different cylinders of the semi-submersible are obtained from a CFD software,
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Figure 5.21: In the left figure, viscous force against time in x, y, and z direction. In the right graph, viscous
moment against time around x, y, and z axis. Case 2

one can easily determine the added mass and drag coefficients which in turn can be
used for potential-flow and panel-based solvers, such as OpenFAST and OrcaFlex. In-
deed, for slender structure members λ> 5D (wavelength > 5 times the member diame-
ter), sufficiently small to allow the gradients of fluid particle velocities and accelerations
to be neglected, wave loads may be calculated using Morison formulation for forces.
Consequently, in these conditions, with the coefficients tuned from high-fidelity tools,
potential-flow solvers can be safely used instead of CFD ones, saving precious computa-
tional time.

CASE3
Case3 represents "survival" environmental conditions, with 4m wave height, 10s wave
period, and 11m/s wind speed, which from Figure 5.9 corresponds to almost the rated
wind speed and therefore to the highest thrust force applied to the turbine rotor. The
main purpose of simulating such conditions is to prove that the model works well even
in such a scenario. Considering indeed that most of turbines nowadays are built and
designed to be operational for 25-30 years, it is not unlikely that conditions like case3 or
worse are encountered throughout the FOWT lifespan. These types of simulations, with
even stronger winds and higher waves, are called survival simulations, and have the ob-
jective of verifying whether or not the FOWT is able to withstand such harsh conditions.
If the design is not optimized enough, then the whole process of modeling the FOWT
must iterate until such certification of survival is obtained. Usually for survival condi-
tions, the 30 or 50-year most probable extreme (MPM) for wind speed and wave height
is calculated from the metocean data, and the hydrodynamic survival conditions sim-
ulation is performed based on those values. In this case, since the goal of this chapter
is validation and not proof of concept or design process of FOWT, the rated wind speed
with 4m waves is considered to be a strong enough case with sufficient accessible data
to compare the outcomes. Additionally, in strong environmental conditions, the stabil-
ity of the OpenFOAM model is also checked: strong and sudden accelerations caused by
the intense thrust force cause high moments on the floater and snapping loads on the
mooring lines, testing the quality and stability of the model.
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Case3 OpenFOAM results are compared with the results obtained by Cheng and Wan
in [14]. First, the FOWT waves induced motions in surge and pitch are presented. Sim-

Figure 5.22: CASE3 FOWT motions. Left graph surge, right graph pitch.

ilar conclusions to case2 for the motions can be drawn as well for case3. Figure 5.22
compares FOWT motions between present OpenFOAM, OpenFAST, and [14]. Surge (left
graph) shows that acceptable agreement is found between CFD results and OpenFOAM
ones, with the CFD surge equilibrium position slightly more downwind than OpenFOAM,
respectively ∼ 12.5m versus ∼ 12m. Nonetheless, the amplitude motions have compa-
rable values, meaning that the RAOs are similar. OpenFAST result is in accordance with
the amplitudes, but with a significantly different equilibrium drifted position in the x di-
rection, of roughly 7 meters in positive (downwind) direction. More accordance is found
in pitch motion, shown in the right graph of Figure 5.22. Similar mean pitch inclinations
are obtained between OpenFOAM and CFD reference results. More discrepancy is seen
between the amplitudes (as it was for case2), where OpenFOAM overpredicts maximum
and minimum pitch displacement. OpenFAST pitch results have a lower mean equilib-
rium position and an analogous amplitude range, similar to the trend found in surge.

To more precisely compare the motion response of the FOWT, motion RAOs for the
three software are further evaluated. The motion (surge, pitch, and heave for case1) am-
plitudes are estimated by averaging the amplitudes within the steady-state results, that
is the converged section from 200s onwards. For each motion amplitude, the local max-
ima and minima are extrapolated from the dataset. An example of this process for case3
is shown in Figure 5.23. These values are then normalized with the amplitude of the
non-linear regular wave to obtain the response amplitude operator (RAO). The motion
RAOs are determined for case 2 and case 3 for surge and pitch, while for case 1 for surge,
pitch, and heave Figure 5.24. Employing motion RAOs is a smart and simple way to
non-dimensionally compare the responses of the FOWT due to environmental forces.
As explained in the background theory chapter (chapter 2, motion RAOS represents the
response amplitude of the FOWT related to the external motion amplitude that caused
the motion. The higher the motion RAOs are, the more extreme the FOWT motions are
in relation to the external force, and consequently the FOWT gets closer to the resonance
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Figure 5.23: CASE3 FOWT motions extrapolation of local maxima and minima to determine motions RAOs

Figure 5.24: CASE3 FOWT motion RAOs. Left graph RAOs for case1. Right graph RAOs for cases2 and 3.

region of Figure 2.3. Indeed, surge and pitch RAOs for case1 are significantly lower than
the RAOs of cases 2 and 3, even though the environmental conditions for case 1 are more
extreme (Hs=6m) than those of cases 2 and 3 (respectively Hs=3.66m, Hs=4m). This
means that the design of OC4 FOWT has natural periods closer to the wave period of
the case in which the motion RAO is the highest. From motion RAOs one can also ex-
trapolate in which direction the FOWT is going to experience the highest responses, and
consequently increase the damping or the stiffness in that translation/rotation direction
avoiding materials from reaching the Ultimate Limit State ULS or incurring fatigue is-
sues.

The same logical reasoning could also be applied to forces and moments, hence ob-
taining load RAOs for surge, sway, heave and moment RAOs for roll, pitch, and yaw. Also
the mooring line tension can be visualised in terms of load RAOs, simplying the compar-
ison between different possible configurations. Load RAOs have kN /m as the unit of
measurement (while motion RAOs have m/m) since the load amplitude response of the
FOWT (kN ) is normalized by the wave amplitude (m). Comparing the load forces and
moments RAOs for the three cases, in surge and heave direction for forces and in roll and
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Figure 5.25: CASE3 FOWT load RAOs. The left graph force RAOs for case1. Right graph force RAOs for cases 2
and 3.

pitch direction for moments, the results presented in Figure 5.26 are obtained.

Figure 5.26: CASE3 FOWT load RAOs. The left graph force RAOs Fx and Fz for cases 1, 2, and 3. Right graph
moments RAOs Mx and My for cases 1, 2, and 3.

As a conclusion from the motion and load RAOs comparison between the present
study and reference results, good accordance as expected resulted between OrcaFlex
and OpenFAST since both of them are mid-fidelity potential flow software. The differ-
ences instead with OpenFOAM results are the same as the ones highlighted for the time-
domain graphs, but easier to interpret if represented in the form of RAOs. Good accor-
dance is however found in motion RAOs (Figure 5.24) for case1 excluding pitch motion.
For cases 2 and 3 pitch motion is overestimated, while surge motion RAO matches with
reference CFD but slightly underpredicts OpenFAST outcomes. Considering load RAOs
instead (Figure 5.25), all three cases behaved similarly by strongly underpredicting Fz
and marginally overestimating Fx.





6
CONCLUSIONS

This chapter marks the conclusion of the thesis. First, a recap of the work performed
is presented, followed by a discussion of the research questions presented in Chapter 1.
The chapter then concludes the work by presenting bits of advice and suggestions for
future improvements and research projects.

6.1. THESIS SUMMARY
This thesis work has served to provide a high-fidelity CFD model for the simulation of
FOWT. The project’s main focus was the validation of the hydrodynamic part against
benchmark results, leading to the creation of a reliable CFD model suitable for trust-
worthy future research studies. The model for FOWT simulations was developed in the
free open-source software OpenFOAM. OpenFOAM is a C++ toolbox for the develop-
ment of customized numerical solvers for the solution of continuum mechanics prob-
lems, most prominently including computational fluid dynamics (CFD). The wave gen-
eration/absorption is based on the waves2Foam library developed by Jacobsen [51]. The
mooring line numerical modeling for giving additional stiffness to the FOWT is based
on the DLL moorDyn and moody developed by Matthew Hall and Joannes Palm respec-
tively.

The workflow of this thesis followed a sequential approach. First, in chapter 2 a thor-
ough study of the topic of floating offshore wind is performed. This initial background
study is divided into two main sections: analytical theory and numerical theory. These
include the theory of 6DOF rigid body motion and the theory of non-linear regular ocean
waves, the numerical theory behind CFD, and state-of-the-art simulations of FOWT with
detailed emphasis about OpenFOAM dynamic turbulent incompressible flow simula-
tions. openFOAM numerical theory includes FVM for fluid spatial discretization, FEM
for mooring spatial discretization, mesh morphing techniques for accommodating the
motions of the FOWT in the FVM mesh, and mooring line modeling approaches.
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After having acquired enough analytical and numerical background knowledge on
FOWT topic, chapter 3 presents some essential convergence studies results for key nu-
merical parameters influencing the CFD simulations. The first parameter studied is the
mesh size influence on a 2D symmetric numerical domain with a standing wave. Then
3 more parameters are studied in a 2D domain with relaxation zones for second-order
Stokes waves: cell expansion ratio in the edges of the domain, relaxation zones length
used by waves2Foam library for wave generation, and maximum pressure residuals for
the PIMPLE iterations in OpenFOAM convergence. The choice of the "best" value for
each of the parameters analyzed is based on both accuracy of the result generated com-
pared to analytical results, and on the numerical resources (time and space) needed for
completing the simulation.

On the basis of the results obtained in chapter 3, in chapter 4 a comparison of dif-
ferent numerical mooring line models is performed. Three different models are Dy-
namically linked to OpenFOAM-v2012 and studied: quasi-static waves2FoamMooring
model part of waves2Foam toolbox, lumped-mass spatially-discretized dynamic moor-
Dyn model developed by Matthew Hall, and FEM spatially-discretized dynamic model
moody developed by Joannes Palm. These three mooring models are applied to a float-
ing box in a 3D numerical domain with second-order wave flume. The results obtained
(anchor tension, fairlead tension, heave motion, and pitch motion) are compared with
overset results and experimental results, giving some insight to the main differences be-
tween the three models.

Finally, in chapter 5, all the lessons learned from the previous three chapters are ap-
plied to complete the FOWT system subjected to coupled wind and wave fields. The
floater simulated is the OC4 semi-submersible with on top the 5MW NREL reference tur-
bine for offshore applications. At first, free decay tests are performed and compared with
the results obtained during the OC4 and OC5 campaigns. Natural periods and damping
ratios in surge, sway, heave, and pitch are compared, giving preliminary results on the
accuracy of the simulation setup, including platform values (COG, moments of inertia,
mass, etc) and numerical domain parameters (mesh size, boundary conditions, etc). Ad-
ditionally, in order to confirm the reason for some small discrepancies in the comparison
with OC4 and OC5, free-decay tests in surge, heave, and pitch are performed and com-
pared this time with OC6 high-fidelity results. Once the platform and the turbine are cor-
rectly tuned, the full dynamic simulations are performed. Three environmental cases for
the waves and wind are chosen and the motions, line tensions, moments, and forces are
compared and validated with literature high-fidelity and OpenFAST mid-fidelity results.
This final chapter gives the overall results and validation of the developed high-fidelity
CFD OpenFOAM model for fully coupled hydrodynamic simulations for FOWT.

6.2. ANSWER TO RESEARCH QUESTION
Is it possible to reduce the computational time while keeping the accuracy of the sim-
ulations of a 2D Numerical Wave Tank (NWT) by performing convergence studies of
some key numerical parameters?
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Figure 6.1: Case 3 flow dynamic pressure at t=60.0s side view and top view.

Figure 6.2: Case 3 turbulent eddy viscosity at t=60.0s side view and top view.

The first sub-research question is answered in chapter 3 where a sensitivity study is
performed on several parameters. The real answer lies in the following chapters chap-
ter 4 and chapter 5, but it is noticed that through a convergence analysis some parame-
ters showed more influence than others in the simulation results accuracy and time. The
most influencing one was found to be the mesh size. The user in fact, through the us-
age of blockMesh and snappyHexMesh OpenFOAM utilities, can easily manipulate the
accuracy of the simulation by simply changing the number of cells. By doing so, both
the accuracy and computational time needed are strongly affected. Indeed, an optimal
range of cells is found to be around 10 cph, with a correct spatial arrangement.

An additional parameter that is found to greatly influence the simulation of waves
is the relaxation zone lengths. Indeed, waves2Foam toolbox effectiveness is dependent
on the generation and even more on the absorption zone sizes. If the latter is too short
(compared to the wavelength) then the waves are not properly damped, and some of
the wave energy is reflected at the outlet boundary which consequently affects the wave
height and period in the propagation zone. The optimal values considering time and
accuracy are found to be one wavelength for the generation zone and two wavelengths
for the absorption zone. On the other hand, other parameters turned out to have less
influence on the overall simulation performance. The residuals for pressure values in
the PIMPLE loop, even though from the theory of PIMPLE iterations they appear to play
a critical role, in practice they do not influence time or accuracy.

Can a lumped-mass and FEM dynamic numerical model for mooring lines be dynam-
ically coupled with the two-phase OpenFOAM solver for hydrodynamic simulations?
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How does it compare with less accurate quasi-static mooring models in terms of accu-
racy of results and computational time and resources?

The second sub-question is answered thoroughly in chapter 4. An exhaustive com-
parison of three mooring lines is made by reproducing an experiment performed by
Wu [90] and subsequent numerical simulations performed by Hall [10] in 2022 and by
Dominguez [24] in 2019. A floating rectangular box is left floating, attached with four
mooring lines to the bottom, under the influence of regular waves.

The answer to the first question is positive. Two dynamic mooring line models have
been successfully dynamically linked to OpenFOAM, meaning that at each PIMPLE time
step, the OpenFOAM simulation calls the external mooring library, performs the re-
quired calculations, and goes back to C++ OpenFOAM with the new calculated mooring
values of tension and position. MoorDyn, a lumped-mass dynamic mooring model, is
successfully dynamically coupled to OpenFOAM-v2012. The C++ library in which moor-
Dyn is coded is first compiled and then a dynamic link between the OpenFOAM solver
interDyMFoam is generated to couple the two. Moody instead, a FEM dynamic moor-
ing model, comes already precompiled and originally prototyped in Matlab, which then
needs to be correctly copied from GitHub to OpenFOAM and linked with OpenFOAM-
v2012. In addition, Moody comes with an API (Automated Program Interface) that can
make the user capable of using the postProcessing utility, very useful for handling and
filtering all the mooring results.

The comparison of Moody and moorDyn was primarily meant to detect the differ-
ences between a dynamic model and a quasi-static one. Indeed, waves2FoamMooring,
a quasi-static mooring model of waves2Foam, is employed as well and the results are
compared with the two dynamic models. After performing the simulations, the box mo-
tions and mooring tensions were compared between the three models. The main out-
come of this comparison is that while the two dynamic models behaved similarly, with
barely any noticeable difference, the quasi-static model responded differently, and the
time results of both box position and line tensions truly deviated from the experimental
values. The reason for this large discrepancy was found to be the lower accuracy of the
mooring model and the inability of the lines to take any bending or line-waves interac-
tion into account using catenary equations.

As a result, the quasi-static waves2FoamMooring model was excluded from the fol-
lowing simulations while moody and moorDyn proved to be accurate enough. Addition-
ally, the computational time needed for running the same simulation with a dynamic
model did not increase at all, further supporting the choice of Moody and moorDyn for
successive numerical simulations. A concluding remark: the choice between Moody and
moorDyn is left to the user since the decision needs to be taken by carefully analyzing
each case by case.

How does the dynamically coupled OpenFOAM model behave when simulating full
wind/wave simulations of FOWT? How do the CFD results obtained with OpenFOAM
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compare with experimental, high-fidelity, and mid-fidelity potential-flow solvers re-
sults?

The last sub-question is concerned in chapter 5. A complete analysis of the perfor-
mance of the OpenFOAM model is accomplished by comparing several results between
high-fidelity CFD software and mid-fidelity potential-flow software. Some discrepan-
cies are spotted between all the outcomes and the possible reasons and improvements
are investigated. Additionally, by simulating the FOWT response in varied environmen-
tal conditions, the model has been tested for both calm, mild, and rough conditions.

In conclusion of chapter 5, because of the good overall agreement with the other
solvers, the OpenFOAM model is successfully validated, considering it accurate enough
and able to deliver reliable hydrodynamic results.

6.3. FINAL CONCLUSIONS AND FURTHER RESEARCH
This thesis provides validation against numerical and experimental results of a high-
fidelity model developed in OpenFOAM-v2012. The research focussed on the validation
of the hydrodynamics, mooring line, and aerodynamic effects on the FOWT. Validating
the model involved the following steps: performing sensitivity studies on numerical pa-
rameters on which the simulation accuracy and convergence depend; improving the
FOWT motion response by increasing the stiffness quality of the mooring line model
from quasi-static to dynamic; conducting free-decay tests in static conditions (no wind,
no waves, no current) to determine damping ratios and natural periods, useful param-
eters for design optimization; simulating the effects of aerodynamics on hydrodynamic
motion and load responses of the FOWT by means of time-domain and RAOs results
analysis.

This model is developed to perform fully coupled simulations of FOWT, and it serves
as a starting point for further studies on the complex physical aerodynamics and hydro-
dynamics behavior of the floater substructure of a floating offshore turbine. The vali-
dation process can be now considered successfully concluded and the findings of chap-
ter 3, chapter 4, and chapter 5 give the reader a comprehensive understanding of the
main limitations and the usefulness of the current model.

Given the lack of available open-source research regarding FOWT numerical simula-
tions due to the fierce competition between few companies in the industry, some aspects
have not been tested and compared yet. However, due to the fast developments and high
investments in the floating sector coming from influential companies and research in-
stitutions, it is highly probable that in the coming years, much more data will be freely
available in the literature, giving the possibility for further development and improve-
ment of this OpenFOAM model. According to the author, some of the most important
aspects on which future studies on the topic should be focussed include additional vali-
dation, framework optimization, design optimization, and model improvement.

• Real-world environmental hydrodynamic simulations. Even though extensive
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validation against numerical and experimental results has been already performed
in this thesis, several additional cases can be evaluated. For example simulate
FOWT response under irregular waves following JONSWAP (Joint North Sea Wave
Project) or Pierson-Moskowitz spectra, to analyze real-world environmental con-
ditions. By performing 3h time-domain simulations, one can then focus on deter-
mining the standard statistical MPE values for motions and loads following Rayleigh
distribution, which could then lead to some structural consideration regarding
ULS analysis of critical parts.

• Hydroelastic simulations. A further step could include coupling the fluid dynam-
ics model with computational structural mechanics software for structural analy-
sis. Traditionally CSM software apply FEM discretization taking advantage of the
complete framework, while CFD commonly use FVM technique. FEM-CFD cou-
pling for partitioned high-fidelity fluid-structure interaction problems can be in-
vestigated, where the flow and structure are solved independently on two separate
meshes with coupling achieved through communication on the shared bound-
aries. This method benefits from allowing for specialist fluid and solid codes to
be exploited for the hydrodynamics and structural mechanics, respectively, but
is solved sequentially at each time step. Hence, in principle, the partitioned ap-
proach is more computationally efficient than a monolithic approach, where the
flow and structure are solved simultaneously within a single solver [58]. How-
ever, more recent monolithic approaches that use FVM in OpenFOAM for both the
structural and fluid dynamics parts have been investigated by Cardiff et al in [8]. In
this paper, Cardiff mentions that the official version of OpenFOAM already comes
with the most basic solid mechanics solver tool solidDisplacementFoam which
solves solids undergoing small strains and rotations. A new OpenFOAM FSI tool-
box for large deformations has been developed by Cardiff in [8], Martinez in [63],
Huang in [42], and Brown in [6]. This open-source toolbox for OpenFOAM called
solids4Foam could be used for high-fidelity monolithic FSI hydroelastic problems
involving FOWT.

• Design optimization. Since the main goal of this work was to prove that the model
can give reliable, results, further studies could then focus on the next step, which
is the optimization of the FOWT design. This can involve the comparison of differ-
ent floater concepts and their effectiveness in limiting wind turbine motions and
consequently optimizing the power output.

• Overset mesh motion technique. In this thesis mesh morphing technique for
mesh motion is applied. This method is relatively simple to implement, and ex-
tremely efficient for small motion amplitudes. However, when the environmental
conditions get too rough, and the FOWT motions increase, the morphing tech-
nique deforms the cells in such a way that the simulation fails due to time step di-
vergence. In these cases, applying the overset meshing technique can improve the
simulation stability and accuracy. [73] explains the prerequisites for coupling over-
set mesh with OpenFOAM and its characteristics. The overset motion technique
indeed uses two overlaying meshes, one for the background (usually simple and a
relatively linear and coarse mesh) and one for the moving body boundary (usually
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more complex geometry and a very refined mesh to capture the non-linearities,
such as high gradients). These two grids are overlapped, and they create the over-
set mesh grid, an extremely useful way to resolve complex FSI phenomena in a
more computationally efficient manner.
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Figure A.1: MoorDyn input file: OpenFOAM case folder/Mooring
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Moody model file for 4 catenary chains
dimensionNumber = 3;
waterLevel = 0;         % [m]       z-coordinate of mean water level
waterDensity = 1000.0;     % [kg/m??]   Density of water
airDensity = 1.0;         % [kg/m??]   Density of air
gravity = 1;

time.start  = 0;

Unable to perform assignment because dot indexing is not supported for variables of this type.

time.end = 30;
time.cfl = 0.9;
time.scheme = 'RK3';

print.dt = 0.02; % output interval.

extra quadpoints used for increased ground contact performance.
it makes the difference between stable and non-stable results. 

numLib.qPointsAdded = 10;
%--------------------------- Ground model input  -------------------------%
ground.type = 'springDampGround';
ground.level = -0.5;
ground.dampingCoeff = 1.0;
ground.frictionCoeff = 0.1;
ground.vc = 0.01;
ground.stiffness = 300.0e6;

%---------------------------- Type definition ----------------------------%
cableType1.diameter = 0.003656;
cableType1.gamma0 = 0.0607;
cableType1.CDn = 1.6;
cableType1.CDt = 0.05;
cableType1.CMn = 2.0;
cableType1.materialModel.type = 'biLinear';
cableType1.materialModel.EA =  29;

%------------------------------- Geometry --------------------------------%
% note that unconnected  vertices are ignored. 
vertexLocations = {
                       1    [-1.385    0.423      -0.5   ];
                       2    [-0.1      0.1        -0.0736];
                       3    [-1.385   -0.423      -0.5   ];
                       4    [-0.1     -0.1        -0.0736];
                       5    [ 1.385    0.423      -0.5   ];
                       6    [ 0.1      0.1        -0.0736];
                       7    [ 1.385   -0.423      -0.5   ];
                       8    [ 0.1     -0.1        -0.0736];                       
                  };
                                            
%----- Object definitions -----%

1
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cable1.typeNumber = 1;
cable1.startVertex = 1; %
cable1.endVertex = 2; %
cable1.length = 1.455; % 
cable1.IC.type = 'CatenaryStatic';
cable1.N = 10; % 
% Copy remaining info from cable1. short hand
cable2=cable1;
cable2.startVertex = 3; 
cable2.endVertex = 4; 
%
cable3=cable1;
cable3.startVertex = 5; 
cable3.endVertex = 6; 
%
cable4=cable1;
cable4.startVertex = 7; 
cable4.endVertex = 8; 

%-------------------------- Boundary conditions --------------------------%
% Four anchors defined by vertexLocations
bc1.vertexNumber = 1;
bc1.type = 'dirichlet';
bc1.mode = 'fixed';
%
bc2=bc1;
bc2.vertexNumber = 3;
% 
bc3=bc1;
bc3.vertexNumber = 5;
% 
bc4=bc1;
bc4.vertexNumber = 7;

bc5.vertexNumber = 2;
bc5.type = 'dirichlet';
bc5.mode = 'externalPoint';

bc6=bc5;
bc6.vertexNumber = 4;

bc7=bc5;
bc7.vertexNumber = 6;

bc8=bc5;
bc8.vertexNumber = 8;

% --- API conectivitity --- %
API.bcNames = {'bc5','bc6','bc7','bc8'};
API.reboot= 'no';
API.syncOutput = 1; 
API.staggerTimeFraction= 0.5;
API.output = 'Mooring/results';
% ===== END OF FILE ===== %

2

Figure A.2: Moody input file: OpenFOAM case folder/Mooring
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Figure A.3: Waves2FoamMooring input file: OpenFoam case folder/constant/dynamic-MeshDict
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Figure B.1: Additional result comparing heave motion between waves2FoamMooirng model with adjusted
length, experimental, and SPH
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Figure B.2: Additional result comparing surge motion between waves2FoamMooirng model with adjusted
length, experimental, and SPH

Figure B.3: Additional result comparing pitch rotation between waves2FoamMooirng model with adjusted
length, experimental, and SPH

Figure B.4: Additional result comparing anchor tension of line 1 between waves2Foam-Mooirng model with
adjusted length, experimental, and SPH
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Figure C.1: Coarse mesh, front view Figure C.2: Coarse mesh, side view
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Figure C.3: Medium-coarse mesh, front view Figure C.4: Medium-coarse mesh, side view

Figure C.5: Medium-fine mesh, front view Figure C.6: Medium-fine mesh, side view

Figure C.7: Fine mesh, front view Figure C.8: Fine mesh, side view
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