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Abstract

In this paper we study linear structured systems described by means of sys-
tem matrices of which only the zero/non-zero structure is known and where
the non-zeros are supposed to have independent values. The structure of
linear structured systems can be represented by means of various types of
graphs, like directed graphs or dynamic graphs. Here we use both type of
graphs because they enable us to formulate and study certain controllability
properties in a uniform and straightforward way. In this paper we extend the
results of a previous paper containing a partial characterisation of the fixed
part of the controllable subspace of linear structured systems. This fixed
part is defined as the part of the controllable subspace that is independent
of the values to the non-zeros, and therefore can be seen as the robust part
of the controllable subspace. It turns out that, by considering the generic
dimension of the controllable subspace, a characterisation of the fixed part
can be obtained. The latter dimension equals the size of the minimal set of
nodes in the dynamic graph that separates between the set of input nodes
and the set of final state nodes. Computing the supremal of such minimal
separating sets, we are capable of characterising the fixed part. In the pa-
per we indicate how this supremal minimal separating set can be obtained
insightfully and efficiently using the recursive nature of the dynamic graph.
Our results are illustrated by some meaningful examples.

Keywords: Controllable subspace, robust part, linear structured systems,
graph theory, maximal linkings, minimal separators
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1. Introduction

Linear structured system are linear systems of which only the zero/non-
zero structure of the system matrices is known. The idea is that the non-zeros
independently of each other can have any real value. A numerical realisation
of a linear structured system is one in which the non-zeros are given a real
value, whereas the zeros are always fixed to zero. If such a system is not
controllable, the controllable subspace will vary according to the value of the
non-zero entries. It is then of interest to characterise the states which are
reachable from the origin with a suitable input, for any numerical realisation
of the linear structured system. This invariant part, called the fixed part
of the controllable subspace, consists of those vectors which are present in
each numerical realisation of the controllable subspace. It turns out that this
invariant part is spanned by unit vectors of the state space. The subspace
spanned by these vectors can be seen as the robust part of the controllable
subspace, i.e., the part that is insensitive to parameter variations.

In a previous paper, cf. [2], we formally defined and characterised this
fixed part of the controllable subspace of a linear structured system. It
follows easily, that the sth unit vector is in this fixed part if and only if
connecting an additional input to the ith state component does not enlarge
the controllability of the system, or, equivalently, does not increase the di-
mension of the controllable subspace. In terms of the associated graph, it is
then said that the ¢th node of the graph is a fixed one. Therefore, a charac-
terisation of fixed nodes in terms of properties of the underlying graph was
derived. In fact, first the conditions for structural controllability are recalled
from literature, as well as a characterisation for the generic dimension of
the controllable subspace. In contrast to the controllability subspace itself,
the dimension of the space generically does not depend on the values of the
non-zero entries. In fact, this dimension can be obtained from the graph of
a linear structured system.

In the literature various equivalent conditions for structural controllability
can be found. In [2], we used a condition consisting of two requirements, one
on connectivity in the underlying graph, and one on the rank of a certain ma-
trix. The connectivity can be best analysed by looking at the directed graph
of the underlying system, whereas the rank condition can be best analysed by
looking at decompositions of the bipartite graph corresponding to the under-



lying system. Both requirements separately can be worked out completely,
each with respect to their own type of graph (directed or bipartite).

However, the combination of the two requirements, necessitating the com-
bination of the two types of graph, is not always possible/easy. Therefore,
not a full characterisation of the fixed nodes of a linear structured system
could be given in [2]. For this reason, in the current paper a characterisation
of the structural controllability is used that consists of one condition only and
requires just one type of graph. This makes the approach of characterising
the fixed modes more natural and more easy. The drawback of the current
approach is that a type of graph is required that is ’larger’ than the two types
of graphs used in [2]. Indeed, the type of graph that plays an important role
in this paper is the dynamic graph, see Murota [8], which actually not only
represents the structure of the system, but also the associated evolution in
time. Because of the latter the dynamic graph consists of n(n + m) nodes
and nk edges, where n and m denote the number of states and inputs, re-
spectively, and k& denotes the number of non-zeros in the system matrices.
The representation by the directed graph requires n + m nodes and k edges,
while the bipartite graph needs 2n + m nodes and k edges.

It turns out that structural controllability of the original linear structured
system can be related with the existence of collections of disjoint paths.
More precisely, the generic dimension of the controllable subspace equals the
maximal number of disjoint paths between the set of input nodes and the set
of final states, see Poljak [10]. Knowing the maximal number of such paths
is the same as knowing the minimal number of nodes that separate the set
of input nodes from the set of final state nodes. Therefore, in this paper we
very much focus on such separating node sets, and, in particular, on the set
that is as close as possible to the set of final state nodes. This set is referred
to as the supremal minimal separator between set of input nodes and the set
of final state nodes.

One of our main results is, once knowing the supremal minimal separat-
ing subset, how the set of fixed nodes can be found. The computation of the
supremal minimal separator may be computationally demanding. However,
using the repetitive nature of the dynamic graph, we have been able to sub-
divide the computations into smaller parts that give more insight and that
may be more tractable from a computation point of view.

The results in [6] are used to determine the generic dimension of the
controllable subspace of a structured system. However, this dimension does
not say anything about the controllability of the individual nodes, as will be



shown in the examples. In the current paper we use and extend the ideas and
results of [6] in order to be able to precisely point out which nodes correspond
to unit vectors that are always present in the controllable subspace. In this
sense such nodes can be considered as structurally controllable nodes.

The outline of this paper is as follows. In Section 2 we set the scene of this
paper and give the problem formulation. Section 3 contains an alternative
characterisation of the fixed nodes for the type of structured systems in this
paper. In Section 4 we present more information of minimal separators and
some of their properties. In Section 5 we describe the algorithm to determine
which nodes are fixed and which not. Section 6 contains some examples
illustrating our characterisation, especially the example that we could not
treat in [2]. We end the paper with a Section 7 containing conclusions and
topics for future research.

2. Problem formulation

2.1. Stuctured system

We consider the discrete-time version! of the structured system
z(k+1) = Az(k) + Bu(k), (1)

where z(k) € R" is the state, u(k) € R™ the input vector, and A and B struc-
tured matrices of suitable dimensions. Here structured matrices are matrices
of which only the zero/non-zero structure is known, and in which the non-
zeros independently of each other may have any real value, and in which zeros
are always fixed to zero. Having k non-zeros in A and B, and parametrising
the i-th non-zero by a parameter \; € R,i = 1,2, ...k, the collection of all
possible system matrices A and B can be parametrised by a vector A € R*.
For each parameter value A € R, the corresponding numerically specified
system matrices are denoted by A, and B,, respectively. Hence, for every
A € R* the controllability matrix Cy := [By, AxB, . .. ,Aﬁ_lB,\] can be de-
termined and its rank can be computed. It turns out, cf. [10], that the rank
of Oy will have the same value for almost all A € R*. Here for almost all
A € R¥ means for all A € R*, except for those in some proper algebraic set

IThe results of this paper also hold for continuous-time systems as the controllability
for such systems can be expressed in the same way as for discrete-time systems.



in the parameter space R*. Recall that a proper algebraic subset in R is a
subset of zero measure in R*. For more on structured systems see [3, 7, §].

Given A € R*, it is also possible to determine the controllable subspace
given by Im C). It turns out that this subspace may contain vectors that
are generically independent of A € R*. The set of these vectors in fact forms
a linear subspace in R™. In [2], we showed that this subspace is spanned
by a number of unit vectors e;, where e; is the vector with a 1 at the i-th
position and zeros elsewhere. This linear subspace is called the fixed part of
the controllable subspace. It can be seen as the robust part of the control-
lable subspace, i.e., the part that is independent of the system parameters.
The other part of the controllable subspace does vary with the parameter
variations. It is of course useful to know which unit vectors span the fixed
part of the controllable subspace as the states in that part can be controlled
structurally.

2.2. Directed graphs

In this paper, as in our previous paper [2], we follow a graph theory ap-
proach to structured systems and we want to determine the unit vectors that
span the fixed part of the controllable subspace by means of graph theoretic
methods. For this reason, we introduce now the graph that naturally corre-
sponds to the structured system (1). The associated directed graph is denoted
by G = (V, &), where V is the set of nodes X U, with the set of state nodes
X = {x1,29, -+ ,x,} and the set of input nodes U = {uy,us, -+ ,up}. Fur-
ther, £ is the set of edges given by {(x;,x;)|A;; # 0} U {(u;,x;)|Bi; # 0},
where (z;, ;) denotes an edge from node z; to node z;, and A;; # 0 indi-
cates that the (¢,7) entry of matrix A is a non-zero. Similarly, for (u;,z;)
and Bij #* 0

In G, a path from v;, to v;, is a sequence of edges (viy, v, ), (Viy, Vi), - - -,
(viqfl,viq) € &, such that vy, vy, ..., v, €V, where the nodes v;, and v;, are
occasionally referred to as the begin node and end node, respectively.

A path is called simple if any node on it occurs only once. A cycle is a
simple path of which the begin node and end node coincide, i.e., vy, = v;,.
A stem is a simple path that has its begin node in the input nodes set U.
The graph G is called input connected if every state node is the end node of
some stem, i.e., of a path that begins in /. Finally, we say that a collection
of paths and/or cycles are disjoint, if they mutually do not have any node in
common.



2.3. Structural controllability

The notion of structural controllability was introduced by Lin in [7].
There it was characterised by means of cacti spanning all state nodes, where
cacti are a number of disjoint cactuses, with cactus being a special kind of
subgraph, recursively made up from a stem by adding so-called buds. Struc-
tural controllability can be interpreted as generic controllability, i.e., given a
parametrisation as in Subsection 2.1, it equals the controllability of the pair
(Ay, By) for almost all A € R”.

Alternative conditions for structural controllability have been developed.
For instance, see [11], system (1) is structurally controllable if and only if
graph G is input connected and the set of state nodes is covered by disjoint
sets of stems starting in ¢/ and cycles in X'. In case a system is not structurally
controllable, but its graph G is input connected, the generic dimension of the
corresponding controllable subspace can be determined using graph theory.
Indeed, under the assumption of input connectedness, the generic dimension
of the controllable subspace equals the maximal number of state nodes which
can be covered by disjoint sets of stems starting in & and cycles in X, cf. [6]

2.4. Fized nodes

Throughout this document, we assume that the directed graph G, intro-
duced in 2.2, is input connected. As indicated, our goal is to identify the
unit vectors that generically span the fixed part of the controllable subspace.
These unit vectors can be identified with nodes in graph G. From [2], it turns
out that unit vector e; is in the fixed part of the controllable subspace if and
only if state node x; in G is a fixed node. Here we define the state node z;
to be a fixed node?; if, when adding a new input node % and an edge (u, ;)
to the graph G, this does not increase the maximal number of state nodes
that can be covered by disjoint sets of stems starting in & U {a} and cycles
in X, see [2] for more details on this. In other words, a node is fixed if the
above node and edge addition does not increase the generic dimension of the
controllable subspace related to (1), cf. [6].

Notice that the previous input connection assumption does not induce
a real loss of generality, since it is clear that adding a new input to a non
connected node will increase the size of the controllable subspace. Hence,

2This is shorthand for saying that unit vector e; is in the fixed controllable subspace.



non connected nodes are non fixed nodes, and therefore we can restrict our
study to the input connected part of the graph.

2.5. Unified approach

In [2], we used conditions for structural controllability that consisted of
two parts, namely input connectedness and the generic rank of [A, B]. Both
conditions individually can be analysed completely using graph methods.
However, input connectedness can be best treated in the context of directed
graphs, whereas the rank condition can be best treated by means of bipartite
graphs. As seen in [2], the combination of the two types of graphs is not al-
ways straightforward and may lead to cases in which no results on fixed nodes
could be obtained. Therefore, to avoid having two conditions, and moreover
two different types of graphs, we study in this paper an alternative condition
that expresses structural controllability using just one type of graph. To do
so, in the remainder we will use the notion of dynamic graph, see [8] and

[10].

2.6. Dynamic graph
We now introduce the dynamic graph associated to system (1), see [8] for
more details. To define the graph G¢ precisely, we introduce the node sets

Xk: = {:Blkyngk:v o 7xnk’}7 0<k < n,

Uk = {Ulkau2k,'-~ 7umk}, 0<l{;<n7

where the first index of each node stands for the component within the cor-
responding vector, and the second index can be interpreted as the (discrete)
time. The dynamic graph can then be defined as G¢ = (V?, £9) with node
set

V=Xt o Ut where X4 = | ] X, ut= | th,

0<k<n 0<k<n

and edge set
€= | {@jer,2a)l Ay # 0} U | {(wjh-1,2)| By # 0}.

1<k<n 1<k<n
Note that the set X% can be restricted to a finite number of sets X, 0 < k < n,
for the same reason as the controllability matrix can be restricted to a finite
number of matrices of the type A*B,0 < k < n, namely the finite dimensional
nature of the systems under consideration. This is irrespective of whether the
systems are continuous-time or discrete-time, as the controllability criterion
for both type of systems is the same in terms of A and B.

7



2.7. Generic dimension

The dynamic graph G? has an input nodes set ¢ and the set X, can be
seen as the output nodes set. In the dynamic graph, we use the same notion
of path as in graph G. Especially, we consider paths that start in ¢/ and
end in &X,,. In fact, we consider collections of such paths, also called linkings,
that mutually do not have a node in common.

In particular, we are interested in linkings of maximum size, i.e., the
maximal number of paths from U? to X, that are mutually disjoint. The
simple relation between this maximal number and the generic dimension of
the controllable subspace was established in [10].

Proposition 1. The generic dimension of the controllable subspace of the
original system (1) equals the size of a mazimal linking from U to X,, in the
dynamic graph G°.

2.8. Mimimal separators

Also we will consider sets that separate between U¢ and X,,, meaning
that every path from #¢ to X, must contain at least one node in such set.
According to Menger’s theorem, see [8], the maximal size of a linking from
U to X, is equal to the minimal size of a separator between U¢ and X,,.
Hence, by Menger’s theorem (cf [8]), the generic dimension of the controllable
subspace is also equal to the minimal size of a separator between 4% and X,,.

Note that linkings of maximal size are not necessarily unique. The same
applies to separators of minimal size. In fact, the minimal separators be-
tween U? and X,,, when possible, can be compared according to the following
ordering. Let & and T be two minimal separators between 4% and X,,. Then
T is said to succeed S (or S is said to precede T), denoted S = T, if every
path from U? to X,, first passes through S and next passes through 7. Using
this ordering, it can be shown that there always is a unique supremal (or
largest) minimal separator between U¢ and X, cf. [4].

Notice that the structure of the set of separating sets has been used before
in a fault detection context in [1].

3. Main results

3.1. Supremal minimal separator

Consider the supremal minimal separator between U? to X,,, in the re-
mainder of this document denoted by S*. Every path from U? to X, has to
pass through S*.



The number of nodes in S* equals the size of a maximal linking from /¢
to X,. In the sequel, we denote the number of nodes in S* by p. It is then
easy to see that there is a linking of size u from U? to S*, and there is a
linking of size p from §* to A&, where the paths in each of the linkings may
have length 0. The latter can happen when S* N X,, # J or S* n Uy # .
More details on this will follow in Section 4.

Supremal in the previous means that the minimal separator S* between
U to X, is as close as possible to X,,, i.e., there is no other minimal separator,
say T* # S*, such that some path from U? to X,, first passes through S* and
next passes through 7%. Note that §* is uniquely determined. This is due to
the lattice structure that the set of minimal separators between U? and X,
obeys. See also the remarks on the ordering of minimal separators in Section
2.8. More information can further be found in [12].

3.2. Preliminary result

Now consider a node x;, 0 < k < n, on a path from §* to X,,, i.e., node
T is located in between &* and AX,. Assume, in addition, that x;, ¢ S*.
Seen on a path from U? to X,,, node z;;, is truly after S*. The next lemma is
instrumental in the proof of one of our main results. Recall that S* consists
of u nodes.

Lemma 1. There exists a linking of size p+ 1 from 8* U {zy} to X,.

Proof Assume on the contrary, that there is no size p + 1 linking from
S* U {zy} to A,. Then the maximal size of a linking from §* U {z;} to A,
is . Indeed, from Section 3.1 it is clear that there a size p linking from S&*
to X, which induces a linking of size u from S§* U {z;} to X,. To see this,
note that the linking from S&* to A&, either does or does not contain x;; on
one of its disjoint paths. If it does not contain x;, the linking can be kept
as it is. If it does contain x;, the linking can be modified by ignoring the
subpath from §* to z;. In both cases a linking of size p from S* U {z;} to
X, is obtained.

Hence, our initial assumption implies that there is a size p separator,
say T*, between §* U {z;} and X,. Being a separator, it means that every
path from §* U {z;} to X, has to pass through T*. Recall that every path
from U? to X, has to pass through S*, and consequently also has to pass
through T*. Hence, like S8*, also T* is a minimal size separator between /¢
and X,,. However, T* is closer to X,, than §*, i.e., S* & T*, implying that



S* can not be a supremal minimal separator between ¢ and X,,. This yields
a contradiction with the basic properties of $*. So our initial assumption is
wrong, and there does exist a linking of size p+ 1 from S* U {x;} to A,,. So,
the proof of the claim is completed. OJ

Hence, for the node x;, as introduced in the proof of Lemma 1, there is a
size pu+ 1 linking from §* U {x;;} to &,,. Consequently, in the dynamic graph
G4, after connecting additional input nodes #%;_; to the nodes x; by edges
(W1, 24), for 0 < 1 < n, it follows that there is a linking of (at least) size
w41 from U U U to X, where U = {;,0 < | < n}. Indeed, take the latter
mentioned size p + 1 linking from S* U {x;} to &, and extend/concatenate
it with a linking of size p from U to S*. Then a linking of size u + 1 from
U U U to X, is obtained.

3.8. Main result

In the original graph G, the previous means that x; is not a fixed node,
since by connecting an additional input node @ to it, through an edge (, z;),
the dimension of the associated controllable subspace is increased, as follows
from the size of maximal linking in the extended dynamic graph.

So, the conclusion is that node x; in the original graph G is not a fixed
node if there exists a 0 < k& < n such that in the dynamic graph G node z;,
is contained on a path from &* to X,, and z;, ¢ S*. In fact, we have the next
theorem, which is one of the main results of this paper.

Theorem 1. Node z; in graph G is not a fized node if and only if in G?
there exists a k, 0 < k < n such that node x;, is contained on a path from

S* to X, and x;, ¢ S*.

Proof The if-part is given above. For the only if-part, note that in the
extended dynamic graph (V* v U, &40 E), with U = {,0 < | < n} and
E = {(t_1,74),0 < I < n}, there is a linking of 1 + 1 only if there is a node
x;, that is located after S*, seen from the perspective of paths from U?% U U
to A,,. Indeed, if such node does not exist, i.e., if all nodes z;;, on paths from
Uy U to X, are before or in S*, then maximum size of a linking from Y% LU
to X, is restricted by §*, and consequently is . This completes the only
if-part. ]

The following conjecture now follows naturally out of Theorem 1.

10



Conjecture 1. Node x; in graph G is a fixed node if and only if node x;, of
G? is contained in S*.

The necessity of the condition in Conjecture 1 is clear. Indeed, if x;, ¢ S*,
there must exists a maximum linking with no path ending in x;,, otherwise
Z;, would belong to a separator and S* would not be the supremal minimal
separator. Therefore, connecting an additional input ,_; to ;,, in G¢ does
increase the size of a maximal linking from U? U U to X,. The latter is
equivalent to the fact that connecting an additional input @ to z; in G does
increase the dimension of the controllable subspace. Hence, it follows that z;
is not fixed, and the necessity is proved. However, a proof of the sufficiency
part of the condition is not clear yet, and is still subject of research.

The significance of the conjecture is that it makes the characterisation of
the fixed states easier as only the states in the final time state set X,, need
to be examined.

4. Intermezzo on general supremal minimal separators

This section contains an intermezzo on supremal minimal separators in
general directed graphs. Therefore, we consider a directed graph G = (V, €),
with V' the node set and £ the edge set. Let paths, collections of disjoint
paths, and so on, be defined as before.

4.1. Mazimum size linkings

Let A and B be subsets of node set V, and consider linkings from A to
B, i.e. collections of disjoint paths from A to B. Note that the node sets A
and B do not have to be disjoint, implying that one or more of the paths in
such a linking may have length 0.

To define the maximal number of disjoint paths from A to B more clearly,
we consider a suitable extension of the graph G. Indeed, we add two nodes
a and b to the graph, together with edges from node a to all nodes in A, and
edges from all nodes in B to node b.

Then the maximal number of disjoint paths from A to B in graph G can
be defined as the maximal number of paths from a to b in the extended graph
that do not have a node in V in common with each other. Of course, all such
paths share the nodes a and . The maximal number of such disjoint paths
is also referred to as the maximal size of a linking from A to B.

11



4.2. Minimum size separators

Let C be an additional subset of node set )V such that every path from
node a to node b in the extended graph (or every path from A to B in G)
has to pass through C. In other words, C is a separator between A and B.
Note that also now C does not have to be disjoint from A and/or B.

The minimal size of a separating subset between A and B is equal to the
maximal size of a linking from A to B. This is due to the Menger’s theorem,
cf. [8].

Let S be a minimal size separator between A and B, then |S| < |A|,|S| <
|B|, where |S| denotes the number of elements of S, and similarly for |.A| and
|B|. Further, there exists a size |S| linking from A to S, and a size |S| linking
from S to B. Note that in these linkings there may be paths of length 0.

4.3. Partial ordering

Considering all minimal size separators between A and B, there exists a
supremal (and an infimal) minimal separator between A and B, because the
set of these minimal separators has a lattice structure. This follows from the
work of Escalant [4].

The ordering underlying the lattice structure is as follows. Given two
minimal separators S and T between A and B, then 7 is said to succeed S
(or § precedes T), denoted S = T, if every path from a to b, first passes
through S, and next passes through 7.

Note that not every two minimal separators & an T can be compared in
the above way. Indeed, consider the graph G (without the nodes a and b)

Te
X1 €3 X5
T
X2 Ty
€y
Figure 1.

with A = {1, 22}, B = {x¢, 27,28}, and S = {x1, 24}, T = {2, 23}. Then
S and T can not be ordered as indicated above. However, P = {z3, 2,4} and
Q = {x4,z5} are such that ST P, T = Pand SE Q,7 = Q. In fact, Q is
the supremal minimal separator between A and B.

In general, we denote the supremal minimal separator between A and B

by S*P(A, B).

12



4.4. Semi group property

Now we consider the subsets A, B and C, as in the previous subsection,
i.e., consider linkings from A to B, and let C be a separator between A and
B. Hence, we consider collections of disjoint paths from A to B, where each
path from A to B has to pass through C.

First, we focus on minimal size separators between A and C, and espe-
cially on the supremal one, say Si, i.e., & = S*P(A,C). Note that S;
separates between A and C, but also between A and B, because C is a sep-
arator between A and B. Further, note that there exists a size |S;| linking
from A to C, which can be split into a size |S;| linking from A to S;, and a
size |S;| linking from S; to C.

Next extending the paths beyond C in the direction of B, consider the
maximal size linkings from S; to B, and consider the corresponding supremal
minimal separator between S; and B, denoted by Sy := S*?(S;, B). Then
there exists a size |Sy| linking from S; to B, which can be split into a size
|Ss| linking from S; to Ss, and a size |Ss| linking from S; to B.

Note that the first of the last two linking implies that |S;| = |Sa|. More-
over, note that the size |Sy| linking from S; to B can be concatenated with
the previously mentioned size |S;| linking from A to Sy, yielding a size |S,|
linking from A to B. Note that S, separates between S; and B, but also
between A and B. Indeed, recall that S; is as separator between A and B,
and therefore so is Ss.

Since, by the above linking, the maximal size of a linking between A and
B is at least |Ss|, also the minimal size of a separator between A and B is
at least |Sy|. Hence, with Sy being a separator between A and B, it is in
fact a minimal one. Moreover, Ss is a supremal minimal separator between
A and B. Indeed, if not, there exists a minimal size separator between A
and B, say T3 # Ss, such that Ss = 75. However, then 75 is also a supremal
minimal separator between S; and B, with S # 75 implying that S, is not
supremal between S; and B. This yields a contradiction with the properties
of 8. Hence, S, is a supremal minimal separator between A and B.

In summary, S = S*P(A, B), where §; = S5*P(A,C) and Sy = S*P(Sy, B).
Combining the previous, it follows that

S (A, B) = ST (S5 (A, C), B), (2)

for all subsets A, B, C of V, where C is a separator between A and B.

13



4.5. Computational complexity

Consider again the graph G = (V,€) with node set V, edge set £, and
A and B subsets of V. Let the size of a maximal linking from A to B, or,
equivalently, the size of a minimal separator between A and B, be given by
w. It is well-known, cf. [8, 13|, that finding a maximal linking is equivalent
to solving the maximum flow problem on an associated graph G,, which
is obtained from G by splitting each node z; into two nodes z; and x;,
connected by an edge (z;,z; ) of capacity one. A source node is connected
to the vertices of A, and all vertices of B are connected to a sink node. All the
edges, except the edges resulting from the duplication of a node, have infinite
capacity. When applying the well-known Ford-Fulkerson algorithm [5] to
find the maximum flow in G,, where all edges have been reversed, the first
minimum cut that will be met in the augmenting path procedure corresponds
exactly with the supremal minimal separator §* in G. The complexity of
the Ford-Fulkerson algorithm with integer capacities is O(Ng - fmax), where
Ng¢ is the number of edges of the graph G,, and f. is the value of the
maximum flow. The number of edges in G, is bounded by (|€| + 3|V|),
and the flow being bounded by |V|, we finally get a complexity in O(|V|?),
since O(|&] + 3|V|) < O(|V|?), as £ may consist of all edges between all
nodes. One could certainly suggest some better performing maximum flow
algorithms, but it is important to note that the Ford-Fulkerson algorithm
also provides in one step with the supremal minimal separator S*. Notice
that this correspondence between the maximum linking problem and the
maximum flow induces relations between the analysis of the structure of the
set of separators and the set of minimum cuts in max flow problems, cf. [9].

5. Algorithm to compute S*

In this section we return to the directed graph G and dynamic graph G¢,
corresponding to structured system (1). For the directed graph G, we have
that |[V| = O(n) and |€] = O(n?), assuming that in the structured system (1)
the number of states n is (much) larger than the number of inputs m, and
that both A and B may be full matrices. For the dynamic graph G, this
implies that [V¢ = O(n?) and |€9| = O(n?®). Then by Section 4.5, S* can
be obtained by a computation of order O(n®). Note that in case the system
matrices A and B are sparse matrices, it is often true that || = O(n) and
|£4] = O(n?), so that S* can be obtained by a computation of order O(n?).
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Instead of computing §* directly, it may be profitable to use the repetitive
structure of the dynamic graph, breaking up the computation into smaller
parts, that each can be done with smaller number of operations, so that the
overall computation can be done with less computations. This breaking up
will be explained in more detail in the next subsections.

5.1. Extra notation

Given a node set S in the dynamic graph, denote o= 1S = {z;;|x; j+1 € S}.
Hence, 0715 is a version of S that is shifted one to the left (backwards in
time). Note that in general it is possible that S no™1S # ¢f. Examples are
o 'X, = X,_1, 0o ‘U, = U,_5, and in case S = {z14, 213, x474,x574,x673},
then 0~ 1S = {$173, T12,%43,T53, 376,2}-

5.2. Preliminary observations

With the previous notation, the goal is to compute S* = S*“?(U? X)),
where U =Uy U U -+ UU,_.

Define Sy := S*P(Uy, U Upi1 U - U U1, X)), for 0 < k£ < n. In
words, Sy is the supremal minimal separator between the disjoint node sets
U, Ol v---ul,_1 and X,. Note that S* = S,.

From the above definition, it follows that S, ; = S*“P(U,_1,X,) and
Spi1 = S*P(Upr1 O Upso U - U U, 1, X,). Note that S, _; can be simply
obtained by a straightforward, DM-like, decomposition, cf. [8].

It follows by invariance, by shifting everything one step backwards in
time, that o™ 1Sgy1 = SP(Uy, U U1 U -+ UlUy_2, X,_1). Hence, 0715y, is
the supremal minimal separator between the disjoint node sets U U Uy 11 U
< Ul,_9 and X,_1.

Note that Uy W U1 U -+ UU,_5 and X,_; are both disjoint from U,,_;.
Also no edges begin in U,,_1, and end in U, U U1 U -+ UU,_o orin X,,_,
and vice versa.

Hence, adding U,,—; to both the begin node set and the end node set,
it follows that =S, U U,_; is the supremal minimal separator between
U, olyy -l o ul, 1 and X,,_1 UU,_1. So, with the latter it follows
that 0715k+1 uly,_1 = SS“”(L{k Ulpr U Uy o Uy 1, Xy 1 U Z/{n_l).

Now define the node set T}, := S*P(67 1Sy, 1 U U, 1, X,) with, as above,
Sgi1 = STP(Upyr O Ugso U - U Uy_o U U1, X,). After substitution, it
follows that Tj, = S (S*P (Uy, U Ujr1 U - -+ OUy—o U1, Xy UUp_1), Xy).
Note that X,,_1 UU,_1 is a separator between Uy, U U1 U -+ VU, o UU, 1
and X,.
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Then using (2) with A = U, VU1 U - VU0 U1, B = X, and
C = X1 WUy, it follows that Ty = S*P(Up Wly1 U - - Oy VU1, X,).
Hence, S;, = Ty, and consequently Sy = S*P(c71Sp1 U U, 1, X,), for 0 <
k<n-—1.

5.8. Algorithm to compute S*
The previous observations lead to the following algorithm.

(i) The initialization k :=n — 1, Sy := S5 (Up—1, X,,).
(ii) Repeat

o k:=k—1,
o Sp =SSP (07 S Uy 1, Xy).

until k£ = 0, or until Sy = Sk, 1, since then convergence is achieved.
(iii) Then §* = Sy = S*™P(Uy VUL U -+ U U1, Xy).

The initialisation and repetition in the algorithm follow from the previous
observations. The completion follows in fact from the work of Poljak [10].

5.4. Computational aspects

The idea behind the breaking up of the algorithm to get S&*, as it is
done in Subsection 5.3, is to use the repetitive structure of the dynamic
graph to increase the efficiency of the computation. Indeed, it is expected
that the computation of the intermediate supremal minimal separators S,
0 < k < n, in practice, can be done by means of computations of order
O(nn?) = O(n?), because each ’layer’ has O(n) nodes and O(n?) edges (for
full matrices). Then, repeating the computations recursively n times, it fol-
lows that the computation of S* by the algorithm in Subsection 5.3 amounts
to a computation of order O(n*). When the system matrices are sparse, the
set S* is expected to be computed by means of a computation of order O(n?),
as each layer then has O(n) nodes and O(n) edges.

Of course, the precise computations per iteration step depend on the
system under consideration. For this reason an accurate expression of the
overall number of computations is not possible in general. Only a rough
estimate can be given.

Nevertheless, it seems that breaking up the computation improves the
efficiency as the number of computations is decreased from O(n°) to O(n*)
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for full system matrices, and from O(n*) to O(n?) for sparse system matrices.
In addition, the breaking up into a number of steps does increase the insight
in the process of computing §* and location of the fixed nodes.

6. Examples
6.1. Example 1

The following example is based on the example that could not be treated
by the methods in our previous paper [2]. Consider the structured system
represented by the graph G, displayed in Figure 2.

X2

X

u T3 Ty
Figure 2.

The graph has input node set U = {u} and state node set X = {x1, x9, T3, 24}

The associated structured matrices A and B easily follow from the graph, as

well as parametrised versions of these matrices given by A, and B,. Also the
associated controllability matrix C'y can be determined. Here, for instance,

0
, B =

S O x O
o O O O
* O O

o O OO
O * O *

with = denoting non-zero entries, and a parametrised version together with
the associated controllability matrix

00 0 0 A3 N3 0 00
A0 000 1o 10 A 000
Ay = 000 0] B~ A4 Oy = M 0 00|
0 0 X O 0 0 XA 0 0
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where A1, Ay, A3, Ay € R are parametrisations of the non-zeros, and A =
[ A A A3 N\ ]T e R* is the overall parameter vector, with T denoting
"transpose’. From C) it is clear the its rank is 2 for almost all A € R%. Indeed,
the rank of C) is less than 2 for A € R* such that (A2 + A2)(A2A2 + A3)\3) = 0,
which clearly forms a proper algebraic variety in R* Hence, the generic
dimension of the controllable subspace is 2.

Note that the graph G is input connected. Using the main result of Hosoe
6], it then also follows that the controllable subspace had generic dimension
equal to 2. Indeed, the maximum number of state nodes covered by disjoint
sets of stems starting in U and cycles in X is equal to 2. Consider, for
instance, the stem made up of the edges (u,z1) and (z1,x2). Alternatively,
the stem made up of the edges (u,x3) and (x3,x4) can be considered.

Further, it can be seen quickly that when adding a control « to either node
x1 or node x3, the generic dimension of the controllable subspace will increase
to 4. Indeed, when adding a control node @ to node xy, consider the two
disjoint stems (u,x3), (w3, x4) and (4, 1), (z1,22). Similarly, when adding a
control node @ to node x3. In the same sprit, it follows that adding a control
node @ to either node x5 or node x4, the generic dimension will increase to 3.
Indeed, when adding a control node % to node zo, consider the two disjoint
stems (u,x3), (23, x4) and (u,x2). Similarly, when adding a control node u
to node x4. Hence, with each of these control node additions, the generic
dimension of the controllable subspace always increases. Therefore, none of
state nodes is fixed.

The previous conclusion could not be obtained by the methods in [2]. The
reason for this being the fact that the conditions in the latter reference require
the combination of two types of graphs that not always can be combined
(easily), like, for instance, in this example. Fortunately, with the method
in this paper, requiring just one type of graph, it is always possible to fully
investigate which nodes are fixed and which are not. Therefore, consider
the dynamic graph G¢ of the system corresponding to graph G, displayed in
Figure 3.
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$4.,1 ) Ta3 T44

Figure 3.

Applying the algorithm for n = 4, it follows after the first step that k = 3
and S3 = {us}. Indeed, focussing on all paths from Us = {u3} and X, =
{214,724, 734,744} in Figure 3, and ignoring all other edges and paths, it
follows that the supremal minimal separator between U3 and X, is equal
to S3 = {uz}. In the next step, k = 2 and 07183 U Us = {uy,u3z}. The
supremal minimal separator between 0~ 1S; U Uy and X, then equals S, =
{ug,us}. Next, k =1 and 0718y U Uz = {uy, us,u3}. The supremal minimal
separator between o718, U Us and X is equal to S; = {us,uz}. Hence,
S1 = 8S,, implying that Sy = §* = {ug,usz}. Now observe that the nodes
T14,T24,T34,Taa,T13,Ts3 are not in §*, and are contained in paths from &*
to X;. From Theorem 1 it then follows that the nodes x1, x2, 3, 24 in G are
not fixed. Hence, none of the state nodes are fixed.

6.2. Example 2

Consider the structured system represented by the graph G, displayed in
Figure 4.
T2

X1

u T3 T4
Figure 4.

The graph has input node set U = {u} and state node set X = {x1, xa, T3, 24}
The associated matrices A and B easily follow from the graph. The same
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applies to parametrised version of these matrices and the corresponding con-
trollability matrix. For instance,

0 X 0 0 A3 A3 0 M) 0

A 0 000 1o 0 A 0 A2 A3\
Ay = 0 0 0 0 » B = A4 Oy = M0 0 0
0 0 X O 0 0 Aoy 0 0

where Ai, Aa, A3, Ay, A5 € R are parametrisations of the non-zeros, and A\ =
[ AL A2 A3 A4 s ]T € R? is the overall parameter vector. From C) it is
clear the its rank is 4 for almost all A € R®. Hence, the generic dimension of
the controllable subspace is 4, i.e., the system is generically controllable.

Clearly, the graph G is input connected. Using the main result of Hosoe
6], it follows that the controllable subspace had generic dimension equal to
4, i.e., the system is generically controllable. Indeed, the maximum number
of state nodes covered by disjoint sets of stems starting in &/ and cycles in
X is equal to 4. For this, consider the stem made up of the edges (u,x3)
and (z3,x4), and the cycle made up of the edges (x1, z3) and (x9,z1). Hence,
adding a control to either node 1, x5, x3 or x4 will not increase the generic di-
mension of the controllable subspace, since it is already maximal. Therefore,
all state nodes in G are fixed.

With our method it is also possible to investigate which nodes of the
graph in Figure 4 are fixed and which not. Therefore, consider the dynamic
graph G? of the corresponding system, displayed in Figure 5.

L41 T4 4.3 T4.4

Figure 5.

Applying the algorithm for n = 4, it follows after the first step that £ = 3 and
S3 = {u3}. In the next step, k = 2 and 07183 UlUs = {uy, uz}. The supremal
minimal separator between 07183 U Us and X, is equal to Sy = {us, us}.
Then, k =1 and 078y UlUs = {uy, uz, uz}. The supremal minimal separator
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between 018, Ul and X, is equal to Sy = {x1 4, T34, u2}. Finally, k = 0 and
o718 U = {w13,233,u1,u3}. The supremal minimal separator between
o718 U lUs and X is equal to Sy = {14, To4, T34, 744} Indeed, it is easy
to see that there is a linking of size 4 from 0='S; U Us and Xj;. Actually, it
is a unique one. Hence, the supremal minimal separating set coincides with
Xy As k =0, it follows that Sy = §* = X;. Now observe that there are no
nodes outside S* contained in paths from &* to X;. From Theorem 1 it then
follows that all state nodes in G are fixed.

6.3. Example 3

Consider the structured system represented by the graph G, displayed in
Figure 6.
T

u i) T3 T4 Ty

Figure 6.

The graph has input set U = {u} and state node set X = {z1, x9, x3, T4, x5}
Clearly, the graph is input connected. Using the main result of Hosoe [6],
it follows that the controllable subspace had generic dimension equal to 4.
Indeed, the maximum number of state nodes covered by disjoint sets of stems
starting in &/ and cycles in X" is equal to 4. Consider, for instance, the stem
made up of the edges (u, x2), (z2, x3), (3, 24), and (24, x5) , or the stem (u, x;)
combined with the cycle containing the edges (z2,x3), (3, 24) and (x4, x2).
It can be seen easily that adding a control to either node z3 or x4 will not
increase the generic dimension of the controllable subspace. Adding a control
to either x1, x5 or x5, the generic dimension of the controllable subspace does
increase to 5. Hence, the nodes x3 and x4 are fixed, while the nodes z1, o
and x5 are not.

With our method it is possible to analyse the system for fixed and non-
fixed nodes. Therefore, consider the dynamic graph G¢ of the corresponding
system, displayed in Figure 7.
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Figure 7.

Applying the algorithm for n = 5, it follows after the first step that k£ = 4 and
Sy = {uy}. In the next step, k = 3 and 07*S; Uy = {us3, us}. The supremal
minimal separator between 078, U Uy and X5 is equal to Sz = {x35, us}.
Next, k = 2 and 07 'S3 Ully = {x34,us,us}. The supremal minimal separator
between 0183 U, and Xs is equal to Sy = {x35, 245, us}. Then, k =1 and
0718 U Uy = {w34,%44,u3,us}. The supremal minimal separator between
o718 U Uy and Xs is equal to Sy = {T44,235,Tas,us}. Finally, & = 0
and 0!8 U Us = {243, T34, T4, U3, us}. The supremal minimal separator
between ¢1S; UUs and X, is equal to Sy = {44, 35, Tas, us}. As k=0, it
follows that Sy = S&*. The latter also follows because Sy = S;. Now observe
that the nodes x; 5,225 and x55 are not in S* and are contained in paths
from &* to A5. From Theorem 1 it then follows that the nodes z1, 29 and x5
in G are not fixed.

6.4. Remark

Note that all three example also illustrate the potential validity of Con-
jecture 1. Indeed, in Example 1, §* = {ug, u3} and S* n X, = ¢, implying
that there are no fixed nodes. In Example 2, §* = &,. So, §* n X, = A,
implying that all nodes are fixed. In Example 3, §* = {244,235, T4 5, us}.
So, S* N A5 = {x35, 245}, implying that nodes x5 and x4 are fixed, and nodes
x1, 22 and x5 are not fixed.

7. Conclusions and outlook

In this paper we studied linear structured systems and focussed on the
fixed part of the controllable subspace of such systems. This part consists of
unit vectors that that are present in the controllable subspace, independently
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of the value of the non-zeros, i.e., the free parameters, in the system matrices.
This part can be seen as the robust part of the controllable subspace. The
index of the unit vectors can be obtained using the dynamic graph under-
lying the structured system. The graph theory method for achieving this,
developed in this paper, amounts to finding the supremal minimal separator
between the set of input nodes ¢? and the set of final state nodes X,,. To com-
pute this minimal separating set a recursive algorithm has been developed
making use of the repetitive nature of the dynamic graph. The algorithm
breaks down the task of computing the overall supremal minimal separator
into smaller pieces that each give more insight. The current paper completes
the results of a previous paper by the authors, cf. [2]. By some examples, the
results of the current paper are illustrated. It is expected, see also Subsection
5.4, that breaking down the computations makes that the supremal minimal
separator can be obtained in a more efficient way than when starting from
the complete dynamic graph. However, the precise meaning of this statement
is not yet clear, and is topic of current research. A second topic of current
research is Conjecture 1, stating that node x; in graph G is not fixed if and
only if node z;, of G¢ is not contained in S*, or, put differently, node z; in
graph G is fixed if and only if node z;, of G% € S*, where S* is the supremal
minimal separator in G¢ between U? and X,,.
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