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Abstract

This thesis describes the design of an ultra-low power temperature to digital converter. It is in-
tended to monitor the excess heat produced during the wireless charging of implantable med-
ical devices such as pacemakers. The TDC is designed to achieve an accuracy of ±0.1 °C (3𝜎)
from 27 °C to 47 °C, and ±0.3 °C (3𝜎) from -40 °C to 85 °C after a 1-point trim. It also achieves
a resolution of 0.01 °C at 10 Sa/s. The low power consumption (155 nW) is made possible
by the implementation of a self-biasing BJT-core. Its low power consumption, accuracy, and
resolution make it ideally suited for clinical temperature monitoring.
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1
Introduction

In the field of Bio-electronics, heartwarming advances in pacemaker design have been made.
Despite this, they still need to be periodically replaced. Since this is associated with signifi-
cant risks and usually requires invasive surgery, reducing the number of times a replacement
is required is an important goal of the research in this field [9]. One common reason for pace-
maker replacement is battery depletion. On average, a pacemaker battery lasts for about ten
years. The average age of a pacemaker recipient is about 75, and 85% of pacemakers are im-
planted in people that aremore than 65 [10],[11]. Being able to recharge the battery in the body
would significantly increase pacemaker lifetime and thus reduce the number of replacements
required, especially for the 15% that are younger than 65.

As it is impossible to connect a pacemaker directly to a charging station, the possibility of
wireless charging has been researched [1]. One way of doing this is via induction coils. An
external coil generates a changing magnetic field, which creates an AC signal in a second coil
that is part of the pacemaker. However, induction coils also induce self-heating in the metal
case of a pacemaker. This will cause tissue damage if it exceeds a few degrees Celsius [12].

To prevent tissue damage, measuring the local temperature is a necessity. A temperature
sensor can be used for this purpose. Its output can then be translated to a digital signal which
can then be used to adjust the power transfer accordingly to reduce the amount of excess heat
produced. This type of temperature sensor is called a temperature to digital converter (TDC).
To avoid draining the pacemaker’s battery, the TDC’s power consumption should then be as
low as possible.

The objective of this work is twofold. The first is to create a clinical temperature monitoring
system for the wireless charging of pacemakers, complying with the strict requirements that
apply to electronics for pacemakers, with a focus on low power consumption. The second is
to achieve state of the art performance over the industrial temperature range (-40 °C to 85 °C)
to demonstrate the usefulness of the design in more general applications. An outline of this
thesis and the content of each chapter is included at the end of this introduction. In the next
section, the system requirements for both clinical temperature monitoring and the industrial
temperature range are defined.

1.1. System Requirements
In order to achieve the desired performance and reach the current state of the art, the following
design criteria need to be discussed: Temperature range, power consumption, accuracy, reso-

1



2 1. Introduction

Figure 1.1: Pacemaker placement with charging coil, based on images from [1],[2]

lution, conversion time or sample rate, area, calibration methods, measurement environment,
and technology. First, these design criteria will be discussed in the context of clinical temper-
ature monitoring. Next, any changes or additional criteria required for the temperature sensor
to work over a wider (industrial) temperature range will be discussed.

1.1.1. Clinical Temperature Monitoring Requirements
In clinical temperaturemonitoring systems, five design criteria require specific attention: Area,
measurement environment, power consumption, accuracy, and resolution. These are consid-
ered to be the primary specifications for this temperature sensor. Conversion time, calibration
methods, and technology are considered to be the secondary specifications. The following sec-
tions discuss these specifications in more detail.

Area and Measurement Environment
Ideally, the temperature sensor should be as close as possible to the charging coil. In medical
applications, however, this can be a challenge and especially in the field of implants. Not only
are there a limited number of places where it is safe to place implants but the space available
in those places is also limited as well. Then there are the risks of rejection by the body and
corrosion due to the harsh environment. Figure 1.1 shows a common pacemaker location.
However, all of these criteria have to be met by the design of the pacemaker itself and thus are
not of direct concern to the design of the TDC.

Power Consumption, Accuracy, and Resolution
The most important challenge for this TDC design, power consumption, is also the most dif-
ficult one to meet as it impacts both resolution and accuracy. A typical pacemaker control
circuit requires 30 μW [10]. In order not to significantly impact battery lifetime, the TDC
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should draw less than 1% of that power, implying a power consumption of 300 nW or less. The
target is conservatively set at 100 nW.

Furthermore, as battery voltage tends to drop over time, care has to be taken that the mea-
surement is not sensitive to the supply voltage. This cross sensitivity is often referred to as
power supply sensitivity (PSS). The PSS should be in the order of ∼0.1 °C/V to ensure suffi-
cient accuracy over the lifetime of the battery.

The other challenges for the TDC lie in its required resolution and accuracy. As mentioned
previously, internal tissue can be damaged if its temperature increases by only a few degrees
Celsius. To be able to sense such temperature changes reliably, the TDC needs to have an
accuracy of at least ±0.1 °C around body temperature [13]. Achieving this level of accuracy
usually requires calibration. The accuracy requirement also imposes limits on the resolution of
the TDC. As a rule of thumb, for calibration purposes the resolution needs to be an order of
magnitude smaller than the target accuracy, so in this case, ±0.01 °C.

Conversion Time, Calibration, and Technology
As body temperature is a slowly changing signal, the conversion time of the TDC is not that
critical. In practice, it is limited by the time it takes to achieve sufficient resolution. To remain
competitive with the state of the art, the conversion time is set at 100 ms or 10 samples/s.

Asmentioned before, calibration is often required to achieve a high level of accuracy. How-
ever, this takes time and thus, money. For this reason, only a 1-point calibration is allowed for
this design. Furthermore, as the TDC will be part of the pacemaker, it would reduce cost and
complexity to make the sensor in the same standard CMOS technologies as the pacemaker’s
own circuitry. The technology used in this project is the Taiwan Semiconductor Manufactur-
ing Company (TSMC) 0.18 μm High-Voltage process.

1.1.2. Industrial Temperature Range Requirements
The requirements for the industrial temperature range are no different from those for clini-
cal temperature monitoring except for the accuracy and the temperature range. Despite the
increased temperature range (-40 °C to 85 °C), the inaccuracy should be less than ±0.3 °C to
maintain a state of the art performance.

1.1.3. System Requirements Summary
All the previously mentioned requirements for both clinical temperature monitoring and mea-
suring over the industrial temperature range are summarized in Table 1.1. With this list of
requirements, a selection of temperature sensors can be analyzed and compared to determine
which topology is most suitable for the target application.

1Relative Acc. = 2⋅Accuracy / T. Range ⋅ 100
2Res. FOM = Power⋅௧೎೚೙ೡ⋅Res.మ

Table 1.1: TDC specifications for use in clinical temperature monitoring and for the industrial temperature range.

T. Range Power Accuracy Relative1 Res. 𝑡௖௢௡௩ Res. FOM2 PSS Tech.
[°C] [μW] (±3𝜎) [°C] Acc. [%] [°C] [ms] [°C/V] [pJ°Cଶ] [μm]

27 to 47 0.1 ±0.1 1 0.01 100 1 ∼ 0.1 0.18
-40 to 85 0.1 ±0.3 0.48 0.01 100 1 ∼ 0.1 0.18
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Figure 1.2: Accuracy vs. Power, plotted from a survey on temperature sensors, taken from [3].

1.2. Temperature Sensor Type Selection
Four kinds of temperature sensors might satisfy the requirements shown in Table 1.1: bandgap
sensors, delay-based sensors, resistor-based sensors or Thermal-Diffusivity (TD) sensors. A
quick survey of these four types based on the primary requirements will show which is most
suited for clinical temperature monitoring applications.

In Figure 1.2 the trade-off between power consumption and accuracy has been plotted for a
number of temperature sensors [3]. It can be seen that TD and resistor based sensors dissipate
too much power for clinical temperature monitoring. MOSFET and BJT-based sensors show
performance much closer to the targeted specifications. Of these the bandgap temperature
sensors (both MOSFET and BJT) are amongst those with the lowest power. Of these bandgap
sensors, a BJT based temperature sensor implementation has been chosen for its inherent ac-
curacy and ease of implementation in the requested technology.

The next section gives a short introduction to a Bipolar Junction Transistor (BJT) based
temperature sensors. A comparison is made with the current state of the art temperature sen-
sors that focus on clinical temperature monitoring to establish the project goals.

1.3. BJT based sensors
BJT based temperature sensors work by forcing a current through a set of BJTs, called a BJT-
core, to generate a temperature dependent voltage, as shown in Figure 1.3. In [14] a propor-
tional to absolute temperature (PTAT) voltage is digitized with respect to a reference voltage,
made from a PTAT voltage and a complementary to absolute temperature (CTAT) voltage. The
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Figure 1.3: Temperature sensing principle of BJT based temperature sensor [4].

base-emitter voltage 𝑉BE across a single BJT is CTAT and is described by equation (1.1). The
differential voltage of two of these junctions with different current densities is the PTAT voltage
Δ𝑉BE and is described by equation (1.2):

𝑉BE (𝑇) =
𝑘𝑇
𝑞 lnቆ𝐼bias

(𝑇)
𝐼ௌ (𝑇)

ቇ (1.1)

Δ𝑉BE (𝑇) =
𝑘𝑇
𝑞 ln (𝑟) (1.2)

By adding these two values with a ratio 𝛼 a temperature independent voltage 𝑉REF = 𝑉BE +
𝛼 ⋅ Δ𝑉BE can be generated (see Figure 1.3). Finally 𝛼 ⋅ Δ𝑉BE can be compared against 𝑉REF to
perform a temperature measurement. The following equations show a common ratiometric
measurement of 𝜇 and thus 𝑇,

𝜇 = 𝛼 ⋅ Δ𝑉BE
𝑉REF

(1.3)

𝑇 = 𝐴 ⋅ 𝜇 + 𝐵 (1.4)

where 𝐴 and 𝐵 are linear fitting parameters to translate 𝜇 to temperature.
One of the advantages of using a BJT-core is that they require relatively low power for good

accuracy, due to the ratiometric nature of the measurement. Using a ratio cancels out many
errors associated with absolute value measurements.

Another advantage is that they only require a single point trim to achieve ±0.1 °C inac-
curacy or better over the industrial temperature range (-40 °C to 85 °C) [14],[8]. Trimming
is time-consuming and therefore costly. With the introduction of voltage calibration in [15]
a single point trim can be made with the help of an accurate reference voltage instead of an
accurate temperature.

Next, the current state of the art TDCs for clinical temperature monitoring using a BJT-
core, are compared to refine the project goals.
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Table 1.2: Comparison of state of the art clinical temperature monitoring TDCs.

item T. Range Power Accuracy Relative3 Res. 𝑡௖௢௡௩ Res. FOM⁴ PSS Tech.
[°C] [μW] (±3𝜎) [°C] Acc. [%] [°C] [ms] [pJ°Cଶ] [°C/V] [μm]

Goal 27 to 47 0.1 ±0.1 1 0.01 100 1 ∼ 0.1 0.18
[16] 25 to 45 1.1 ±0.2 2 0.01 500 55 N/A 0.18
[17] 20 to 50 16 ±0.1 0.666 0.01 100 1.6 N/A 0.18
[18] 20 to 50 2.205 -0.5/+0.25⁵ 2.5 0.01 20 689 N/A 0.35
[19] 20 to 50 3⁶ ±0.15 1 0.05 51.2 400 N/A 0.13

1.3.1. Current State of the Art
BJT based TDCs have often been used for clinical temperature monitoring, most notably [16],
[17], [18] and [19]. A literature study on the current state of the art serves to determine the focus
and goals of this design and to confirm the target specifications. Table 1.2 gives a summary of
the aforementioned designs and compares them to the target specifications of this thesis. The
key features of each design will then be briefly addressed, in the order that they appear in the
table.

M. Law [16]
The first TDC [16], uses a current ratio based BJT pair to generate the temperature dependent
voltages𝑉BE and 𝛼⋅Δ𝑉BE. Instead of directly digitizing the temperature as described in equation
(1.4) a multi-ratio pre-gain stage is used to improve the energy efficiency of its analog to digital
converter (ADC). Here 𝛼 ⋅Δ𝑉BE is pre-amplified by 𝑘ଵ or 𝑘ଷ and 𝑉BE by 𝑘ଶ or 𝑘ସ, dependent on
the value of the bit-stream. The new ratiometric output 𝜇ᇱ then becomes

𝜇ᇱ = 𝑘ଵ + 𝑘ଶ
𝑘ଵ − 𝑘ଷ

⋅ 𝛼 ⋅ Δ𝑉BE𝑉REF
− 𝑘ଶ
𝑘ଵ − 𝑘ଷ

Half of the total system power of this design (0.57 𝜇Wof 1.1 𝜇W) is consumed by the amplifier
in its ADC.The other half is divided almost equally between the front-end and the control logic,
respectively consuming 0.27 𝜇W and 0.25 𝜇W.The TDC achieves an accuracy of ±0.2 °C over
a temperature range of 25 °C to 45 °C.

C. Deng [17]
The second TDC [17], sets out to improve the matching between the two BJTs (as shown in
Figure 1.3) and reduce the influence of the gain error of a 24-bit ΣΔ-ADC.They do so by using
only one BJT for two consecutive ADC conversions. In a first conversion, the BJT is biased at
a unit current 𝐼bias, while in a second conversion that same BJT is biased at 𝑁 ⋅ 𝐼bias. The result
of the two conversions 𝐷1 and 𝐷2 can then be expressed as:

3Relative Acc. = 2⋅Accuracy / T. Range ⋅ 100
⁴Res. FOM = Power⋅௧೎೚೙ೡ⋅Res.మ
⁵Min-max Accuracy
⁶Includes glucose sensor readout



1.3. BJT based sensors 7

𝐷1 =
(𝑉BE1 + 𝑉OS) ⋅ 𝐺ADC

𝑉REF
𝐷2 =

(𝑉BE2 + 𝑉OS) ⋅ 𝐺ADC
𝑉REF

where 𝑉OS is the ADC’s input-referred offset voltage. The temperature is then calculated by
combining both conversion results into a single equation,

𝑇out =
𝐾(𝐷1 − 𝐷2)

𝐷1 +𝑀(𝐷1 − 𝐷2)

= 𝐾(𝑉BE1 − 𝑉BE2)
𝑉BE1 +𝑀(𝑉BE1 − 𝑉BE2)

where 𝐾 is a gain calibration coefficient and𝑀 is a temperature compensation coefficient. The
TDC draws 900 𝜇A at 25 °C during conversion, and 100 nA while in standby. It is duty-cycled
and draws an average of 16 𝜇W at a conversion rate of 10 Hz. While the average power con-
sumption is much too high for the design proposed in this thesis, the idea of duty-cycling the
system is a useful one.

The authors claim that, by combining two conversion results into one measurement, the
offset and the gain errors of the ADC are reduced. However, they cannot be removed com-
pletely, since the results of two conversions i.e., two equations, cannot be used to solve for
three unknown parameters. Using this technique they achieve an accuracy of ±0.1 °C over a
temperature range of 20 °C to 50 °C. However, it comes at the cost of increased conversion
time.

Part of the reason for the relatively high power consumption of this design is probably the
high number of bits (24 bits) required to achieve their <0.001 °C resolution. Reducing this
requirement to 0.01 °C should significantly reduce the required power consumption.

Z. Zheng [18]
The third TDC [18], is designed for use inside a retinal prosthesis. Here the outputs of a BJT
pair are converted to a CTAT and PTAT voltage

𝑉஼்஺் = 2𝑉஻ா
𝑉௉்஺் =

𝑅ଶ
𝑅ଵ
Δ𝑉஻ா

where 𝑅ଵ and 𝑅ଶ are chosen to ensure that 𝑉௉்஺் and 𝑉஼்஺் intersect around 37 °C.
These voltages are pre-amplified and then connected to a successive approximation register

(SAR)-ADC instead of a ΣΔ-ADC as in the previous designs. SAR-ADCs are usually quite
power efficient and have a short conversion time, making them suitable for use in power starved
applications [20]. However, they have relatively low resolution of < 14 bits.

The TDC draws 210 𝜇A from a 3V supply. However, due to a temperature conversion time
of only 70 𝜇s, the average power consumption can be reduced to 2.205 𝜇Wat 50 Hz by turning
off the TDC during the rest of the 20 ms conversion time of the retinal prosthesis.

An inaccuracy of -0.5 °C to +0.25 °C after a 1-point calibration over a temperature range
of 20 °C to 50 °C is measured on a single TDC. This does raise concern on the viability of
SAR-ADCs for clinical temperature monitoring.
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X. Chen [19]
The fourth and final TDC [19], is designed together with a glucose sensor interface, and shares
the same ADC.The ADC is a 1st-order Zoom ΣΔ-ADC with the addition of a sampled current
path that directly connects to the ΣΔ-ADC’s integrator and acts as the glucose sensor interface.

Once again, the main focus in this design is on the power of the amplifier used in the in-
tegrator. The authors use a dynamically biased inverter based amplifier to reduce the impact
on the power consumption as much as possible. The TDC consumes a total of 3 𝜇W while
achieving a peak-to-peak accuracy of ±0.15 °C over a range of 20 °C to 50 °C.

1.3.2. Design Focus
Most of the aforementioned TDCs focused on the design of an energy efficient ADC. Specifi-
cally on the amplifier, whether used as an integrator or as a pre-amplifier. As was shown in [8],
the current they draw can be further reduced, and might be traded for increased conversion
time in a ΣΔ-ADC.

Though the amplifier is often the most power consuming part of a TDC, the power con-
sumption of the BJT frontend (BJT-core plus its biasing circuit) is also quite significant. In this
thesis, we will focus onminimizing the power consumption of the BJT frontend and on scaling
the ADC to obtain lower overall power consumption. The digital control logic should not be
neglected, or it might dominate the power consumption of the TDC.

1.4. Project Goals
To summarize, the main goal of this research project is to reduce the power consumption of
clinical temperature monitoring TDCs while maintaining state of the art performance.

The target for power consumption is set at 100 nW, a factor of 10 less than [16], the lowest of
the TDCsmentioned above. This target is to be achieved by optimizing the power consumption
of the BJT frontend, scaling theADC accordingly and reducing the digital control logic asmuch
as possible.

The performance is measured by the accuracy and resolution of the TDC. The targeted
accuracy is ±0.1 °C (3𝜎) with a 1-point calibration around body temperature (from 27 °C to 47
°C) with a resolution target of 0.01 °C within a conversion time of 100 ms. These targets are set
based on the requirements set by [13] and [21] together with current state of the art TDCs for
clinical temperature monitoring.

A secondary goal is tomaintain state of the art performance over the industrial temperature
range. The target is to achieve an accuracy of ±0.3 °C (3𝜎) with a 1-point calibration over this
temperature range while maintaining the same resolution and power consumption. Both these
and the secondary requirements were summarized in Table 1.1.

1.5. Thesis Outline
The outline of this thesis is as follows; in Chapter 2 the BJT frontend will be discussed in more
detail and its design will be presented. Then, in chapter 3 the design of the ADC will be dis-
cussed, while its implementation will be discussed in Chapter 4. The simulation results of the
completed TDC will be presented and explained in Chapter 5. Finally, in Chapter 6, some
conclusions are drawn, and suggestions for future work are given.



2
Sensor Design

In this chapter, the requirements of the BJT frontend are discussed, and its design is presented.
As low power consumption is the main goal of this design, the parts of a BJT frontend that
consume the most power are discussed first, in Section 2.1. Second, a low power design for the
frontend is presented in Section 2.2 and its influence on the inaccuracy of the measurement
is discussed. Third, two methods to improve the inaccuracy of the design are presented and
discussed in Section 2.4. Last, the final design of the frontend is presented in Section 2.5.

2.1. Biasing Current
A BJT pair can be used both as a temperature sensor and as a biasing circuit. BJT based tem-
perature sensors require both functions [6], leading to a (simplified) common architecture is
shown in Figure 2.1. This figure shows a biasing circuit, whose current is copied to the BJT-
core. As a biasing circuit, Δ𝑉BE, is forced across a resistor 𝑅B to generate a PTAT current 𝐼bias.
As a BJT-core, each BJT uses their own collector current 𝐼C to generate two CTAT voltages,𝑉BEభ
and 𝑉BEమ , and one PTAT voltage Δ𝑉BE. The collector current 𝐼C determines 𝑉BE and is given by:

𝐼C = 𝐼S ⋅ (𝑒
ೇBE
ೇT − 1) with 𝑉T =

𝑘B𝑇
𝑞 (2.1)

where 𝑘B is the Boltzmann constant and 𝑞 the unit charge of an electron. The saturation current
𝐼S is given by:

𝐼S = 𝐶𝑇ఎ𝑒(
ష೜ೇ೒బ
ೖ೅ ) (2.2)

2.1.1.Non-zero Base Current
Ideally, we want 𝐼bias = 𝐼C. However, due to the diode configuration of the BJTs (Figure 2.1),
the biasing current 𝐼bias = 𝐼C + 𝐼B with the base current 𝐼B ≠ 0. In other words, the BJT has a
finite current gain 𝛽, given by:

𝛽 = 𝐼C
𝐼B

(2.3)

This finite current gain increases the total biasing current by a factor of (1 + 1/𝛽), and intro-
duces a measurement error because 𝛽 is not constant over 𝐼bias (see Figure 2.2). At the desired

9
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Figure 2.1: Typical BJT based temperature sensor and biasing circuit setup.
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Figure 2.2: Gummel-Poon plot showing the cur-
rents ூB and ூC and the gain factor ఉ at 27 °C.

-40 -20 0 20 40 60 80

Temperature [°C]

0

0.05

0.1

0.15

0.2

0.25

0.3
T

em
pe

ra
tu

re
 e

rr
or

 [°
C

]

Figure 2.3: Temperature error over temperature
due to ఉ difference.

biasing points, shown by the grey and black lines in Figure 2.2, 𝛽 = 101 and 𝛽 = 111 for
𝑉BE1 and 𝑉BE2 respectively. The temperature error in Δ𝑉BE caused by the difference in 𝛽 can be
approximated by:

𝜎T,୼௏BE = 𝑉T ⋅ 𝑙𝑛 ቌ
𝐼C(1 +

ଵ
ఉ೘ೌೣ

)
ூC
௥ (1 +

ଵ
ఉ೘೔೙

)
ቍ /𝑆Δ𝑉BE (2.4)

For the given values of 𝛽, 𝜎T,୼௏BE ≈ 0.15 °C. This is a large error given the accuracy budget
of 0.1 °C around body temperature. However, this error is fairly constant over temperature, as
can be seen from Figure 2.3. The error only varies by 0.4 m°C around body temperature and
by 0.02 °C over the industrial temperature range.

The offset of this error can be absorbed during the sensor’s calibration, leaving only the
temperature dependent part as a source of error, which is negligibly small. Furthermore, 𝐼bias is
only∼ 0.95% larger than 𝐼C. In the rest of this thesis, for a single BJT, the assumption 𝐼bias = 𝐼C
is used.
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Figure 2.4: Accuracy over temperature and pro-
cess corners for several values of ௥.

Figure 2.5: Test bench to determine the sensitiv-
ity of ௏BE and ୼௏BE over temperature for different
levels of ூbias with ௥ ୀ ଻.

2.1.2. Collector Current
As the goal of this project is low power consumption, the aim is to reduce 𝐼bias. However, 𝐼S
is not influenced by reducing 𝐼bias, which limits the amount by which 𝐼C, and thus 𝐼bias, can be
reduced. To achieve high accuracy, 𝑉BE should not be influenced by 𝐼S, in other words 𝐼C >> 𝐼S.
Based on this assumption, the base emitter voltage 𝑉BE becomes:

𝑉BE = 𝑉T ⋅ 𝑙𝑛 ቆ
𝐼C
𝐼S
ቇ (2.5)

The differential voltage Δ𝑉BE becomes a linear function:

Δ𝑉BE = 𝑉T ⋅ 𝑙𝑛 (𝑝 ⋅ 𝑟) where 𝑝 ⋅ 𝑟 =
𝐼Cమ
𝐼Cభ

(2.6)

where 𝑝 is the ratio of the two biasing currents and 𝑟 is the ratio of the emitter areas between
both BJT. In this design 𝑝 = 1 and 𝑟 = 7 is chosen, based on a trade-off between power
consumption, resolution, ease of implementation and the fact that this is slightly more energy
efficient than choosing the mathematically equivalent 𝑝 = 7 and 𝑟 = 1 [7].

The ratio 𝑟 is created by adding several unit-sized BJTs in parallel in one branch. This
ratio is higher than most TDC designs in literature. A higher ratio increases the sensitivity of
Δ𝑉BE and thus improve the resolution [7]. However, increasing the ratio also increases the total
biasing current, complicates matching and makes the accuracy over corners worse, as is shown
in Figure 2.4. A ratio of 𝑟 = 7 increases the sensitivity while not sacrificing too much accuracy
over process corners.

Minimal Required Current
Theminimumrequired current for oneBJT canbe determined by simulating𝑆୼௏BE = 𝛿(Δ𝑉BE)/𝛿𝑇.
As Δ𝑉BE should be linear over temperature to enable accurate temperature measurements, its
sensitivity should to be a constant. Figure 2.5 shows the simulated circuit, and Figure 2.6 the
simulation results over temperature for multiple levels of 𝐼bias. In this simulation 𝐴E = 10𝜇𝑚ଶ,
𝑟 = 7 and 𝑝 = 1 in the TSMC 0.18𝜇𝑚 process. It can be seen that 𝐼bias = 25 nA is the lowest
current for which 𝑆Δ𝑉BE is constant over the industrial temperature range (-40 °C to 85 °C).
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Figure 2.6: Sensitivity of ୼௏BE1 over temperature
for multiple levels of ூbias with ௥ ୀ ଻.
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Figure 2.8: Proposed combined BJT frontend,
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Figure 2.9: Proposed combined BJT frontend,
configured as a BJT-core.

Due to its lower current density, 𝑉BE1 sees the influence of 𝐼S sooner than 𝑉BE2 . Because of
this, the sensitivity of Δ𝑉BE (Figure 2.6) shows an upward slope. With 𝐼bias = 25 nA and 𝑟 = 7,
the minimum current per unit𝐴E becomes 𝐼Cmin ≈ 3.6 nA.The next section discusses how 𝐼bias
can be accurately generated.

2.2. Dual Purpose Bandgap Design
To generate 𝐼bias a biasing circuit is required. A secondary BJT pair traditionally generates the
biasing current, as shown in Figure 2.1 (left). A current mirror then copies that current to the
BJT-core, multiplied by a factor𝑁 to reduce the relative power dissipation of the biasing circuit
(Figure 2.1). However, as the BJT-core is already designed to use the minimum required 𝐼bias,
scaling down the current is impossible. So both the biasing circuit and the BJT-core must use
the same current levels. Using a traditional biasing scheme would thus double the power of the
BJT frontend, so another approach is required.
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and hold leakage current for ஼H ୀ ଶହ pF at 25 °C

2.2.1. Sampled Biasing
As can be seen in Figure 2.1, the biasing circuit and the BJT-core are very similar. If both circuits
could be merged it would effectively halve the power consumed in the frontend. In Figures 2.8
and 2.9 a circuit is proposed that can be configured either as a biasing circuit or as a BJT-core.

In the biasing configuration (Figure 2.8) Δ𝑉BE is forced across a resistor 𝑅B to generate 𝐼bias.
In this design, 𝑅B = 2MΩ and it is realized as a non-salicided p+ poly HRI resistor. A current
mirror then copies 𝐼bias to the other BJT and generates a biasing voltage 𝑉B, which is stored by
a sample and hold circuit. When the circuit is used as a BJT-core (Figure 2.9), the held voltage
𝑉B determines 𝐼bias for both BJTs. Since it only takes a short time to set up 𝑉B, this approach
consumes much less power than the traditional approach.

2.2.2. Sample and Hold Requirements
The simplest sample and hold circuit consists of a PMOS switch that samples 𝑉B on a capacitor
𝐶H, as shown in Figure 2.10. The sample and hold circuit is required to hold 𝑉B for 100ms.
This is the conversion time required for a temperature measurement, and is determined by the
minimal settling time per sample and the number of samples required by the ADC to achieve
the target resolution. Both these time constraints will be discussed in more detail in Chapter 3.

The time that a voltage can be held on a capacitor depends on the leakage current through
the sampling switch. Thevoltage droopon𝑉B due to that leakage current causes a time-dependent
increase in 𝑉BE, which causes a measurement error. A switch in parallel with an ideal leakage
current source is used to model the transistor of Figure 2.10. The resulting temperature error
after 100 ms is plotted versus the leakage current in Figure 2.11 for 𝐶H = 25 pF. The slight
jump around zero current is due to the finite resistance of the implemented switch. The large
size of 𝐶H is required to mitigate the temperature error caused by switch leakage. With an area
of 0.02 mmଶ, when implemented as a MIM capacitor, 𝐶H will take up a large part of the chip
area. However, as area is not part of the design specifications, this is of less concern.

For the leakage error not to be dominant, the additional error must be less than ±0.01 °C.
From Figure 2.11 can be seen that the total leakage current can then be no larger than ±20 fA.

The leakage current through the switch consists of two parts, as shown in red in Figure 2.10.
The first path (I) is through the depletion region and is due to the voltage difference between
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the drain and source regions of the transistor. The second path (II) is through the PN-diode
to 𝑉DD and is due to the voltage difference over this diode. A simulation of this circuit, shows
the total leakage current of the PMOS switch to be ±275 fA over temperature with a maximal
voltage difference of 495 mV, which is much larger than the ±20 fA allowed for the required
accuracy.

Increasing the off resistance of the PMOS switch, by increasing its length, would reduce the
leakage through the first path (I), but would also increase the charge injected into 𝐶H, and so
distort𝑉B. The leakage through the second path (II) can be reduced by decreasing the transistor
width, which would reduce the diode area and thus the current. However, neither solution
addresses the main cause of both leakage currents, the voltage difference across the switch.

2.2.3. Low-leakage Sample and Hold
Two circuits that can be used to reduce this voltage difference are shown in Figures 2.12 and
2.13. To determine which circuit is the most suitable for this design, the performance of both
circuits is analysed.

Bootstrapped Sampling Switch
The first circuit (Figure 2.12) works by adding two additional sample and hold circuits, consist-
ing of the switches𝑀ଵ and𝑀ଷ, and the two capacitors 𝐶B = 3 pF. These circuits bootstrap the
original sampling switch (𝑀ଶ) by sampling 𝑉B on both 𝐶B, removing the voltage difference. The
switches𝑀ଵ and𝑀ଷ still leak, of course, which means that the voltage across𝑀ଶ will increase
over time. A transient simulation of the circuit over the temperature range shows (Figure 2.14)
that the leakage current through𝑀ଶ is less than ±20 fA after 100 ms.

Buffered Sample and Hold
As mentioned, Figure 2.13 shows another solution to reduce leakage. As proposed in [5], the
single switch in Figure 2.10 is split into two switches, 𝑀ଵ and 𝑀ଶ. A buffer is added after 𝐶H
and a third switch (𝑀ଷ) applies the buffered biasing voltage 𝑉O to the node between𝑀ଵ and𝑀ଶ
when both these switches are open. The buffer only consumes 0.625 nW and a current mirror,
used to provide the buffer’s tail current, consumes another 1.25 nW. However, this mirror is
also required for the biasing of the cascode of the high-swing current mirror as is discussed in
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Figure 2.14: Temperature dependent leakage cur-
rent of the bootstrapped sampling switch after 100
ms.
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Figure 2.15: Leakage current due to the offset of
the sample and hold buffer.

Figure 2.16: Monte Carlo spread of the offset of the sample and hold buffer

Section 2.4.3. While the circuit is holding 𝑉B, the leakage currents of𝑀ଵ and𝑀ଷ are supplied
by the buffer. The leakage through the both paths is now cancelled out because the voltage drop
across𝑀ଶ is zero as 𝑉O = 𝑉B.

When 𝑉B ≠ 𝑉O, e.g., due to offset in the buffer, there is still a leakage current. Figure 2.15
plots the total leakage current over the offset of the buffer. As can be seen, for a buffer offset of
±10mV, the leakage current is ±20 fA, which was required for accuracy. The offset of the buffer
is mainly dependent on process and varies with temperature. It can be reduced by increasing
the area of the NMOS input pair and the PMOS current mirror.

A Monte Carlo simulation indicated that the optimal size of the NMOS input devices is 3
µm/16 µm, while that of the PMOS devices is 0.5 µm/16 µm. Figure 2.16 shows that the offset
of the buffer is less than ±10 mV (3𝜎) over temperature and process, which causes a leakage
current of ±20 fA, and thus a temperature error of ±0.01 °C.

Sample and Hold Comparison
The downside of the bootstrapped switch (Figure 2.12) is that is that it slows down the start-up
of the circuit, is sensitive to charge injection of the sampling switches, and increases the area
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Figure 2.17: Dual purpose frontend with sample and hold biasing circuit.

of the chip by about 0.004 mmଶ. However, as the capacitors are relatively large, the charge
injection is negligible and it does not consume any static power nor suffers from offset like the
buffered sample and hold circuit (Figure 2.13).

As the option of duty-cycling the TDC to reduce power consumption is considered, and
the buffer only consumes 0.625 nW, the choice was made to use the buffered sample and hold
circuit in this design.

2.2.4. Dual Purpose Frontend
Having found away to keep the bias voltage𝑉B stable, it nowbecomes possible tomerge the bias-
ing circuit with the BJT-core. Figure 2.17 shows a simplified circuit diagramof the dual purpose
BJT frontend. Two dummy switches, connected to 𝑉DD, are added around the rightmost BJT to
ensure equal offset and loading of both BJTs, as the transistors have a finite on-resistance. The
total current required for the sample and hold circuit, consisting of an amplifier and a current
mirror to provide the amplifier’s tail current, is <2 nA, as shown in Figure 2.17. This current is
significantly less than the 50 nA that a traditional biasing circuit would have required.

2.3. Sensor Start-up
To ensure the circuit starts up when power is applied, a switch is added in Figure 2.17. To
limit the injected current, a long NMOS switch with a length of 10 µm and a width of 1 µm is
used. The voltages 𝑉L and 𝑉R at the bases of both BJTs are shown for the start-up and biasing
sequence of the BJTs frontend in Figures 2.18 and 2.19. As both bases are shorted in biasing
configuration: 𝑉L = 𝑉R = 𝑉BE2 . Once 𝑉B has settled and the frontend is reconfigured as a
BJT-core, a jump can be seen in Figure 2.17 as now 𝑉L = 𝑉BE1 . As was shown in both figures,
the start-up is temperature dependent and it takes up to 5 ms at -40 °C for 𝑉BE2 to settle. The
spikes after biasing are due to the charging of the sampling capacitors. The signals that control
both biasing and start-up are generated off-chip and are controlled via a shift register, which is
explained in Section 4.2.1.
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2.4. Sensor Accuracy
For accurate temperature measurements it is required that the biasing currents match and that
the current density ratio is exactly equal to 𝑟. Several techniques have been implemented to
ensure this. To improve the overall matching, dummy devices have been added in layout sur-
rounding the current mirror transistors, sampling capacitors and the BJTs. The layout of the
entire TDC will be shown in Chapter 4. The accuracy of the current density ratio is solved by
using DEM, and that of the matching of the biasing current is solved by chopping.

2.4.1. Dynamic Element Matching
The mismatch in the emitter area ratio introduces an offset error in Δ𝑉BE and both 𝑉BE. Due
to the stochastic nature of the error, it is not possible to reduce this error by using a static
compensation circuit, and so dynamic element matching (DEM) is required.

A simplified diagram of the DEM circuit is shown in Figure 2.20. Here, the switches 𝐼bias-
DEM dynamically alter the configuration of the BJTs, moving the offset around between 𝑉BE1
and 𝑉BE2 . However, as each 𝐼bias-DEM switch adds its on-resistance in series with its respective
BJT,𝑉BE1 and𝑉BE2 cannot be sampled directly below the current sources. Therefore, the switches
𝑉BE-DEM are introduced to create what is called a Kelvin connection. The added resistance of
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the 𝑉BE-DEM switches does not influence the sampling of either 𝑉BE, as the current through the
switch is zero when settled.

A full DEM cycle consists of steps equal to the number of BJTs, in this case, eight. In each
step the ADC samples and integrates 𝑉BE1 and Δ𝑉BE, effectively averaging the offset caused by
the mismatch, as is shown for Δ𝑉BE in Figure 2.21. It should be noted that after each full DEM
cycle the total error is perfectly cancelled.

2.4.2. Chopping
Both sets of DEM switches can also be used for chopping the sensor. The switches 𝐼bias-DEM
can chop the current sources, while the switches 𝑉BE-DEM can chop the output. If two mea-
surements are done back to back and the result of both is averaged, the mismatch between the
two current paths is corrected.

2.4.3.High-Swing Current Mirror
To further improve accuracy, a cascoded current mirror is used, as shown in Figure 2.22. This
ensures that the drain voltages of the basic current mirror are equal, reducing the effect of
channel length modulation.

The downside is that cascoding two current mirrors significantly reduces the voltage swing
at the output of the sensor, as both diode-connected transistors require a voltage drop of 𝑉T ≈
0.3 V. As 𝑉BE changes with temperature, the output of the sensors must have sufficient voltage
headroom to encompass the entire temperature range. Using a high-swing current mirror [22]
improves the voltage swing while maintaining the benefit of a cascoded current mirror. The
high-swing current mirror is shown in Figure 2.23.

The cascode devices of the high-swing current mirror have to be biased. Figure 2.24 shows
a simple biasing circuit. It consists of a tail current source and a diode connected stack of
transistors to generate 𝑉B,2. A capacitor 𝐶H2 = 1 pF is added to reduce the sensitivity of 𝑉B,2
to transient variations in the power supply. The entire circuit only requires another 1.25 nA,
bringing the total current required to bias the BJT-core to 3.125 nA, which is still a lot less than
the 50 nA mentioned before.
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Figure 2.25: Sensitivity of the temperature mea-
surement to variations in the power supply.

Reduced Power Supply
The reduction of 𝐼C has the additional benefit of reducing 𝑉BE. This reduction, in combination
with the high-swing current mirror, enables us to further reduce power consumption by low-
ering the TDC’s supply voltage. In the TSMC 0.18 𝜇m technology, circuits are usually powered
by a 1.8 V supply, which can be lowered to 1 V in this design.

Care has to be taken that the circuit does not become sensitive to variations in the supply, so
for this design the PSS is set at 0.1 °C/V. Figure 2.25 shows the temperature error of the sensor
when the source is swept from 0.85 V to 1.2 V, normalized around 1 V. As can be seen, the PSS
is highly non-linear. Over the plotted range the sensor has a PSS of 0.16 °C/V, which is slightly
too high. However, from 0.9 V to 1.1 V the PSS does drop below the design target, to 0.09 °C/V.

2.5. Final Frontend Design
The final design of the BJT frontend is shown Figure 2.26. It consists of a dual purpose circuit
that can be switched from a biasing circuit to a BJT-core. To maintain the correct biasing while
used as a BJT-core, a low-leakage sample and hold circuit is added. A DEM circuit ensures an
accurate current ratio 𝑟 on average. It can also be used as a chopper to improve the matching
of the biasing currents. A high-swing current mirror is used to lower the supply voltage and
further improve the matching between the biasing currents. The power consumed by the BJT
frontend is 53 nW, of which only 3 nW is consumed by the biasing circuit.

2.5.1. Temperature Behaviour
The temperature sensitive signals 𝑉஻ாభ , 𝑉஻ாమ and Δ𝑉஻ா of the final BJT frontend are plotted in
Figure 2.27. As shown in equations (1.3) and (1.4) the temperature can be determined by

𝜇 = 𝛼 ⋅ Δ𝑉BE
𝑉஻ாభ + 𝛼 ⋅ Δ𝑉BE

= 𝛼 ⋅ Δ𝑉BE
𝑉REF

⇒ 𝑇 = 𝐴 ⋅ 𝜇 + 𝐵

where 𝛼 = 15.86, 𝐴 = 472 and 𝐵 = −279. The resulting temperature is plotted over the
actual temperature in Figure 2.28, together with the temperature error. As can be seen, the
calculated temperature closely follows the actual temperature, showing a 3rd order error only
of ±0.009 °C. The other results of the BJT frontend will be presented in Chapter 5.
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Figure 2.26: Simplified version of the final design of the dual purpose bandgap design with a high-swing
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3
ADC Design

This chapter focuses on the design and requirements of the ADC. It should achieve the required
resolution (0.01 °C) and power consumption (50 nW), while maintaining the sensor’s accuracy.
In Section 3.1, the interaction between the BJT front-end and the ADC is discussed, followed
by a description of the ADC’s top-level design in Section 3.2. TheADC’s operation is split into a
coarse-conversion phase (see Section 3.3), and a fine-conversion phase (see Section 3.5). Both
phases require the use of a feedback DAC, which will be discussed in Section 3.4. Techniques
to improve ADC accuracy are discussed in Section 3.6 and the final topology of the ADC is
presented in Section 3.7.

3.1. BJT-readout Analysis
A ΣΔ-ADC, or ΣΔ-modulator, is often used to read out temperature sensors because it trades
conversion speed for resolution. This makes it ideally suited for temperature sensors, since
temperature changes are rather slow, but usually need to be digitized with high resolution. The
ADC shown in Figure 3.1 [6], operates by digitizing 𝑉PTAT respective to a temperature inde-
pendent reference voltage 𝑉REF as shown in equation (3.1).

𝜇 = 𝑉PTAT
𝑉REF

= 𝛼 ⋅ Δ𝑉BE
𝑉BE1 + 𝛼 ⋅ Δ𝑉BE

(3.1)

Digitizing temperature this way is rather inefficient because the resulting 𝜇 changes by only
30% over the military temperature range, as can be seen in Figure 3.2. Alternatively, the range
of 𝜇 can be increased to 90% by evaluating:

𝜇 =
2𝛼 ⋅ Δ𝑉BE − 𝑉BE1

𝑉ோாி
(3.2)

but this comes at the cost of increased complexity [6].
From equation (3.1) it can be observed that all temperature information is present in the

two voltages 𝑉BEభ and Δ𝑉BE. The equation can be rewritten as:

𝜇 = 𝛼 ⋅ Δ𝑉BE
𝑉BE1 + 𝛼 ⋅ Δ𝑉BE

= 𝛼
௏BE1
୼௏BE

+ 𝛼
= 𝛼
𝑋 + 𝛼 (3.3)

21
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where 𝑋 = 𝑉BE1/Δ𝑉BE. This suggests that only the ratio 𝑋 needs to be digitized to perform
a temperature measurement. Figure 3.3 illustrates 𝑋 as a non-linear function of temperature,
where 𝑋 ranges from 4 to 16 over the industrial temperature range (with current density ratio
𝑟 = 7 and 𝐼C = 25 nA). Since the range of 𝑋 is larger than 1, the ratio can be divided into an
integer and a fractional part:

𝑋 =
𝑉BE1
Δ𝑉BE

= 𝑛 + 𝜇ᇱ (3.4)

where 𝑛 represents the integer part, and 𝜇ᇱ the fractional part of 𝑋. This effectively cuts the
ratio𝑋 into several integer steps that can be digitized separately. It enables the use of a two-step
approach [7], which greatly improves the efficiency of theADC.Another advantage of digitizing
𝑋 is that a PTAT trim can be performed, by simply adding an offset to𝑋. The downside is that a
digital back-end is required to obtain the PTAT output 𝜇 from equation (3.3). Because of these
reasons, this design uses a two-step or Zoom ADC to digitize 𝑋.
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3.2. Zoom ADC Topology
Theblock diagramof the proposedZoomADC is shown in Figure 3.4 and is based on the design
presented in [4]. The ADC’s operation is split into a coarse conversion and a fine conversion.
The coarse conversion determines 𝑛, giving a rough estimate of 𝑋, as is shown in Figure 3.5(a).
The fine conversion then uses this estimate to set the references of the ΣΔ-modulator to 𝑛⋅Δ𝑉BE
and (𝑛+1) ⋅Δ𝑉BE, as shown in Figure 3.5(b). This zooming reduces the ΣΔ-modulator’s range,
thereby reducing the quantization noise of the ΣΔ-modulator, and so improving its power-
efficiency. Next, the coarse conversion topology is presented, and inherent conversion errors
are addressed.

3.3. Coarse Conversion
The coarse conversion gives a rough estimate of the temperature by determining 𝑛. As was
shown in Figure 3.5, to facilitate the fine conversion, 𝑛 has to conform to 𝑛 ⋅ Δ𝑉BE < 𝑉BE <
(𝑛 + 1) ⋅ Δ𝑉BE. Figure 3.6 shows the block diagram of the coarse conversion step. Here, a gain
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factor 𝑘, created by a digital to analog converter (DAC), is used to generate a signal 𝑉fb:

𝑉X = 𝑉BE − 𝑉fb = 𝑉BE − 𝑘 ⋅ Δ𝑉BE (3.5)

A comparator then evaluates the sign of 𝑉X and the logic then updates 𝑘 accordingly to find the
value of 𝑘 for which:

(𝑘 − 1) ⋅ Δ𝑉BE < 𝑉BE < 𝑘 ⋅ Δ𝑉BE (3.6)

at which point, 𝑋 is between 𝑘 − 1 and 𝑘, i.e., 𝑛 = 𝑘 − 1.
There are two approaches to determine 𝑘, by using a 13-bit linear ramp ADC or a 4-bit

SAR-ADC. Figure 3.7 shows a comparison between the linear ramp and SAR in terms of the
number of clock cycles required at room temperature. As can be seen, the SAR-ADC requires
fewer clock cycles per conversion. However, compared to the approximately 300 clock cycles
required by the ΣΔ-modulator (as is explained later) this difference is negligible. So, for ease of
implementation, the 13-bit linear ramp approach is used, where 𝑘 is ramped from 4 to 16 until
the comparator output switches.

3.3.1. Guard-Banding
Errors in the coarse conversion, e.g., due to sampling noise or mismatch, can cause a situation
in which 𝑋 lies outside the range of the references of the fine conversion. This has a higher
probability of occurring when𝑋 is close to𝑛 or 𝑛+1. Furthermore, a 2nd-order ΣΔ-modulator
only uses about 75% of its reference range effectively [23]. Over-ranging can be used tomitigate
both these sources of error.

The over-ranging step 𝛾 reduces the effectiveness of zooming in the fine conversion and
increases the output swing required by the integrator (discussed in Section 4.1). Writing the
equation for the ΣΔ-conversion, an expression for 𝜇ᇳ, which accounts for 𝛾, can be found:

𝜇ᇳ ⋅ [𝑉BE − (𝑛 + 1 + 𝛾) ⋅ Δ𝑉BE] + (1 − 𝜇ᇳ) ⋅ [𝑉BE − 𝑛 ⋅ Δ𝑉BE] = 0

⇒ 𝜇ᇳ = 𝑉BE − 𝑛 ⋅ Δ𝑉BE
(1 + 𝛾) ⋅ Δ𝑉BE

(3.7)
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Consequently equation (3.4) changes to 𝑋௡௘௪ = 𝑛 + (1 + 𝛾) ⋅ 𝜇ᇳ, effectively reducing the
resolution of the fine conversion by a factor of 1 + 𝛾.

An over-ranging solution is implemented in [4]. The fine range is extended by the minimal
over-ranging step of 𝛾 = 1, and so an additional conversion step is required to determine if
this step is added on the top or bottom of the range, as is shown in Figure 3.8. This so called
guard-banding checks if 𝑋 < (𝑛 + 0.5) and the fine range is shifted accordingly:

𝑉fb =

⎧
⎪⎪

⎨
⎪⎪
⎩

𝑛 ⋅ Δ𝑉BE when 𝑏𝑠 = 0
(𝑛 + 2) ⋅ Δ𝑉BE when 𝑏𝑠 = 1 when 𝑋 > 𝑛 + 0.5

(𝑛 − 1) ⋅ Δ𝑉BE when 𝑏𝑠 = 0
(𝑛 + 1) ⋅ Δ𝑉BE when 𝑏𝑠 = 1 when 𝑋 < 𝑛 + 0.5

(3.8)

3.3.2. Cold-start Conversion
Body temperature is usually a slow-changing signal (<1 °C/s), and so a previous measurement
result (𝑋௣௥௘௩) can be used to set the new fine range. However, this approach cannot be used at
start-up, thus requiring an initial coarse conversion: the cold-start conversion. This approach
saves the power consumed by the coarse conversion, simplifies the operation of the TDC and is
not influenced by mismatch in the feedback DAC. For these reasons the cold-start conversion
approach is used in this design.

3.4. Feedback DAC
Comparing the block diagram of the coarse conversion (Figure 3.6) to the fine conversion of
the Zoom-ADC (Figure 3.4), it is clear that these topologies are very similar. To simplify the
design process and ensure matching, both parts of the ADC use the same DAC. For the fine
conversion the DAC needs to be able to select𝑉fb frommultiple references, as given by equation
(3.8), which can be generated with either a multi-capacitor or a single-capacitor DAC.
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3.4.1.Multi-Capacitor DAC
In [7], the DAC consists of 𝑘 parallel capacitors, which sample either 𝑉BE1 or 𝑉BE2 . A simplified
circuit of this implementation is shown in Figure 3.9. During 𝜙ଵ the circuit samples 𝑉BE1 on
(𝑘 + 1) ⋅ 𝐶S and then during 𝜙ଶ it samples 𝑉BE2 on 𝑘 ⋅ 𝐶S to obtain the desired 𝑉X, as is shown
in Figure 3.10. The advantages of this approach are that the DAC produces an output within a
single clock cycle, and that the integrated charge 𝑄X is cancelled to first order:

𝑄X = 𝐶S(𝑉X) = 𝐶S(𝑉BE − 𝑘 ⋅ Δ𝑉BE) (3.9)

This charge cancellation reduces the speed and swing requirements of the integrator. The
downside of this approach is that DEM is required to mitigate the effect of mismatch in the
parallel capacitors.

3.4.2. Single-Capacitor DAC
As the name suggests, this topology uses a single sampling capacitor 𝐶S that consecutively sam-
ples 𝑉BE and then 𝑘 times −Δ𝑉BE. A simplified circuit of such an implementation is shown in
Figure 3.11, where the signal 𝑑𝑒𝑙𝑡𝑎 selects the input voltage. Each separate charge is integrated,
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which over time generates a voltage proportional to 𝑉X. Because there is only one capacitor 𝐶S,
there is no issue with mismatch and therefore no need for DEM. However, the timing of this
sampling method is more complicated, as can be seen from the timing diagram in Figure 3.12.
The number of samples to obtain 𝑄X now depends on 𝑘 and the integrator has to handle a
charge swing up to:

𝑄max = 𝑚𝑎𝑥 ൝−𝑘 ⋅ 𝑄୼௏BE𝑄௏BE
(3.10)

which shows that 𝑄max >> 𝑄X. The integrator will thus require a larger output swing and the
DAC requires multiple cycles to converge. Because of these reasons a multi-capacitor DAC is
used in this design.

3.5. Fine Conversion
After 𝑛 is determined by the coarse conversion, the ΣΔ-modulator determines the fraction 𝜇ᇳ.
Its resolution is limited by quantization and thermal noise, which, in turn, depend on the fine
range, the order of the loop filter and the number of samples [23]. To determine these last two
parameters, first, equations for both the quantization noise and the thermal noise need to be
derived.

3.5.1. Thermal Noise
Ideally, a ADC is thermal noise limited. By calculating the sampled thermal noise based on
[24], the resolution (𝜎T) of the TDC can be shown (see Appendix A) to be:

𝜎T ≈ 𝐴 ⋅ 𝛼 ⋅ Δ𝑉BE𝑉ଶREF
ඨ(7/3) ⋅ 𝑘B𝑇 ⋅ 𝑋𝑁 ⋅ 𝐶S

. (3.11)

Here 𝐴 is the gain factor from 𝜇 to temperature and 𝑁 is the number of samples. To minimize
𝜎T, the product𝑁 ⋅ 𝐶S must be maximized. 𝐶S is limited to 134 fF by settling, and so𝑁must be
increased to 320 to achieve the target resolution. In this design, 𝑋 is small compared to other
state of the art designs because of reduced 𝐼C and increased current density ratio 𝑟, which helps
to improve the energy efficiency.

3.5.2.Quantisation Noise
The effective number of bits (ENOB) required to achieve the desired quantization noise level is
derived in [7]:

𝐸𝑁𝑂𝐵 ≈ 𝑙𝑜𝑔ଶ ቆ
𝑋௥௔௡௚௘
Δ𝑋 ቇ − 1 (3.12)

and is plotted in Figure 3.13 over temperature for 𝑟 = 7 and𝑋௥௔௡௚௘ = 𝑋௠௔௫−𝑋௠௜௡ = 12. The
required ENOB to achieve the target resolution over the temperature range is 12.4 bits. Figure
3.14 shows that an ideal first ordermodulatorwith guard-banding requires∼770 samples, while
a second order modulator requires ∼50 samples to achieve the 12.4 bits. Since the number of
samples required by the thermal noise is 320, a second order modulator is required.
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Figure 3.15: Block diagram of a 2nd-order feed-forward ΣΔ-modulator.

Figure 3.15 shows the block diagram of the 2nd-order feed-forward ΣΔ-modulator. The
gain factors 𝑎ଵ = 1/8 and 𝑎ଶ = 1/2 are chosen based on the output swings of the respective
integrators. These choices are discussed in more detail in Section 4.1.

3.6. Accuracy Improvement Techniques
The mismatch of the sampling capacitors and the input stages of the used operational trans-
conductance amplifiers (OTAs) have the most influence on the accuracy of the ADC. Issues
caused by mismatch can be split into three parts: First, mismatch between the left and right
halves of the differential structure is compensated by chopping, see Section 3.6.1. Second, mis-
match of the sampling capacitors is reduced using DEM, see Section 3.6.2. Third and last,
mismatch in the first integrator causes offset, which is canceled by correlated double sampling
(CDS), see Section 3.6.3.
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3.6.1. System-level Chopping
System-level chopping is used to filter out systematic errors between the two differential halves.
Since𝑉BE1 and𝑉BE2 are not differential signals, but two different signals, they cannot be chopped.
Instead, the clock signals controlling the sampling switches are chopped, as shown in Figure
3.16. This changes the polarity of 𝑉X, thus effectively chopping the input of the ADC, as is
shown in Figure 3.17. The output of the ADC is chopped using a MUX. Both chop phases
use half the number of samples, effectively keeping the same conversion time. This approach
increases quantization noise, but the design is still thermal noise limited.

3.6.2. Dynamic Element Matching
To reduce the error caused by the mismatch between the unit sampling capacitors 𝐶S, DEM
is used. Unfortunately, the ratio 𝑘 changes after each ΣΔ-cycle; which complicates the task
of ensuring that each capacitor is used in all positions evenly. Still, the error caused by the
mismatch can be reduced significantly, as was shown in [4]. A mismatch simulation on the
sampling capacitors of the ADC shows the effectiveness of DEM (Figure 3.18). The configu-
ration of the sampling capacitors is barrel-shifted by a single step after each ΣΔ-cycle. Since 𝑘
changes during the conversion, data-weighted averaging is required to cancel the error com-
pletely. However, due to the large amount samples taken by the ΣΔ-modulator, the averaging
effect of DEM reduces the error significantly to about 0.01%, as can be seen from Figure 3.18.
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3.6.3. Correlated Double Sampling
The differential CDS circuit and its timing diagram are shown in Figure 3.19 and 3.20 respec-
tively. Using CDS, the differential offset of the integrator is cancelled. During 𝜙1, the input is
sampled and the integrator is shorted to store 𝑉off on the back-plates of the sampling capacitors,
and so the total stored charge is [(𝑘 + 1) ⋅ 𝑉BE1 − 𝑘 ⋅ 𝑉BE2 + (2𝑘 + 2) ⋅ 𝑉off] ⋅ 𝐶S. During 𝜙2,
the stored charge on the capacitors is [(𝑘) ⋅ 𝑉BE2 − (𝑘 + 1) ⋅ 𝑉BE1 + (2𝑘 + 2) ⋅ 𝑉off] ⋅ 𝐶S and the
difference in charge is integrated into 𝐶int, which is:

𝑉int = 2(𝑉BE − 𝑘 ⋅ Δ𝑉BE) ⋅
𝐶S
𝐶int

. (3.13)

3.7. ADC Topology
The ADC topology is shown in Figure 3.21. Here, the input is sampled on the DEMed sam-
pling capacitors by the sampling and chopping switches. The total charge is integrated on the
first stage using CDS. A capacitor ratio implements the feedforward gain to the second stage
integrator. The 2nd integrator can be bypassed for the cold-start coarse conversion. The com-
parator checks the polarity of the second stage output voltage and then the digital control logic
controls the feedback.

Figure 3.22 shows the timing of the ADC. During the coarse conversion, the first stage acts
as a gain stage, and so is reset after each step. To prevent shorts during switching, 𝜙1 and 𝜙2
are designed to be non-overlapping. The comparator is triggered by 𝜙eval just before the end of
𝜙2 to prevent charge injection from the 𝜙2 switches into the second stage. How these timing
signals are generated will be discussed in Section 4.2.1.
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4
Implementation

In this Chapter, the implementation of the ADC is discussed. Section 4.1 discusses the design
of both OTAs. The digital control circuits of the complete TDC are discussed in Section 4.2. In
the next chapter, the simulation results of the complete TDC are presented and discussed.

4.1. Trans-Conductance Amplifier Design
Both OTAs are based on the energy efficient cascoded current re-use OTA of [8] and consume
480 nA and 120 nA respectively from a 1.8 V supply. For OTAଵ (Figure 4.1), only the transistor
sizes are changed, while OTAଶ (Figure 4.2) makes use of the cascode biasing of OTAଵ. OTAଵ
draws only 50 nA of a 1V supply, of which 10 nA is used for biasing the cascodes, and OTAଶ
consumes 20 nA.

4.1.1. Common-mode Feedback Circuit
Since the ADC is a discrete time circuit, the common-mode of the OTAs can be controlled by
a switched-capacitor common-mode feedback (CMFB) circuit, as shown in Figure 4.3. This
CMFB topology has the advantage that it consumes no static power. The sampled charges are
equalized in 𝜙2 and the resulting common-mode feedback voltage 𝑉cmfb is given by:

𝑉out,ା ⋅ 𝐶S + 𝑉out,ି ⋅ 𝐶S − 𝑉cmfb ⋅ 2𝐶S
2𝐶S

= 𝑉cm,ref ⋅ 2𝐶S + 𝑉cb ⋅ 2𝐶S
2𝐶S

(4.1)

⇒ 𝑉cmfb ≈ 𝑉out,cm − 𝑉cm,ref + 𝑉cb (4.2)
.

4.1.2. Gain
Thefinite gain of anOTA causes leakage and gain errors, as is discussed in [6]. The temperature
error due to finite gain can be expressed as [6]:

𝜖஺ <
1
4[%/°𝐶] ⋅ Δ𝑇. (4.3)

The required open-loop gain 𝐴଴,ଵ ⋅ 𝐴଴,ଶ is given by:

𝐴଴,ଵ ⋅ 𝐴଴,ଶ =
𝑎ଵ ⋅ 𝑎ଶ
𝜖஺

ቆ 𝑏
𝑎ଵ

− 1
2ቇ (4.4)

33
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Figure 4.4: Bode plot of OTAభ.
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Figure 4.5: Bode plot of OTAమ.
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with ௙ೞ ୀ ଷ kHz and feedback factor ௔మ ୀ ଵ/ଶ.

with Δ𝑇 = ±0.01 °C and 𝑎ଵ = 1/8, the required combined gain 𝐴଴,ଵ ⋅ 𝐴଴,ଶ = 86 dB. Figures
4.4 and 4.5 show that 𝐴଴,ଵ = 66 dB and 𝐴଴,ଶ = 43 dB, leading to a total DC gain 𝐴଴,ଵ ⋅
𝐴଴,ଶ = 109 dB. Using the same formulas, the effective error due to integrator leakage becomes
Δ𝑇eff ≈ 0.0007, so the total loop gain is more than sufficient for these errors to be considered
insignificant.

4.1.3. Settling
Incomplete settling of𝑉out results in integration errors. As a rule of thumb, the bandwidth of the
OTAs should be at least 10⋅𝑓௦ = 33 kHz to prevent such errors [6]. As can be seen fromFigures
4.4 and 4.5, the bandwidths of OTAଵ andOTAଶ are∼100 kHz and∼50 kHz respectively, which
is more than sufficient. The waveform of the output of OTAଵ and OTAଶ are shown in Figures
4.6 and 4.7 respectively, showing that both outputs settle within half a clock period.

4.1.4.Output Swing
A reduced power supply (from 1.8V to 1V) limits the output swing of bothOTAs. The required
output swing depends on the fine range of the ΣΔ-modulator (equation (3.8)) and 𝑎ଵ or 𝑎ଶ of
the respective integrator. The maximal required swing per integrator is given by:



36 4. Implementation

D1

evald

eval

φ2d

φ2

φ1d

φ1

clk D2

D1D2

D1

D1

AND

AND
AND

AND

Figure 4.8: Non-overlapping clock generator circuit.

𝑉out,1,max =
2
𝑎ଵ

⋅ (2 ⋅ Δ𝑉BE) (4.5)

𝑉out,2,max = 2 ⋅ (𝑉out,1 +
1
𝑎ଶ

⋅ (𝑉out,1)) (4.6)

where 𝑎ଵ = 1/8 and 𝑎ଶ = 1/2. The required output swing is ±15mV and ±22.5mV for OTAଵ
and OTAଶ respectively. As can be seen from Figures 4.6 and 4.7 both OTAs achieve this swing.
A small scaling factor like 𝑎ଵ = 1/8 increases the input referred noise contribution of later
stages. However, increasing the factor 𝑎ଵ causes the integrator to clip.

4.2. Digital Back-end
The digital back-end of the TDC consists two parts; an on-chip part and an off-chip part. The
on-chip part consists of a comparator, a clock generator, and a shift register. The off-chip part
consists of an FPGA which controls 𝑘 and decimates the bitstream.

4.2.1.On-chip Digital
The design of the clock generator and the comparator are the most critical part of the on-chip
digital because these consume the most power. The comparator uses a dynamic latch based on
[25] that consumes an average current of 10 nA.

Non-overlapping Clock Generator
The clock signals of the ΣΔ-modulator are generated from one master clock and, to prevent
shorts during switching, are made non-overlapping. The clock circuit is based on a traditional
non-overlapping clock generator and is shown in Figure 4.8. All clock outputs are connected
to a set of buffers (not shown) to separate the digital power domain from the analog power
domain. The greyed-out cells and outputs are to ensure symmetric loading of the circuit.

The delay cells D1 and D2 consume the most power. These cells ensure the non-overlap of
clock phases by creating a ’dead-zone’. Longer delays also consume more power, and so these
delays are kept to the minimal required to ensure non-overlap over process and temperature.



4.2. Digital Back-end 37

100 100.002 100.004 100.006 100.008 100.01

time [ s]

-0.2

0

0.2

0.4

0.6

0.8

1

1.2
C

lo
ck

 s
ig

na
l V

ol
ta

ge
 le

ve
l [

V
]

eval

eval-d

1

1d

2

2d

Figure 4.9: Transition of the non-overlapping
clock signals fromథమ ⇒ థభ.
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Figure 4.10: Transition of the non-overlapping
clock signals fromథభ ⇒ థమ.

The crossover points of the resulting waveforms are shown in Figures 4.9 and 4.10 for𝜙ଵ ⇒ 𝜙ଶ
and 𝜙ଶ ⇒ 𝜙ଵ respectively. The average power consumption of the clock generator is 15 nW.

Shift Register
Figure 4.11 shows the complete shift register. The data 𝐷௜௡ and clock signal 𝑐𝑙𝑘ௌோ at the left
drive the TDC Control bits part of the shift register. The next four parts of the shift register are
’BJT DEM and chopping’, ’Cap. sel. 𝑉BE’, ’Cap. ratio 𝑉refି’ and ’Cap. ratio 𝑉refା’. These four parts
can be set to extend the shift register or to barrel-shift mode dependent on the external load
signal, where the selection bits are shifted around for DEM. The MUXs on the clock signals
select between𝜙௘௩௔௟, to DEM on every sample, or to 𝑐𝑙𝑘ௌோ to load new settings. The bitstream
selects between ’Cap. ratio 𝑉refି’ and ’Cap. ratio 𝑉refା containing 𝑛 and 𝑛 + 2 respectrively. All
settings are updated in the Buffer registers during the dead-zone by 𝜙௘௩௔௟ିௗ.

The TDC operates in four main modes: start-up, bias, coarse conversion and fine con-
version, and are set by the start-up, 𝑏𝑖𝑎𝑠 and 𝑐𝑜𝑎𝑟𝑠𝑒 bits. The 𝑟𝑒𝑠𝑒𝑡 resets both integrators,
𝑐ℎ𝑜𝑝 enables system-level chopping, andDEM-𝐶S-on andDEM-BJT-on enable the DEM of the
sampling capacitors or BJTs respectively. The OTAଵ Out and OTAଶ Out signals are debugging
signals to connect the differential output an OTA to output pads. Because the register only has
to be written a few times per conversion, it’s power consumption is insignificant.

4.2.2.Off-chip Digital
The off-chip digital is implemented in a FPGA. The FPGA drives the shift register and the
clock input of the clock generator. Furthermore, the FPGA samples the output of both the
coarse conversion and the fine conversion. The coarse conversion is used to determine 𝑛, and
the bitstream of the fine conversion is decimated, using a sinc² filter, to determine 𝜇ᇳ. The
temperature is then calculated using:

𝑋 = 𝑛 + (1 + 𝛾)𝜇ᇳ ⇒ 𝜇 = 𝛼
(𝛼 + 𝑋) ⇒ 𝑇 = 𝐴 ⋅ 𝜇 + 𝐵

The power required by the FPGA is not uncluded in the overall power consumption.
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4.3. TDC Layout
The layout of the TDC is shown in Figure 4.12. It occupies 0.10 mm². Starting from the left,
the Biasing block contains the high-swing current mirror and the sample and hold circuit. To
improve matching, dummies have been placed around both the current mirror and the sam-
pling capacitors, and the current mirror is laid out in an A-B-B-A pattern. Next, the Switching
block contains the switches controlling themode of the BJT-core, the 𝐼C-DEM switches and the
biasing resistor 𝑅B. This is followed by the block of BJTs, with dummies. Then, the Sampling
block contains both the 𝑉BE-DEM switches and the sampling switches. The large DAC block
contains the DEM and selector switches for the sampling capacitors. The Digital blocks con-
tain the Shift register, split in two for layout purpose. The remaining blocks, except the Clock
gen. block, make up the ΣΔ-modulator.

From this layout, the various parasitic capacitances and resistances of the entire circuit are
extracted, and then used in a top level simulation to determine the expected performance of
the TDC.



5
Simulation Results

In this chapter, the simulation results of the TDC are compared with the target specifications
(summarized in Table 5.1), startingwith the power consumption in Section 5.1. This is followed
by the accuracy in Section 5.2 and then by the resolution in Section 5.3. Finally, the results are
compared to state of the art sensors in the field of clinical temperature monitoring, as well as
general purpose TDCs that cover the industrial temperature range, in Section 5.4.

5.1. Power Consumption
The target for power consumption is set at 100 nW. The TDC consumes a total power of 155
nW, more than the given specifications. However, the 155 nW is still less than 1% of the
power consumption of a typical pacemaker control circuit. The power consumed per segment
is shown in Figure 5.1. The figure shows that most of the power is consumed by the combined
parts of the ADC, which consume 90 nW in total. The OTAs alone consume 65 nW while
the clock divider and comparator combined consume another 25 nW. The mirrors used for
current biasing consume 12.5 nW, much more than expected. By optimization of some parts,
e.g., the current biasing mirrors, the power consumption could be reduced to some extent, as is
shown in Section 6.1. However, even then the power consumption does not achieve the given
specification, showing that this specification is not feasible in the given technology.

5.1.1. Duty Cycled Power
To reduce its effective power consumption, the TDC can be duty-cycled. At one measurement
per second, with a conversion time of the TDC is 100 ms, the effective power consumption

1Relative Acc. [%] = 2⋅Accuracy / T. Range ⋅ 100
2Res. FOM [pJ°Cమ] = Power⋅௧೎೚೙ೡ⋅Res.మ

Table 5.1: TDC specifications for use in clinical temperature monitoring and for the industrial temperature range.

T. Range Power Accuracy Relative1 Res. 𝑡௖௢௡௩ PSS Res. FOM2 Tech.
[°C] [μW] (±3𝜎) [°C] Acc. [%] [°C] [ms] [°C/V] [pJ°Cଶ] [μm]

27 to 47 0.1 ±0.1 0.5 0.01 100 ∼ 0.1 1 0.18
-40 to 85 0.1 ±0.3 0.24 0.01 100 ∼ 0.1 1 0.18
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Sensor: 50 nW

S&H: 3 nW

Biasing: 12.5 nW

OTA
 2

: 20 nW

OTA
 1

: 45 nW

Comp: 10 nW

Clock gen: 15 nW

Figure 5.1: Pie chart showing the power consumption distribution of the TDC.

of the sensor can be reduced to 16 nW. The effective power consumption can be reduced even
further considering that the TDC’s primary purpose is tomonitor the heat produced bywireless
charging. During the rest of the time the TDC can be either turned off or used sporadically (1
Sa/min) as an internal body temperature monitor. So, while the absolute power consumption
doesn’t meet the requirements, the TDC is still viable for clinical temperature monitoring by
duty cycling the TDC between measurements.

5.2. Accuracy
Thebody’s sensitivity tominute changes in temperature requiresmeasurements to be donewith
great accuracy: ±0.1 °C between 27 °C and 47 °C, and ±0.3 °C over the industrial temperature
range (-40 °C and 85 °C). The parasitic capacitances are extracted from the TDC’s layout and
used in a transient Monte Carlo simulation of 10 runs at 8 temperature points to determine the
accuracy of the TDC. Figure 5.2 plots the measured temperature of which the error is shown
in Figure 5.3. As the figure shows, the TDC suffers from a third order systematic error of up to
±0.4 °C.

After using a third order fit to remove the systematic error, the remaining untrimmed inac-
curacy is ±0.16 °C (3𝜎) over both ranges, as is plotted in Figure 5.4. After a 1-point trim at 37
°C, as is shown in Figure 5.5, the accuracy improves to ±0.1 °C over the industrial temperature
range, and to ±0.03 °C between 27 °C and 47 °C.

These results are not statistically significant, which becomes apparent when compared to
the expected spread of ±0.2 °C (3𝜎) based on the simulations of the BJT core, shown in Figures
5.6 and 5.7. However, the results show that the accuracy is mainly determined by the BJTs
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Figure 5.2: Calculated temperature from the
Monte Carlo simulation over the actual temper-
ature.
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Figure 5.3: Absolute temperature error of the
Monte Carlo simulation over the actual temper-
ature.
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Figure 5.4: Untrimmed inaccuracy results of the
TDC over temperature for a 10-points Monte
Carlo simulation at 8 temperatures.
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Figure 5.5: Trimmed inaccuracy results of the
TDC over temperature for a 10-points Monte
Carlo simulation at 8 temperatures.

Figure 5.6: Untrimmed accuracy of the BJT fron-
tend from a 200-point Monte Carlo simulation.

Figure 5.7: PTAT trimmed accuracy of the BJT
frontend from a 200-point Monte Carlo simula-
tion.
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Figure 5.8: Untrimmed inaccuracy results of the
TDC over temperature for a 10-points Monte
Carlo simulation at 8 temperatures with DEM.
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Figure 5.9: Trimmed inaccuracy results of the
TDC over temperature for a 10-points Monte
Carlo simulation at 8 temperatures with DEM.
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Figure 5.10: Sensitivity of the temperature measurement to variations in the power supply.

5.2.1. Dynamic Element Matching
DEM is used to improve the accuracy of the TDC and the results are shown in Figures 5.8
and 5.9. The same Monte Carlo seed as for the accuracy measurement was used. As can be
seen from the figures, by using DEM, the untrimmed accuracy improves from ±0.17 °C to
±0.11 °C while the trimmed accuracy improves from ±0.085 °C to ±0.06 °C over the industrial
temperature range. However, as the data is not statistically significant it is difficult to draw any
final conclusion of the effectiveness of DEM.

5.2.2. Power Supply Sensitivity
To reduce the power consumption as much as possible, the power supply was reduced to 1 V,
as was shown in Chapter 2.4. However, this makes the circuit more sensitive to variations in
the power supply. In Figure 5.10 the simulated PSS of the TDC is shown to be 0.15 [°C/V]
from 0.85 V to 1.2 V. Only between 0.9 V and 1.05 V, the PSS ≤ 0.1 [°C/V], and the TDC is not
significantly influenced by variations in the power supply.
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5.3. Resolution
A Matlab model of the 2nd order ΣΔ-modulator has been used to check the noise shaping of
the ΣΔ-modulator and to determine the design parameters to achieve a thermal noise limited
resolution of 0.01 °C.The FFT result of both the quantisation and thermal noise limited model
simulations are plotted in Figure 5.11.

A transient noise simulation over 6 seconds of the finished TDC is performed to ensure that
it is indeed thermal noise limited, and the noise limit is similar to the estimated thermal noise.
The result of this simulation is plotted in Figure 5.12. As can be seen from the two figures, the
ΣΔ-modulator indeed shapes the noise as intended and the thermal noise limit of the TDC is
as expected.

5.4. Benchmarking
The discussed results show that the TDC is well suited to be used in clinical temperature mon-
itoring. These results are summarized in Table 5.2 and compared to the current state of the
art.

The proposed design is shown to be the second lowest in terms of absolute power, only
beaten by [26], which is an all CMOS design. It uses bulk-connected PMOS devices as sensing
elements and pays for it in accuracy and resolution. In terms of resolution FOM and relative
accuracy, the proposed design achieves similar results as [17] but beats it on power consump-
tion. It does zo by trading resolution, as 0.01°C is sufficient for clinical temperaturemonitoring.
Over the industrial temperature range the design can keep up with the state of the art on all
aspects. However, it must be noted that the results in this design are simulation results and not
measurement results. The measured performance is expected to be somewhat worse.

3Relative Acc. = 2⋅Accuracy / T. Range ⋅ 100
⁴Res. FOM = Power⋅௧೎೚೙ೡ⋅(Res.)మ
⁵Peak-to-peak inaccuracy
⁶Including glucose sensor
⁷Estimated from paper
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Table 5.2: Comparison table with the state of the art in both clinical temperature monitoring and industrial temperature
range TDCs.

Item T. Range Power Accuracy Relative3 Res. 𝑡௖௢௡௩ Res. FOM⁴ PSS Calib. Tech. Year
[°C] [μW] (3𝜎) [°C] Acc. [%] [°C] [ms] [pJ°Cଶ] [°C/V] [# pts] [μm]

This 27 - 47 0.155 ±0.05 0.5 0.01 100 1.55 0.15 1 0.18 2019
work -40 - 85 0.155 ±0.2 0.32 0.01 100 1.55 0.15 1 0.18 2019
[16] 25 - 45 1.1 ±0.2 2 0.01 500 55 N/A 1 0.18 2016
[17] 20 - 50 16 ±0.1 0.666 0.001 100 1.6 N/A 1 0.18 2016
[18] 20 - 50 2.205 -0.5/+0.25⁵ 2.5 0.125 20 689 N/A 1 0.35 2018
[19] 20 - 50 3⁶ ±0.15 1 0.05 51.2⁷ 400⁷ N/A 1 0.13 2019
[26] -20 - 80 0.011 -0.9/+1.2⁵ 2.4 0.145 839 190 3.8 2 0.18 2019
[27] -45 - 130 200 ±0.3 0.34 0.003 1.8 3.2 0.1 1 0.7 2017
[28] 0 - 100 11.0 ±0.2 0.4 0.01 3.4 3.8 N/A 1 0.18 2018
[8] -55 - 125 8.3 ±0.06 0.07 0.015 5 7.8 0.01 1 0.16 2017
[29] -20 - 100 0.075 ±0.21 0.34 0.073 8 3.2 0.13 2 0.18 2017



6
Conclusion

An ultra-low temperature to digital converter for clinical temperature monitoring has been
proposed. Simulation results show that it achieves excellent performance: ±0.05 °C inaccu-
racy, from 27 °C to 47 °C. It also achieves good performance over the industrial temperature
range. Regrettably, it was not possible to achieve the specified 100 nWpower consumption, but
the design still manages to achieve a respectable 155 nW, which is less than 1% of the power
consumption of a typical pacemaker control circuit. Furthermore, it achieves the lowest reso-
lution FOM compared to other TDCs designed for clinical temperature monitoring.

6.1. Future Work
There are three parts of the sensor whose power consumption can be lowered. First of all,
an emitter area ratio can be replaced by a current ratio to create the current density ratio 𝑟.
This would potentially reduce the power of the sensor from 53 nA to ∼31 nA. Although using
an emitter area ratio is slightly more energy efficient, the goal of this design is to reduce the
absolute power of the sensor. A new topology is shown in Figure 6.1. Care must be taken that
the voltages𝑉BE1 and 𝑉BE2 sampled by the DAC capacitors still settle accurately within one clock
phase.

Second, the power consumed by the distribution of the current biasing was an oversight in
the design so far, and can be significantly reduced. It is possible to reduce the power consump-
tion of this part from 12.5 nW to 5 nW or less by reducing the mirroring ratio, as is shown in
Figure 6.2. To ensure matching, the length of the current mirrors could be increasing.

Third, the ΣΔ-modulator can be made a first order modulator which would save the power
of OTAଶ. To remain thermal noise limited, the size of 𝐶S can be reduced, while 𝑁 is increased,
both by a factor of about 2.5 to keep their product the same. The reduction of 𝐶S will allow for a
higher sampling frequency, keeping the conversion time about the same. Tomaintain sufficient
loop gain, the gain of OTAଵ should be increased from 66 dB to 74 dB [6], whichmight consume
some additional power in OTAଵ, but will save the 20 nW from OTAଶ.

These three changes combined would improve the power consumption of the design to
roughly 110 nW, just 10% off target.

Another approach can be to replace the BJT-core with a DT-MOS based design. As was
shown in [7], a DT-MOS design allows for both low current and power supply voltage to be
used but comes at the cost of worse accuracy (factor ∼2x).

45



46 6. Conclusion

Figure 6.1: A current ratio based design of the
BJT-core
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Figure 6.2: Improvement to the power consumed
by the mirrors used for current biasing.
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A
TDC Thermal-Noise Limited

Resolution Calculation

In the complete TDC the resolution is designed to be thermal noise limited. To obtain this, first
a function of the resolution has to be derived based on the thermal noise. As can be seen from
equation A.1 the thermal noise forms an additional term in the charge transfer

𝑄acc = 𝑁 ൣ(𝑄௏BE − (𝑛 − 1)𝑄୼௏BE)(1 − 𝜇ᇱ) + (𝑄௏BE − (𝑛 + 1)𝑄୼௏BE)𝜇ᇱ൧ + 𝑞௡,௔௖௖ (A.1)

where 𝑁 is the number of cycles of the ΣΔ-modulator. As 𝑋 = 𝑛 + 𝜇ᇱ, this equation can be
reduced to

𝑄acc = 𝑁(𝑄௏BE − 𝑋𝑄୼௏BE) + 𝑞௡,௔௖௖ (A.2)

Solving equation A.2 for 𝑋 gives

𝑋 =
𝑄௏BE
𝑄୼௏BE

+ 𝑞௡,௔௖௖
𝑁 ⋅ 𝑄୼௏BE

(A.3)

The total noise acquired during a full conversion of the ΣΔ-modulator can be described as the
quadratic sum of the noise on 𝑉BE and 𝑋 times Δ𝑉BE, times the number of sample 𝑁

𝑞ଶ௡,௔௖௖ = 𝑁(𝑞ଶ௡,௏BE + 𝑋 ⋅ 𝑞ଶ௡,୼௏BE) (A.4)

Substituting this in the noise dependent part of equation A.3 a function for the deviation 𝜎௑ of
𝑋 can be found as follows
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48 A. TDC Thermal-Noise Limited Resolution Calculation

𝜎௑ =
ට𝑁(𝑞ଶ௡,௏BE + 𝑋 ⋅ 𝑞ଶ௡,୼௏BE)

𝑁 ⋅ 𝑄୼௏BE
(A.5)

= 1
𝑄୼௏BE

⋅ ඨ
𝑞ଶn,VBE + 𝑋 ⋅ 𝑞n,Δ𝑉ଶBE

𝑁 (A.6)

≈ 𝑞n,Δ𝑉BE
𝑄୼௏BE

⋅ 𝑋𝑁 (A.7)

= 1
Δ𝑉BE

ඨ(1 + 𝜌)𝑘B𝑇𝑋
𝑁𝐶S

(A.8)

Now that 𝜎௑ has been determined, a function for 𝜎T can be found by using 𝜇 = 𝛼/(𝛼+𝑋) and
𝑇 = 𝐴 ⋅ 𝜇 + 𝐵

𝜎T = 𝐴 ⋅ 𝛼
(𝛼 + 𝑋)ଶ ⋅

1
Δ𝑉BE

⋅ ඨ(1 + 𝜌) ⋅ 𝑘B𝑇𝑋
𝑁𝐶S

(A.9)

= 𝐴 ⋅ 𝛼 ⋅ Δ𝑉BE
𝑉ଶREF

ඨ(1 + 𝜌) ⋅ 𝑘B𝑇𝑋
𝑁 ⋅ 𝐶S

(A.10)

≈ 𝐴 ⋅ 𝛼 ⋅ Δ𝑉BE
𝑉ଶREF

ඨ(7/3) ⋅ 𝑘B𝑇𝑋𝑁 ⋅ 𝐶S
(A.11)

This shows that the resolution (𝜎T) increases with 𝑋 and decreases with 𝑁 and 𝐶S. The estima-
tion of 𝜌 = 4/3 is based on [24].



List of Terms

ADC analog to digital converter.

Bipolar Junction Transistor Abipolar junction transistor uses two junctions between two semi-
conductor types, n-type and p-type and is a type of transistor that uses both electron and
hole charge carriers.

BJT Bipolar Junction Transistor.

cascoded A cascode is used to improve the performance of an analog circuit by either improv-
ing the input–output isolation or the high output impedance, or increasing the input
impedance or the bandwidth.

CDS correlated double sampling.

chopping The switching of both input and output polarity of a system to get rid of a struc-
tural offset, or low frequency noise, by transferring the signal to a higher frequency and
filtering the rest..

CMFB common-mode feedback.

CMOS complementary metal-oxide-semiconductor.

CTAT complementary to absolute temperature.

current mirror A current mirror is designed to copy a current from one transistor to another
by forcing a current dependent voltage accross the primary transistor and then use that
voltage to control the current in the secondary transistor..

DAC digital to analog converter.

DEM dynamic element matching.

ENOB effective number of bits.

FFT Fast Fourier Transformation.

FPGA Field Programmable Gate Array.

FPGA A field-programmable gate array Field Programmable Gate Array (FPGA) is an inte-
grated circuit designed to be configured by a customer or a designer after manufactur-
ing..

industrial temperature range The industrial temperature range is from -40°C to 85°C.
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50 Terms and abbreviations

Metal-Insulator-Metal Capacitor A capacitor that is made frommetal sheats of two consecu-
tive metal layers with a (doped) insulator in between..

Metal-oxide-semiconductor field-effect transistor A metal-oxide-semiconductor field-effect
transistor is a type of transistor that changes conductivity with the amount of applied
voltage. It has an insulated gate (metal) on top of a doped silicon channel (semiconduc-
tor) with an oxide in the middel.

military temperature range Themilitary temperature range is from -55°C to 125°C.

MIM Metal-Insulator-Metal.

mismatch Every IC process is susceptible to variation. Process variation is stochastic in nature
and only introduced during the production process because of gradients in doping levels
across the chip as well as deviations in the lithography. As these variations degrade the
matching of circuit components its effects are often referred to as mismatch..

MOSFET metal-oxide-semiconductor field-effect transistor.

NMOS N-type metal-oxide-semiconductor.

operational trans-conductance amplifier Something about OTAs.

OTA operational trans-conductance amplifier.

PMOS P-type metal-oxide-semiconductor.

PSS power supply sensitivity.

PTAT proportional to absolute temperature.

SAR successive approximation register.

TD Thermal-Diffusivity.

TDC temperature to digital converter.

Thermal noise limited In ADCs differentiation is made between quantisation noise and ther-
mal noise. Quantisation noise comes from the discrete interval of the digital signal while
thermal noise is a form of white noise that is temperature dependent. As quantisation
noise is easier to reduce than thermal noise, ADCs are usually designed to be thermal
noise limited..

thermistor A resistor who’s resistive value depends on temperature. They can have either a
positive or negative temperature dependency..

thermistor temperature dependent resistor.

TSMC Taiwan Semiconductor Manufacturing Company.
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