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## Abstract

Streaming video completion is the practice that aims to fill in missing or corrupted pixels in a video stream by using past uncorrupted data. A method to tackle this problem is recently introduced called a Tensor Networked Kalman Filter (TNKF). It shows promising results in terms of performance compared to state-of-the-art methods for high percentages of missing pixels ( $\geq 95 \%$ ). The main drawback of using a TNKF is the computational speed, which needs to be improved to compete with other existing methods and to be carried out in real-time by a regular computer. This work discusses three methods that reduce the computational load of the algorithm, which speeds up computations. The first method is replacing the existing algorithm with a Block Update TNKF. Secondly, the use of randomized rounding instead of deterministic rounding is investigated. The last method is the simplification of the TNKF update. Results that are presented in this report show that significant speedups of up to $+132 \%$ can be achieved. In most situations, the considered speedup methods compromise the reconstruction's accuracy. This thesis discusses the effects this has on the quality of the reconstruction.
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## Chapter 1

## Introduction

## 1-1 Streaming video completion

Due to a variety of reasons, video feeds can encounter corruption or blockage of the pixels in their frames. In the case of surveillance videos, (parts of) the frame can be obstructed due to intentional or unintentional hardware failure. Streaming video completion is the practice that aims to fill in missing or corrupted pixels in a video stream as accurately as possible by using past uncorrupted data. This practice distinguishes itself from offline methods, in which all (uncorrupted) frames of the video data set can be used, including 'future' frames. This raises a challenge in optimizing the usage of the (limited) available data, as only past frames and present uncorrupted pixels are available for this online method. Furthermore, the reconstruction must be carried out in real-time. This allows the observer of the video to draw conclusions on the contents of the reconstructed frames. This real-time property of the problem calls for the completion method to have a sufficient computational speed. In Figure 1-1, an example is given of a corrupted frame in a surveillance video. Although the present frame contains almost no information, the past frames still have information about the position and movement of each object. Together with the measured pixels in the present frame, streaming video completion methods can perform a reconstruction.

Aside from surveillance videos, streaming video data exists in many other applications. One of these applications is camera data from intelligent vehicles. Since the computers in these vehicles must make decisions based on real-time video data that comes from multiple cameras on the car, corruption or blockage of data of one or more of these cameras could become an issue. There are different methods to tackle this problem, such as video inpainting [35]. This method combines spatial information of images from different perspectives to assist and constrain the repair of damaged frames in the video. This differs from the surveillance video application since multiple perspectives are used.

A single fixed camera allows for background subtraction, enabling a more efficient video data representation. For this, a low-rank Tensor-Train (TT) structure can be used, which will be further elaborated in Chapter 2 and 3. Background subtraction furthermore provides a better


Figure 1-1: Example of a corrupted frame in a surveillance video [30, 4].
estimate of the frame, as now only the moving 'foreground' is reconstructed. Estimating the background of a video is a rather computationally expensive process as the mean of each pixel must be computed over a sequence of frames long enough to exclude all moving objects. This process only needs to be carried out once when the camera is installed, as a surveillance camera is fixed.

A video is a sequence of images or frames that can be displayed at a specific speed or frame rate. This frame rate is often expressed in the number of frames per second ( fps ) and usually ranges between 24 to 60 fps . Each video frame consists of $M \times N$ pixels, where $M$ is the height, and $N$ is the width of the frame in pixels. The numbers $M$ and $N$ determine the resolution of a video. An High-Definition (HD) video has a resolution of $1080 \times 1920$ pixels, for example. For a greyscale video, the color of a pixel can be represented by an 8 -bit integer value between 0 and 255. The higher the number, the lower the pixel's intensity ( 0 for black, 255 for white). This is illustrated in Figure 1-2, where a group of $M \times N$ pixels is represented by a matrix $\mathbf{X} \in \mathbb{R}^{M \times N}$. This greyscale video with a $T$ amount of frames can thus be expressed as a sequence of matrices: $\{\mathbf{X}[1], \mathbf{X}[2], \ldots, \mathbf{X}[T]\}$. In a color video, the frames are represented by three color components: red, green and blue (RGB) with their corresponding intensity value.


Figure 1-2: Matrix representation of (part of) a greyscale video frame [30, 4].

## 1-2 State-of-the-Art

## 1-2-1 Adaptive matrix completion

One of the methods to solve the streaming video completion problem is called adaptive matrix completion. In matrix completion, an attempt is made to recover a matrix from a small subset of its entries. For low-rank matrices, this problem is reduced to a rank minimization problem. Because of non-convexity of the rank function and a computational complexity of NP-hard of the problem, the rank function is often replaced by the nuclear norm $\|\mathbf{X}\|_{\star}=\sum_{i} \sigma_{i}(\mathbf{X})$. Here $\sigma(\mathbf{X})$ are the singular values of the completed matrix $\mathbf{X}$. This results in the optimization problem in (1-1).

$$
\begin{align*}
& \min _{\mathbf{X}}\|\mathbf{X}\|_{\star}  \tag{1-1}\\
& \text { s.t. } \mathbf{M}(i, j)=\mathbf{X}(i, j) \quad(i, j) \in \boldsymbol{\Omega}
\end{align*}
$$

where $\mathbf{M} \in \mathbb{R}^{M \times N}$ is a low-rank matrix that is observed over a subset $\boldsymbol{\Omega}$ of its entries and $\mathbf{X}$ is the completed matrix. The goal of the method is to complete the sequence of low-rank matrices $\left\{\mathbf{X}^{(1)}, \mathbf{X}^{(2)}, \ldots, \mathbf{X}^{(T)}\right\}$ to reconstruct the corrupted video frames.

In [32], the Proximal Least Mean Squares (PLMS) algorithm is presented, which solves the matrix completion problem. This is a variation on the least mean squares (LMS) algorithm [6], which solves the streaming video completion problem well for relatively low percentages of missing pixels $(<50 \%)$. In [30] it is shown that for high percentages of missing pixels ( $>75 \%$ ), the PLMS algorithm does not succeed in effectively reconstructing the video frames.

## 1-2-2 Tensor-Networked Kalman Filter

Recently, a new solution to the streaming video completion problem has been introduced: a Tensor-Networked Kalman Filter (TNKF) [11, 30]. This algorithm exploits the structure of low-rank Tensor-Trains to represent the high dimensional video data efficiently. Since a video can be seen as a discrete sequence of states (frames) that can be expressed in a state-space model, the TNKF can use information in previous frames to estimate the corrupted pixels in the current frame. Using tensor networks in the Kalman filter operations of each time step ensures a memory efficient-way of computation. In [30] it is shown that the TNKF shows promising results in the streaming video completion problem for high percentages of missing or corrupted pixels ( $>75 \%$ ), especially compared to the PLMS algorithm.

The goal of streaming video completion is to reconstruct frames in real-time, which makes it necessary for the algorithm to have a sufficiently high computational speed. Despite its promising performance for high percentages of missing pixels, the TNKF is 60-460 times slower than the PLMS algorithm in terms of computational speed [30]. Throughout this thesis, the algorithm's performance refers to the accuracy of the reconstructed frames. The surveillance camera industry has an average frame rate of 15 fps [15], and this average has been increasing quickly over the last years. In the case of a frame rate of 15 fps , the algorithm must be able to reconstruct a frame in about 0.06 seconds to be able to complete the video in real-time. In [30] it is shown that using a regular laptop computer, the PLMS algorithm
took an average computation time of 0.568 s per frame. This illustrates that given its vastly lower speed, the TNKF needs to be improved in terms of computational efficiency to reach the goal of real-time video reconstruction with a regular computer.
Aside from enabling real-time reconstruction with fewer requirements on the used hardware, reducing the computational load of the algorithm has other benefits. The energy usage from data centers has increased exponentially in recent years [14]. The reason for this is the increased digitalisation of the economy, which leads to a dynamic increase in the amount of data stored and processed in data centers. With rising energy prices and rising carbon emissions into the atmosphere, the use of more efficient algorithms is of increased importance. Reducing the computational load of algorithms reduces costs the carbon footprint of the considered process.

## 1-3 Research focus

In this research, an attempt is made to improve the efficiency of the TNKF algorithm by reducing the computational load of the algorithm, which speeds up operations. This is done by investigating the following three speedup methods.

1. Block Update TNKF, which aims to reduce the amount of Kalman filter update iterations.
2. Randomized rounding algorithms, which aim to reduce the computational load of the most expensive operation in the TNKF algorithm: the rounding procedure.
3. Simplification of the TNKF update, which aims to reduce the computational load of the TNKF update equations.

In Table 1-1, all research questions that will be addressed in this research are listed along with the corresponding section(s) of the results and discussion (Chapter 5). In the last section of each method, the achievable speedups and differences in performance are investigated. In the other sections, parameters are examined that influence this speedup. Furthermore, other consequences are looked into that occur when using a specific speedup method.

## 1-4 Chapter outline and basic notation

In Chapter 2, tensors are introduced, and the concept of tensor networks is elaborated. Subsequently, in Chapter 3, the Tensor-Networked Kalman Filter is introduced, and all operations that influence the computational speed are discussed. In Chapter 4, the three previously mentioned approaches are presented that speed up TNKF operations by reducing the computational load of the algorithm. In Chapter 5, these methods are analysed and discussed in terms of their performance and speed. Lastly, in Chapter 6 conclusions are drawn on the achieved speedups, and their trade-offs with performance. Furthermore, recommendations for future research are given in this last chapter. In Table 1-2, the basic notation is listed that will be used throughout this thesis work.

| Section | Research question |
| :---: | :---: |
| 5-2-1-5-2-3 | 1. "What is the relation between the parameters of the Block Update TNKF and its computational speed, and how can the values of these parameters be best chosen?" |
| 5-2-4 | 2. "What speedups can be achieved by replacing the Element Update TNKF with a Block Update TNKF, and what is the difference in performance? " |
| 5-3-1-5-3-5 | 3. "What effects do randomized rounding of the state and covariance have on the performance and speed of the TNKF, and what parameters influence these effects?" |
| 5-3-6 | 4. "What speedups can be achieved by using randomized rounding compared to deterministic rounding, and what is the difference in performance?" |
| 5-4-1 | 5. "To what extent do the $T T(m)$ cores of the state and covariance change through TNKF operations?" |
| 5-4-2 | 6. "What speedups can be achieved by skipping the covariance update, and what is the corresponding loss in performance?" |

Table 1-1: Addressed research questions per section.

| Notation | Definition |
| :--- | :--- |
| $a$ or $A$ | Scalar |
| $\mathbf{a}$ | Vector |
| $\mathbf{A}$ | Matrix |
| $\boldsymbol{\mathcal { A }}$ | Tensor |
| $\mathbf{a}(i)$ | $i$-th entry of a vector a |
| $\mathbf{A}(i, j)$ | Element $(i, j)$ of a matrix $\mathbf{A}$ |
| $\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=a_{i_{1}, i_{2}, \ldots, i_{d}}$ | Element $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$ of a $d$-dimensional tensor $\boldsymbol{\mathcal { A }}$ |
| $\mathbf{A}^{(n)}$ | $n$-th matrix in a sequence of matrices $\left\{\mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(N)}\right\}$ |
| $\mathbf{A}^{-1}$ | Matrix inverse |
| $\mathbf{A}^{T}$ | Matrix transpose |
| $\left.\\| \mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle$ | Set of cores of $d$-dimensional tensor $\boldsymbol{\mathcal { A }}$ in Tensor Train format |
| $\\|\cdot\\|_{F}$ | Frobenius norm |
| $\\|\cdot\\|_{\star}$ | Nuclear norm |
| $\otimes$ | Kronecker product |
| $\odot$ | Khatri-Rao product |
| $*$ | Hadamard product |

Table 1-2: Basic notation.

## Chapter 2

## Tensor Networks

This chapter gives insight into tensor networks and the operations that can be done with data represented by tensor networks. Parts of this chapter are based on the literature study paper of this thesis [21].

## 2-1 Tensors and definitions

A tensor is a multidimensional array that can have a number of $d$ dimensions. Such a $d$ dimensional or $d$-way tensor can be expressed as $\mathcal{X} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$. A first-order tensor is a vector; a second-order tensor is a matrix, and tensors of order three or higher are called higherorder tensors. Fibers of a tensor are defined by fixing every index but one, as depicted in Figure 2-1. In the case of a matrix, the mode- 1 fibers are the columns, and the mode- 2 fibers are the rows. Slices of a tensor are defined by fixing all but two indices, giving two-dimensional sections. Figure 2-2 shows the horizontal, lateral and frontal slices of a 3-dimensional tensor.


Figure 2-1: The mode- $n$ fibers of a 3-dimensional tensor [20]. From left to right: the mode-1 or column fibers, the mode- 2 or row fibers and mode- 3 or tube fibers.

Different tensor operations used thoughout this paper are given in Definition 2-1.2-2-1.6. For a more extensive derivation of these operations the reader can consult [7, 17, 20].

Definition 2-1.1 (multi-index [7, p. 25]). A multi-index $i=\overline{i_{1} i_{2} \cdots i_{d}}$ refers to an index which takes all possible combinations of values of indices $i_{1}, i_{2}, \ldots, i_{d}$ in a specific order. For the


Figure 2-2: The slices of a 3-dimensional tensor [20]. From left to right: horizontal slices, lateral slices and frontal slices.
remainder of this paper the 'little-endian' ordering convention will be used

$$
\begin{equation*}
\overline{i_{1} i_{2} \ldots i_{d}}=i_{1}+\left(i_{2}-1\right) I_{1}+\left(i_{3}-1\right) I_{1} I_{2}+\cdots+\left(i_{d}-1\right) I_{1} \cdots I_{d-1} \tag{2-1}
\end{equation*}
$$

where $i_{1}, i_{2}, \ldots, i_{d}$ represents the index along each mode and $I_{1}, I_{2}, \ldots, I_{d}$ represents the size of these modes. It must be noted that this formula only works if the indices start counting from $i_{1}$.

Definition 2-1.2 (quantization [17]). Tensor quantization is the process of transforming lower-dimensional data into higher dimensional tensors with a relatively small mode size (typically 2,3 or 4 ). In (2-2), an example is given for the quantization of a matrix $\mathbf{A} \in \mathbb{R}^{M \times N}$ into a high dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d} \times J_{1} \times J_{2} \times \cdots \times J_{d}}$, where $M=\prod_{k=1}^{d} I_{k}$ and $N=$ $\prod_{k=1}^{d} J_{k}$, using the reshape function in MATLAB.

$$
\begin{equation*}
\mathcal{A}=\operatorname{reshape}\left(\mathbf{A}, I_{1}, I_{2}, \ldots, I_{d}, J_{1}, J_{2}, \ldots, J_{d}\right) \tag{2-2}
\end{equation*}
$$

Definition 2-1.3 (mode-n matricization [20, p. 459]). A $d$-way tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ can be unfolded along each mode $n=1,2, \ldots, d$ resulting in the mode- $n$ matricization, which is a matrix of the form

$$
\begin{equation*}
\mathbf{A}_{(n)} \in \mathbb{R}^{I_{n} \times I_{1} \cdots I_{n-1} I_{n+1} \cdots I_{d}} \tag{2-3}
\end{equation*}
$$

In MATLAB, the permute and reshape functions can be used to compute the mode- $n$ matricization.

Definition 2-1.4 ( $n$-mode product [20, p. 460]). A $d$-way tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ and a matrix $\mathbf{B} \in \mathbb{R}^{J \times I_{n}}$ can be multiplied using an $n$-mode product,

$$
\begin{equation*}
\mathcal{C}=\mathcal{A} \times{ }_{n} \mathbf{B} \in \mathbb{R}^{I_{1} \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_{d}} \tag{2-4}
\end{equation*}
$$

where the elements are defined as

$$
\begin{equation*}
\mathcal{C}\left(i_{1}, \ldots, i_{n-1}, j, i_{n+1}, \ldots, i_{d}\right)=\sum_{i_{n}=1}^{I_{n}} \mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \mathbf{B}\left(j, i_{n}\right) \tag{2-5}
\end{equation*}
$$

Definition 2-1.5 (Tensor norm [20, p. 457]). The Frobenius norm of a tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is the square root of the sum of the squares of all its elements, i.e.,

$$
\begin{equation*}
\|\mathcal{A}\|_{F}=\sqrt{\sum_{i_{1}=1}^{I_{1}} \sum_{i_{2}=1}^{I_{2}} \cdots \sum_{i_{d}=1}^{I_{d}} a_{i_{1}, i_{2}, \ldots, i_{d}}^{2}} \tag{2-6}
\end{equation*}
$$

Definition 2-1.6 (Kronecker product of tensors [7, p. 29]). The (right) Kronecker product of two tensors $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ and $\mathcal{B} \in \mathbb{R}^{J_{1} \times J_{2} \times \cdots \times J_{d}}$ results in a tensor $\mathcal{C} \in \mathbb{R}^{I_{1} J_{1} \times I_{2} J_{2} \times \cdots \times I_{d} J_{d}}$. The elements of this tensor are defined as

$$
\begin{equation*}
\mathcal{C}\left(\overline{j_{1} i_{1}}, \ldots, \overline{j_{d} i_{d}}\right)=\boldsymbol{\mathcal { A }}\left(i_{1}, \ldots, i_{d}\right) \mathcal{B}\left(j_{1}, \ldots, j_{d}\right. \tag{2-7}
\end{equation*}
$$

Definition 2-1.7 (Khatri-Rao product of matrices [16]). The Khatri-rao matrix product of two matrices with equal column dimension $\mathbf{X} \in \mathbb{R}^{I \times K}$ and $\mathbf{Y} \in \mathbb{R}^{J \times K}$ is defined as

$$
\mathbf{X} \odot \mathbf{Y}=\left[\begin{array}{llll}
\mathbf{x}_{1} \otimes \mathbf{y}_{1} & \mathbf{x}_{2} \otimes \mathbf{y}_{2} & \ldots & \mathbf{x}_{d} \otimes \mathbf{y}_{d} \tag{2-8}
\end{array}\right]
$$

where each column of the resulting matrix is a Kronecker product of the columns of both original matrices.

## 2-2 Tensor diagrams

High dimensional tensors are difficult to visualise. To facilitate understanding of these tensors and enable implementation of their operations, tensor diagrams can be used. These diagrams are a graphical way of illustrating tensors and their operations invented by Roger Penrose [26]. Using nodes to represent the tensor cores and edges to represent its dimensions or modes, tensors can be visualised. Figure 2-3 shows some simple examples of these diagrams for low-dimensional arrays.


Figure 2-3: Tensor diagrams for different tensor orders.
Throughout this paper, the dimensions are counted clockwise as demonstrated in the 3D tensor diagram in Figure 2-3. Tensor products can also be visualised using tensor diagrams by interconnecting two (or more) cores with their edges. An interconnection between two cores represents a contraction, which is a summation over a particular index (e.g. (2-7)). In Figure 2-4, three simple examples of tensor products are displayed. The vector dot product is a summation of the products of each vector element $\langle\mathbf{a}, \mathbf{b}\rangle=\sum_{i=1}^{I_{1}} \mathbf{a}(i) \mathbf{b}(i)$ where $\mathbf{a}, \mathbf{b} \in$ $\mathbb{R}^{I_{1}}$, and its tensor diagram are two vector cores interconnected with their dimension $I_{1}$. A matrix-vector product can mathematically be expressed as $\mathbf{A b}=\sum_{j=1}^{I_{2}} \mathbf{A}(:, j) \mathbf{b}(j)$ where $\mathbf{A} \in \mathbb{R}^{I_{1} \times I_{2}}, \mathbf{b} \in \mathbb{R}^{I_{2}}$, the corresponding tensor diagram consists of a matrix and a vector interconnected along their mutual dimension $I_{2}$. Lastly, the 3 -mode product of a 3 -way tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times I_{3}}$ and a matrix $\mathbf{B} \in \mathbb{R}^{I_{3} \times I_{4}}$ is shown, where the two cores are interconnected along the dimension $I_{3}$. The mathematical description for this product is given by $\mathcal{A} \times{ }_{3} \mathbf{B}=\sum_{k=1}^{I_{3}} \mathcal{A}($ : $,:, k) \mathbf{B}(l, k)$.

vector dot product

matrix-vector product


3 -mode product

Figure 2-4: Tensor diagrams for simple tensor products.

## 2-3 Tensor-Train decomposition

The number of elements in a tensor and the storage consumption grow exponentially for increasing tensor order $d$, and numerical methods cannot efficiently handle problems with these high dimensional tensors. This phenomenon is known as the curse of dimensionality, and in many problems finding a solution to this remains a challenge. One of the most promising tensor representations is the Tensor-Train (TT) format, which is a tensor product format originally proposed in quantum physics where it is also known as matrix product states (MPS) [12]. The TT format, as given in Definition 2-3.1, is a representation of a tensor that offers a significant reduction in computational complexity when doing specific operations. This reduction is only the case when the considered tensor in TT format has low ranks. These ranks $\mathbf{r}=\left[R_{0}, R_{1}, \ldots, R_{d}\right]$ determine the amount of information of the original tensor that is stored in the TT-format. The lower these ranks are, the more memory efficient the TT representation of the original tensor is.

Definition 2-3.1 (Tensor-Train [25, p. 2296]). The Tensor-Train decomposition of the $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$-th element of a $d$-dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is defined as

$$
\begin{equation*}
\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=\sum_{r_{1}, \ldots, r_{d-1}} \mathcal{A}^{(1)}\left(r_{0}, i_{1}, r_{1}\right) \mathcal{A}^{(2)}\left(r_{1}, i_{2}, r_{2}\right) \cdots \mathcal{A}^{(d)}\left(r_{d-1}, i_{d}, r_{d}\right) \tag{2-9}
\end{equation*}
$$

where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}$ for $n=1,2, \ldots, d$ are the $T T$-cores that each represent a single dimension of the original tensor which are summed over the rank indices $r_{1}, \ldots, r_{d-1}\left(r_{0}=r_{1}=\right.$ 1). The ranks of the TT are described by $\mathbf{r}=\left[R_{0}, R_{1}, \ldots, R_{d}\right]$, where $R_{0}=R_{d}=1$. Throughout this paper, the tensor train and its cores is described with $\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right.$ for notation simplicity.

To convert a $d$-dimensional tensor to the Tensor-Train format, the TT-SVD algorithm [25] can be used as shown in Algorithm 1. Using a prescribed accuracy $\zeta$ or desired TT-ranks [ $R_{0}, \ldots, R_{d}$ ], this algorithm makes use of a truncated singular value decomposition (SVD) of the tensor unfoldings to construct the TT-cores. The values at which these decompositions are truncated, are the TT-ranks. In Figure 2-5, a graphical representation of a vector's quantization into a 4-dimensional tensor is given. Subsequently, the tensor is transformed into a Tensor-Train with four cores, which can be done using the TT-SVD algorithm.


Figure 2-5: Quantization of a vector into a 4-dimensional tensor and subsequently the transformation into Tensor Train $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times I_{3} \times I_{4}}$ with 4 cores and ranks $\mathbf{r}=\left[1, R_{1}, R_{2}, R_{3}, 1\right]$ using the TT-SVD algorithm.

```
Algorithm 1: TT-SVD [25]
Data: \(\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\), desired TT-ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\) or accuracy \(\zeta\)
Result: Tensor-Train \(\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \mathcal{B}^{(2)}, \ldots, \mathcal{B}^{(d)}\right\rangle\right.\), with desired ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\) or
        where the approximation satisfies \(\|\mathcal{A}-\mathcal{B}\|_{F} \leq \varepsilon\|\mathcal{A}\|_{F}\).
\(\delta=\frac{\zeta}{\sqrt{d-1}}\|\mathcal{A}\|_{F} ;\)
                                    // Compute truncation parameter
\(\mathbf{C}=\mathcal{A}\)
for \(n=1,2, \ldots, d-1\) do
        \(\mathbf{C}=\) reshape \(\left(\mathbf{C},\left[R_{n-1} I_{n}, \frac{\text { numel }(\mathbf{C})}{R_{n-1} I_{n}}\right]\right) ; \quad / /\) Left unfolding of tensor
        \([\mathbf{U}, \mathbf{S}, \mathbf{V}]=\operatorname{svd}(\mathbf{C})\), where \(\mathbf{C}=\mathbf{U S} \mathbf{V}^{T}+\mathbf{E},\|\mathbf{E}\|_{F} \leq \delta\)
        \(R_{n}=\operatorname{size}(\mathbf{U}, 2)\)
        \(\mathcal{B}^{(n)}=\operatorname{reshape}\left(\mathbf{U},\left[R_{n-1}, I_{n}, R_{n}\right]\right)\)
        \(\mathbf{C}=\mathbf{S V}^{T}\)
end
\(\mathcal{B}^{(d)}=\mathbf{C}\)
```


## 2-3-1 Tensor-Train matrix format

Aside from vectors, matrices can also be transformed into Tensor-Trains, which is called the Tensor-Train matrix (TTm) format [24]. The TTm format as defined in (2-10) consists of a similar structure as the TT format, however the cores now have an extra dimension. For example, the process of quantizing a matrix into a tensor and subsequently transforming it into TTm format (again making use of the TT-SVD along with some operations) is pictured in Figure 2-6. It must be noted that for the TTm format the order of dimensions is important before quantization, as the row and column dimensions must be ordered in a specific way before using the TT-SVD algorithm. Using the permute function in MATLAB, this can be ensured.

Definition 2-3.2 (Tensor-Train Matrix format [24]). A (2d)-dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times J_{1} \times \cdots \times I_{d} \times J_{d}}$ can be converted into the tensor-train matrix format, where the $\left(i_{1}, \ldots, i_{d}, j_{1}, \ldots, j_{d}\right)$-th element is equal to,

$$
\begin{equation*}
\mathcal{A}\left(i_{1}, \ldots, i_{d}, j_{1}, \ldots, j_{d}\right)=\sum_{r_{1}, \ldots, r_{d-1}} \mathcal{A}^{(1)}\left(r_{0}, i_{1}, j_{1}, r_{1}\right) \mathcal{A}^{(2)}\left(r_{1}, i_{2}, j_{2}, r_{2}\right) \cdots \mathcal{A}^{(d)}\left(r_{d-1}, i_{d}, j_{d}, r_{d}\right) \tag{2-10}
\end{equation*}
$$

where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ (for $n=1,2, \ldots, d$ ) are the TTm-cores. $R_{n}$ are the TTm-ranks with $R_{0}=R_{d}=1$.


Figure 2-6: The example of quantization of a matrix into an 8-dimensional tensor and subsequently the transformation into Tensor Train matrix format with 4 cores using the TT-SVD algorithm.

## 2-3-2 Operations in TT(m) format

Addition. Having the TT or TTm decompositions of vectors and matrices allows us to do calculations in this format. The addition of two tensors is defined by $(2-11)$ as formulated in [25]. The solution $\mathcal{C}$ has the ranks $R_{n}^{\mathcal{C}}=R_{n}^{\mathcal{A}}+R_{n}^{\mathcal{B}}$ and its inner and border cores are described by (2-12) and (2-13).

$$
\begin{gather*}
\mathcal{C}=\mathcal{A}+\mathcal{B}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(d)}\right\rangle+\left\langle\left\langle\mathcal{B}^{(1)}, \ldots, \boldsymbol{\mathcal { B }}^{(d)}\right\rangle=\left\langle\left\langle\mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(d)}\right\rangle\right.\right.\right.  \tag{2-11}\\
\mathcal{C}^{(n)}\left(i_{n}\right)=\left[\begin{array}{cc}
\mathbf{A}^{(n)}\left(i_{n}\right) & 0 \\
0 & \mathbf{B}^{(n)}\left(i_{n}\right)
\end{array}\right], \quad n=2, \ldots, d-1  \tag{2-12}\\
\mathcal{C}^{(1)}\left(i_{1}\right)=\left[\begin{array}{lll}
\mathbf{A}^{(1)}\left(i_{1}\right) & \mathbf{B}^{(1)}\left(i_{1}\right)
\end{array}\right], \quad \boldsymbol{C}^{(d)}\left(i_{d}\right)=\left[\begin{array}{l}
\mathbf{A}^{(d)}\left(i_{d}\right) \\
\mathbf{B}^{(d)}\left(i_{d}\right)
\end{array}\right] \tag{2-13}
\end{gather*}
$$

Matrix-vector product. Apart from addition and subtraction, multiplications can also be done in $\mathrm{TT}(\mathrm{m})$ format, such as the matrix-vector product (Figure 2-7). Here the TTm $\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(4)}\right\rangle\left(\right.\right.$ where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ ) with 4 cores is multiplied with the TT $\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{(4)}\right\rangle\left(\right.\right.$ where $\left.\mathcal{B}^{(n)} \in \mathbb{R}^{S_{n-1} \times K_{n} \times S_{n}}\right)$. The resulting vector in TT format has the cores $\mathcal{C}^{(n)} \in \mathbb{R}^{R_{n-1} S_{n-1} \times I_{n} \times R_{n} S_{n}}$. The ranks of the solution are the ranks of the TT and TTm multiplied.


Figure 2-7: MTensor diagram for the TT(m) matrix-vector product.
Matrix-matrix product. In a similar way the matrix-matrix product of two TTm's can be visualised, shown in Figure 2-8. Here the $\operatorname{TTm} \mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(4)}\right\rangle\left(\right.\right.$ where $\mathcal{A}^{(n)} \in$ $\mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ for $n=1, \ldots, 4$ ) with 4 cores is multiplied with the $\operatorname{TTm} \mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{(4)}\right\rangle\right.$ (where $\mathcal{B}^{(n)} \in \mathbb{R}^{S_{n-1} \times J_{n} \times K_{n} \times S_{n}}$ for $n=1, \ldots, 4$ ). The resulting matrix in TTm format has the cores $\mathcal{C}^{(n)} \in \mathbb{R}^{R_{n-1} S_{n-1} \times I_{n} \times K_{n} \times R_{n} S_{n}}$

Inner product. The dot or inner product of two vectors in TT format with equal modes can be done by connecting the cores over these modes. The computation process then requires


Figure 2-8: Tensor diagram for the TTm matrix-matrix product.
contraction of the cores by 'absorbing' each core step by step in a 'zipper'-like manner, as visualized in Figure 2-9. The final two cores can then be contracted to yield a scalar value, which is the inner product of both TT's. The intermediate solutions $\mathcal{C}=\left\langle\left\langle\mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(d-1)}\right\rangle\right\rangle$ are the so-called partial contraction matrices. Using a simple algorithm, these matrices can be saved and used for randomized rounding algorithms which will be elaborated further in this report.




Figure 2-9: Tensor diagram of the TT inner product of two TT's $\mathcal{A}$ and $\mathcal{B}$ with 4 cores. The intermediate solutions $\mathbf{C}=\left\langle\left\langle\mathbf{C}^{(1)}, \ldots, \mathbf{C}^{(d-1)}\right\rangle\right.$ are the partial contraction matrices [10].
 $\left(\right.$ where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ for $\left.n=1, \ldots, d_{\mathcal{A}}\right)$ and $d_{\mathcal{B}}$-dimensional $\operatorname{TTm} \boldsymbol{\mathcal { B }}=\left\langle\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{\left(d_{\mathcal{B}}\right)}\right.$ $》\left(\right.$ where $\mathcal{B}^{(n)} \in \mathbb{R}^{S_{n-1} \times K_{n} \times L_{n} \times S_{n}}$ for $n=1, \ldots, d_{\mathcal{B}}$ ) results in a TTm $\mathcal{C}$ which are both TTm's 'stitched' together in opposite order, where the last core of $\mathcal{B}$ is connected to the first core of $\mathcal{A}$ with a dimension of 1 . The corresponding tensor diagram is shown in Figure 2-10.


Figure 2-10: Tensor diagram of $\mathcal{A} \otimes \mathcal{B}$, where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ and $\mathcal{B}^{(n)} \in$ $\mathbb{R}^{S_{n-1} \times K_{n} \times L_{n} \times S_{n}}$.
$\mathbf{T T}(\mathbf{m})$ value extraction. Extracting one or multiple values from vector or matrix represented as a $d$-dimensional tensor in $\mathrm{TT}(\mathrm{m})$ format $\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right.$ can be done by firstly computing the selection matrices for each mode. How these matrices are formed, is described in detail in [19]. For these selection matrices, the following property holds.

$$
\begin{equation*}
\mathbf{S}=\mathbf{S}_{d} \odot \mathbf{S}_{d-1} \odot \ldots \odot \mathbf{S}_{1} \tag{2-14}
\end{equation*}
$$

where the Khatri-Rao product of the $d$ binary matrices gives the original selection matrix $\mathbf{S}$. The selection matrices satisfy $\mathbf{S}_{n} \in \mathbb{R}^{I_{n} \times K}$, where $K$ is the amount of extracted values. The $k$-th column of the selection matrix $\mathbf{S}_{n}$ is defined as the standard basis vector $\mathbf{e}_{i_{n}}^{(n)} \in \mathbb{R}^{I_{n}}(n=$ $1,2 \ldots, d)$ of the $k$-th extracted entry $(k=1, \ldots, K)$. When multiplying this matrix with the original vector that is reconstructed from the TT format, we get the desired extracted value(s). The algorithms to compute these matrices for TT and TTm format (Algorithm 10 and 11) are listed in Appendix A. To extract the values, the original tensor in TT(m) format is contracted while performing Khatri-Rao products between its cores and the selection matrices. In Algorithm 12 and 13 the psuedo-code is shown for the extraction from a TT or TTm, respectively. These algorithms are listed in Appendix A.
TTm column extraction. To extract one or multiple columns from a matrix in TTm format, a similar method can be used as the mentioned TT(m) value extraction. For computational efficiency in the TNKF, the extracted columns must stay in TTm format to avoid converting to the TT-format using the TT-SVD algorithm. To do this, firstly the selection matrices are computed using Algorithm 11. These matrices again satisfy the property in (2-14). Next, using a method where the Khatri-Rao product is computed with the selection matrices and each TTm core. During this process, use is made of the TT-SVD algorithm making it possible to truncate the ranks of the extracted columns. This property can be exploited, which will be discussed later in this thesis. The algorithm for the extraction of columns in TTm format (Algorithm 14) is listed in Appendix A.

Scalar multiplication. To do scalar multiplication of a tensor in TT format, one of the cores must be multiplied with the scalar value. Orthogonality, which is explained further in this section, can be preserved if the site- $k$ core is multiplied with the scalar value.
Transpose. The transpose of a matrix is TTm format can be computed by permuting the inner dimensions of the cores. If a matrix $\mathbf{A}$ is represented by a $\operatorname{TTm} \mathcal{A}$ with cores $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$, its transpose $\mathbf{A}^{T}$ is a TTm with cores $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times J_{n} \times I_{n} \times R_{n}}$.
Orthogonalization. A tensor in TT format can be put into orthogonal form, defined in Definition 2-3.3. The orthogonality of the cores of a TT is essential for the rounding algorithm that will be discussed further in this chapter. Algorithm 2 shows the pseudo-code for transforming a $d$-dimensional tensor in TT format into a site- $k$ orthogonal TT [31]. Using the thin QR factorization, each core can be orthogonalized by absorbing the $\mathbf{R}$ matrix that contains the norm into the next core. The $k$-th site refers to the core that contains the total norm of the TT, while all other cores are right or left orthogonal.
Definition 2-3.3 (Site- $k$ orthogonality [7, p. 143]). A $d$-dimensional tensor in TT format $\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle$ is called in site- $k$ orthogonal form with $1 \leq k \leq d$ if the following holds for the unfoldings of the cores,

$$
\begin{align*}
& \left(\mathbf{A}_{\mathrm{L}}^{(n)}\right)^{T} \mathbf{A}_{\mathrm{L}}^{(n)}=\mathbf{I}_{R_{n}}, \quad n=1,2, \ldots, k-1 \\
& \mathbf{A}_{\mathrm{R}}^{(n)}\left(\mathbf{A}_{\mathrm{R}}^{(n)}\right)^{T}=\mathbf{I}_{R_{n-1}}, \quad n=k+1, k+2, \ldots, d \tag{2-15}
\end{align*}
$$

where the left and right unfolding of the cores are defined as $\mathbf{A}_{\mathrm{L}}^{(n)}=\mathbf{A}^{(n)} \in \mathbb{R}^{R_{n-1} I_{n} \times R_{n}}$ and $\mathbf{A}_{\mathrm{R}}^{(n)}=\mathbf{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} R_{n}}$. When $k=d$, the TT is in left-orthogonal form and when $k=1$ the TT is in right-orthogonal form. From the relations in (2-15) it follows that the TT is site- $k$ orthogonal, the matrices $\mathbf{A}_{\mathrm{L}}^{(n)}$ and $\mathbf{A}_{\mathrm{R}}^{(n)}$ have orthonormal rows and columns.

```
Algorithm 2: Orthogonalization [25]
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TT-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
        with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\)
Result: Site- \(k\) orthogonal tensor \(\mathcal{A}\) in TT format
for \(n=1,2, \ldots, k-1\) do
    \(\mathbf{A}_{L}=\operatorname{reshape}\left(\mathcal{A}^{(n)}, R_{n-1} I_{n}, R_{n}\right) ; \quad / /\) Left-to-right orthogonalization
    \([\mathbf{Q}, \mathbf{R}]=\operatorname{qr}\left(\mathbf{A}_{L}, 0\right)\)
    \(R_{n}=\operatorname{size}(\mathbf{Q}, 2)\)
    \(\mathcal{A}^{(n)}=\operatorname{reshape}\left(\mathbf{Q}, R_{n-1}, I_{n}, R_{n}\right)\)
    \(\mathcal{A}^{(n+1)}=\mathcal{A}^{(n+1)}{ }_{x_{1}} \mathbf{R}\)
end
for \(k=d, d-1, \ldots, k+1\) do
    \(\mathbf{A}_{R}=\operatorname{reshape}\left(\mathcal{A}^{(n)}, R_{n-1}, I_{n} R_{n}\right) ; \quad / /\) Right-to-left orthogonalization
    \([\mathbf{Q}, \mathbf{R}]=\operatorname{qr}\left(\mathbf{A}_{R}^{T}, 0\right)\)
    \(R_{n-1}=\operatorname{size}(\mathbf{Q}, 2)\)
    \(\mathcal{A}^{(n)}=\operatorname{reshape}\left(\mathbf{Q}^{T}, R_{n-1}, I_{n}, R_{n}\right)\)
    \(\mathcal{A}^{(n-1)}=\mathcal{A}^{(n-1)} \times_{3} \mathbf{R}^{T}\)
end
```

Rounding. While performing operations with $\mathrm{TT}(\mathrm{m})$ 's, their ranks can increase. TT addition, for example, results in the summation of the ranks of both $\mathrm{TT}(\mathrm{m})$ 's while the TT inner product results in multiplication of ranks. This rank increase results in increased computational load during TT operations, which calls for a method to truncate these ranks: TT-rounding. Algorithm 3 shows the process of rounding a vector in TT format. Firstly, Algorithm 2 is used to orthogonalize the TT from right-to-left yielding a left orthogonal TT. After this, a compression sweep is carried out using the SVD with rank truncation to complete the rounding of the TT. The SVD is used here, as it exposes the range of a matrix. This allows for the truncation of information or rank of this matrix. Using Algorithm 3, the ranks of the considered TT can be truncated to any desired (positive) value.

```
Algorithm 3: TT-rounding [25]
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in the TT-format
            \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\), desired TT-ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\)
Result: \(\mathcal{B}\) in the TT-format with ranks equal to \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\)
\(\mathcal{A}=\) orthogonalization \((\mathcal{A}, 1)\); // Algorithm 2
for \(n=1,2, \ldots, d-1\) do
    \(\mathbf{A}_{n}=\operatorname{reshape}\left(\mathcal{A}^{(n)},\left[R_{n-1}, I_{n}, R_{n}\right]\right) ; \quad / /\) Right-to-left compression
    \([\mathbf{U}, \mathbf{S}, \mathbf{V}]=\operatorname{svd}\left(\mathbf{A}_{n}\right)\)
    \(R_{n}=\operatorname{size}(\mathbf{U}, 2)\)
    \(\mathcal{A}^{(n)}=\operatorname{reshape}\left(\mathbf{U}, R_{n}, I_{n}, R_{n+1}\right)\)
    \(\mathcal{A}^{(n+1)}=\mathcal{A}^{(n+1)} \times_{1}(\mathbf{V S})^{T}\)
end
```


## Chapter 3

## Tensor-Networked Kalman Filter for Streaming Video Completion

This chapter gives a concise overview of how the Tensor-Networked Kalman filter works and what design variables influence its performance and speed. For a more in depth description of the Tensor-Networked Kalman Filter for streaming video completion it is recommended to read the work by de Rooij (2019) [30]. In [18], an attempt is made to improve the performance of the TNKF by implementing a Modified Gram-Schmidt (MGS) algorithm in TT format. Parts of this chapter are based on findings in [11, 30, 21].

## 3-1 Kalman filter

A Kalman filter is a model-based estimator that uses measurements to estimate a system's varying quantities or states. The Kalman filter belongs to a class known as observers, which uses the model of the system and measurements at time step $k$ to approximate the state vector at the next time step $k+1$. The fact that a Kalman filter uses information from past states to estimate the current state makes it a recursive estimator. As described in Chapter 1 , a video is a discrete-time system by nature as it consists of a discrete sequence of events. Since the streaming video completion problem requires real-time reconstruction of (parts of) a frame, a Kalman filter is a suitable solution given its properties.

## 3-1-1 State-space equations

In (3-1) a discrete-time state-space model is shown, which is a mathematical representation of a (physical) system [33]. $\mathbf{A}[k] \in \mathbb{R}^{n \times n}$ represents the state-transition matrix, $\mathbf{B}[k] \in \mathbb{R}^{n \times m}$ the input matrix, $\mathbf{C}[k] \in \mathbb{R}^{\ell \times m}$ the measurement matrix and $\mathbf{D}[k] \in \mathbb{R}^{\ell \times n}$ the output matrix. These are called the system matrices and describe the system's characteristics. $\mathbf{x}[k] \in \mathbb{R}^{n}$,
$\mathbf{u}[k] \in \mathbb{R}^{m}$ and $\mathbf{y}[k] \in \mathbb{R}^{\ell}$ denote the state, input and output vectors, respectively. The vectors $\mathbf{w}[k] \in \mathbb{R}^{n}$ and $\mathbf{v}[k] \in \mathbb{R}^{\ell}$ denote the process noise and measurement noise, respectively.

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{A}[k] \mathbf{x}[k]+\mathbf{B}[k] \mathbf{u}[k]+\mathbf{w}[k]  \tag{3-1}\\
\mathbf{y}[k] & =\mathbf{C}[k] \mathbf{x}[k]+\mathbf{D}[k] \mathbf{u}[k]+\mathbf{v}[k]
\end{align*}
$$

In order to use a Kalman filter to estimate the frames of a video, firstly, the state-space model must be defined. Each frame of a greyscale video is represented by a matrix $\mathbf{X}[k] \in \mathbb{R}^{M \times N}$, which can be transformed into a state vector by vectorizing the entries of the matrix using the reshape function in MATLAB: $\mathbf{x}[k]=\operatorname{reshape}(\mathbf{X}[k], M N, 1)$. In the case of a color video, this must be done three times for each color, as each frame contains values for the red, green and blue color intensity. This process is described in (3-2).

$$
\mathbf{X}[k]=\left[\begin{array}{cccc}
x_{1,1} & x_{1,2} & \cdots & x_{1, N}  \tag{3-2}\\
x_{2,1} & x_{2,2} & \cdots & x_{2, N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{M, 1} & x_{M, 2} & \cdots & x_{M, N}
\end{array}\right] \rightarrow \mathbf{x}[k]=\left[\begin{array}{c}
x_{1,1} \\
x_{2,1} \\
\vdots \\
x_{M, 1} \\
\hline x_{1,2} \\
x_{2,2} \\
\vdots \\
x_{M, 2} \\
\vdots \\
\hline x_{1, N} \\
x_{2, N} \\
\vdots \\
x_{M, N}
\end{array}\right]
$$

The state vector $\mathbf{x} \in \mathbb{R}^{M N}$ can then be quantized into a tensor $\mathcal{X} \in \mathbb{R}^{M_{1} \times M_{2} \times \cdots \times M_{d_{M}} \times N_{1} \times N_{2} \times \cdots \times N_{d_{N}}}$, using quantization parameters $M=M_{1} M_{2} \cdots M_{d_{M}}$ and $N=N_{1} N_{2} \cdots N_{d_{N}}$. Subsequently, it can be put into TT format using the TT-SVD algorithm described in Algorithm 1.
Since surveillance cameras are fixed, most of the pixels in the frames have a constant value over time when no moving objects pass through them and light intensity does not change. Because of this property, it is possible to do background subtraction. This is done by computing the mean of each pixel over a long sequence of time and subtracting the resulting frame from the original frame to determine the foreground ( $\left.\mathbf{X}_{\text {foreground }}=\mathbf{X}_{\text {frame }}-\mathbf{X}_{\text {background }}\right)$. This holds advantages that eventually result in more memory efficiency during computations. The state vector that is used during computations can then be described as

$$
\begin{equation*}
\mathbf{x}_{\mathrm{F}}[k]=\mathbf{x}[k]-\mathbf{x}_{\mathrm{B}} \tag{3-3}
\end{equation*}
$$

where $\mathbf{x}_{\mathrm{F}}[k]$ is the estimated foreground, $\mathbf{x}[k]$ is the original vectorized video frame and $\mathbf{x}_{\mathrm{B}}$ is the estimated background. An example of the difference between a regular frame and the background of surveillance footage is plotted in Figure 3-1. The background is estimated fairly well, but since the background is estimated over a limited sequence of frames (584 in total), slightly darker spots can be observed where persons moved.

Choosing the state-transition matrix $\mathbf{A}[k]$ is very difficult for a video since this is a highly unpredictable process. For surveillance videos or videos of any other type, information from


Figure 3-1: Regular frame (left) and background frame (right) estimated from a 584 frame video sequence [34].
past frames is not necessarily a good predictor for future frames. Two consecutive frames, however, do have many similarities if the video feed's frame rate is high enough. Because of this high similarity and high unpredictability of the video, the state-transition matrix is chosen as identity and the difference between each frame is captured within the process noise $\mathbf{w}[k]=\mathbf{x}[k+1]-\mathbf{x}[k]$. For the location of the uncorrupted pixels, direct access and a constant location is assumed which is incorporated in the measurement matrix C. Because of this, there is no measurement noise $(\mathbf{v}[k]=0)$. This leads to the state-space model for a surveillance video described by (3-4) [11].

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{x}[k]+\mathbf{w}[k] \\
\mathbf{y}[k] & =\mathbf{C x}[k] \tag{3-4}
\end{align*}
$$

where $\mathbf{x}[k] \in \mathbb{R}^{M N}$ is the vectorized video frame at time $k$ and $\mathbf{y}[k] \in \mathbb{R}^{J}$ contains the uncorrupted pixels. The process noise is assumed to be independent, zero-mean Gaussian white noise with probability distribution $\mathbf{w}[k] \sim \mathcal{N}(0, \mathbf{W}[k])$.

The process noise covariance matrix $\mathbf{W}[k]$ can be defined in such a way that its values are dependent on the distance of pixels relative to each other. This can be done by choosing the matrices $\mathbf{W}_{1}[k] \in \mathbb{R}^{N \times N}$ and $\mathbf{W}_{2}[k] \in \mathbb{R}^{M \times M}$ as Toeplitz band matrices. These matrices have their highest values on the diagonal and these values gradually decrease further away from the diagonal. We define the process noise covariance matrix as the Kronecker product of these two matrices, multiplied by the variance between the two previous frames $\sigma_{W}^{2}[k]$ as shown in (3-5). Equations (3-6) - (3-8) define the variance, Toeplitz matrices and their elements. Here, $\alpha$ is the bandwidth of the Toeplitz matrices, which is set around a value of 10 in [30].

$$
\begin{gather*}
\mathbf{W}[k]=\sigma_{W}^{2}[k] \mathbf{W}_{1}[k] \otimes \mathbf{W}_{2}[k]  \tag{3-5}\\
\sigma_{W}^{2}[k]=\frac{1}{I} \sum_{i=1}^{I}\left(x_{i}[k-1]-x_{i}[k-2]\right)^{2}, \quad \mathbf{x} \in \mathbb{R}^{I=M N} \tag{3-6}
\end{gather*}
$$

$$
\begin{gather*}
\mathbf{W}_{n}(\alpha)=\left[\begin{array}{ccccccc}
w(0) & w(1) & \cdots & w(\alpha) & 0 & \cdots & 0 \\
w(1) & w(0) & w(1) & \cdots & w(\alpha) & \cdots & 0 \\
& & \ddots & \ddots & \ddots & \ddots & \\
0 & \cdots & 0 & w(\alpha) & \cdots & w(1) & w(0)
\end{array}\right], \quad n=\{1,2\}  \tag{3-7}\\
 \tag{3-8}\\
w(d)=\max \left(0,1-\frac{d}{\alpha+1}\right)
\end{gather*}
$$

Here, $d$ is the distance between two pixels. Again using the TT-SVD algorithm, both matrices $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$ can be put into TTm-format. This ensures the process noise covariance matrix $\mathbf{W}$ to be in TTm format as well since the outer product of two TT(m)'s is a 'stitched' version of both in reverse order as explained in the previous chapter (Figure 2-10). In [30] it is proven that this choice of $\mathbf{W}[k]$ ensures positive definiteness of this matrix. This property is necessary to ensure the stability of the TNKF.

## 3-1-2 Kalman filter algorithm

Using the previously derived state-space model, the Kalman filter equations can be constructed that estimate the corrupted frames. As described in [33], the Kalman filter algorithm can be divided into two stages: the prediction step (3-9) and the update step (3-10). Note that the equations presented in (3-9) and (3-10) are rewritten to match the state-space model in (3-4). The hat operator, ${ }^{\wedge}$, means an estimate of a variable. The superscripts ' - ' and ' + ' denote predicted (prior) and updated (posterior) estimates, respectively.

## Prediction step:

$$
\begin{array}{ll}
\text { Predicted state estimate } & \hat{\mathbf{x}}[k]^{-}=\hat{\mathbf{x}}[k-1]^{+}  \tag{3-9}\\
\text {Predicted covariance } & \mathbf{P}[k]^{-}=\mathbf{P}[k-1]^{+}+\mathbf{W}[k]
\end{array}
$$

## Update step:

| Measurement residual | $\mathbf{v}[k]=\mathbf{y}[k]-\mathbf{C} \hat{\mathbf{x}}[k]^{-}$ |
| :--- | :--- |
| Residual covariance matrix | $\mathbf{S}[k]=\mathbf{C P}[k]^{-} \mathbf{C}^{T}$ |
| Kalman gain | $\mathbf{K}[k]=\mathbf{P}[k]^{-} \mathbf{C}^{T} \mathbf{S}[k]^{-1}$ |
| Updated state estimate | $\hat{\mathbf{x}}[k]^{+}=\hat{\mathbf{x}}[k]^{-}+\mathbf{K}[k] \mathbf{v}[k]$ |
| Updated covariance matrix | $\mathbf{P}[k]^{+}=\mathbf{P}[k]^{-}-\mathbf{K}[k] \mathbf{S}[k] \mathbf{K}[k]^{T}$ |

The state covariance matrix $\mathbf{P}[k] \in \mathbb{R}^{M N \times M N}$ can be assumed to be the covariance of the foreground, where we assume the background remains stationary. This yield the following expression for the covariance matrix, where $\mathbb{E}$ denotes the expectation.

$$
\begin{equation*}
\mathbf{P}=\mathbb{E}\left[\left(\mathbf{x}_{\mathrm{F}}-\overline{\mathbf{x}}_{\mathrm{F}}\right)\left(\mathbf{x}_{\mathrm{F}}-\overline{\mathbf{x}}_{\mathrm{F}}\right)^{T}\right] \tag{3-11}
\end{equation*}
$$

Because the TNKF is a recursive estimator, initial information is necessary to perform the estimation. The Kalman filter assumes a Gaussian distribution of the initial state vector $\mathbf{x}[0] \sim \mathcal{N}(\overline{\mathbf{x}}[0], \mathbf{P}[0])$, where $\overline{\mathbf{x}}[0]$ is the mean of the initial state vector $\mathbf{x}[0]$ and $\mathbf{P}[0]$ is the initial state covariance matrix. Choosing $\mathbf{P}[0]=\sigma_{P}^{2} \mathbf{I}=\mathbf{I}$ generally gives good results. Choosing the last uncorrupted frame as the initial state vector and using relatively low values
for the covariance matrix may cause problems during reconstruction, however. Since the variance is low, the Kalman Filter cannot properly update the state when large parts of the frames are moving. This can result in a 'shadow effect' of moving objects within the frames when the moving object is relatively large. This can be solved by choosing the background of the video as initial state vector, and calculating the variance $\sigma_{P}^{2}$ using the difference between the background pixels (the mean) and the last uncorrupted frame (3-12).

$$
\begin{equation*}
\sigma_{P}^{2}=\frac{1}{I} \sum_{i=1}^{I}\left(x_{i}\left[t_{c}-1\right]-\bar{x}_{i}\right)^{2}, \quad \mathbf{x} \in \mathbb{R}^{I=M N} \tag{3-12}
\end{equation*}
$$

Due to the large size of the matrix, it can be initialized in the TTm format using the previously defined quantization parameters. This is done by defining matrices $\mathbf{P}_{1} \in \mathbb{R}^{N \times N}$ and $\mathbf{P}_{2} \epsilon$ $\mathbb{R}^{M \times M}$ where $\mathbf{P}=\mathbf{P}_{1} \otimes \mathbf{P}_{\mathbf{2}} \in \mathbb{R}^{M N \times M N}$, and then quantizing both matrices to the tensors $\mathcal{P}_{1} \epsilon$ $\mathbb{R}^{N_{1} \times N_{1} \times \cdots \times N_{d_{N}} \times N_{d_{N}}}$ and $\mathcal{P}_{2} \in \mathbb{R}^{M_{1} \times M_{1} \times \cdots \times M_{d_{M}} \times M_{d_{M}}}$. The result of the Kronecker product of both is $\mathcal{P} \in \mathbb{R}^{\left(M_{1} \times M_{1} \times \cdots \times M_{d_{M}} \times M_{d_{M}}\right) \times\left(N_{1} \times N_{1} \times \cdots \times N_{d_{N}} \times N_{d_{N}}\right)}$ and can be transformed into a TTmdecomposed version of the state covariance matrix $\mathbf{P}$, again using the TT-SVD algorithm. This process is visualised in Figure 2-6 in the previous chapter.

## 3-1-3 Partitioned Update Kalman Filter

During the Kalman filter update step, the inversion of $\mathbf{S}[k] \in \mathbb{R}^{J \times J}$ is time consuming because of its computational complexity of $\mathcal{O}\left(J^{3}\right)$. When the number of measurements $J$ is large, the computational complexity results in a high computational load. The Partitioned Update Kalman Filter (PUKF) [28] can be used to avoid this. The PUKF computes the Kalman update sequentially for every measurement and uses the partially updated state-vector as a prior for the next measurement. Here, the locations of the measurements are stored in a vector $\mathbf{c} \in \mathbb{R}^{J}$ and computing the inverse of $\mathbf{S}$ is done with $J$ scalar inversions. Using the TT value extraction described in the previous chapter to select values and columns from the tensors in TT format, the equations can be updated in each step. This results in further simplified equations for the PUKF, which are given in (3-13) - (3-17).

$$
\begin{align*}
& v_{j}[k]=y_{j}[k]-\mathbf{x}_{j-1}\left(c_{j}\right)  \tag{3-13}\\
& s_{j}[k]=\mathbf{P}_{j-1}\left(c_{j}, c_{j}\right)  \tag{3-14}\\
& \mathbf{k}_{j}[k]=\frac{\mathbf{P}_{j-1}\left(:, c_{j}\right)}{s_{j}[k]}  \tag{3-15}\\
& \hat{\mathbf{x}}_{j}[k]^{+}=\hat{\mathbf{x}}_{j-1}[k]^{+}+\mathbf{k}_{j}[k] v_{j}[k]  \tag{3-16}\\
& \mathbf{P}_{j}[k]^{+}=\mathbf{P}_{j-1}[k]^{+}-\mathbf{k}_{j}[k] s_{j}[k] \mathbf{k}_{j}[k]^{T} \tag{3-17}
\end{align*}
$$

## 3-1-4 Corrupted data

The corrupted video data that is used as an input in the TNKF is created by taking the element-wise or Hadamard product of the frames with a mask matrix $\mathbf{J}$, as shown in (3-18).

$$
\begin{equation*}
\mathbf{X}_{c}[k]=\mathbf{J} * \mathbf{X}[k] \tag{3-18}
\end{equation*}
$$

Here, the elements of $\mathbf{J}$ have a value of 1 at the uncorrupted pixel location and a value of 0 at the corrupted pixel location.

## 3-2 Tensor-Networked Kalman Filter

In order to update the previously derived equations, an algorithm can be iterated that updates the state and covariance in $\mathrm{TT}(\mathrm{m})$ format. In [2], the TNKF is introduced, and its operations in TT format are discussed. Now that all essential variables and equations have been defined, these can be combined into the TNKF algorithm, shown in Algorithm 4. Using the previously defined $\mathrm{TT}(\mathrm{m})$ operations and algorithms, the TNKF recursively estimates the current frame.

```
Algorithm 4: TN Kalman Filter [30]
Data: \(\mathbf{x}[k-1] \in \mathbb{R}^{I}, \mathbf{P}[k-1] \in \mathbb{R}^{I \times I}, \mathbf{W}[k] \in \mathbb{R}^{I \times I}\), in their corresponding TT-format of
    dimension \(d\). Maximum and desired rank of TT representation of \(\mathbf{x}[k-1]: R_{x}^{\max }\)
    and \(R_{x}\); maximum and desired rank of TTm representation of \(\mathbf{P}[k-1]: R_{P}^{\max }\)
    and \(R_{P}\). The measured values (not in TT-format) \(\mathbf{y}[k] \in \mathbb{R}^{J}\). Locations of
    measured values \(\mathbf{c} \in \mathbb{R}^{J}\).
Result: Updated state and covariance: \(\mathbf{x}[k], \mathbf{P}[k]\).
\(\mathbf{P}_{0}=\mathbf{P}[k-1]+\mathbf{W}[k] ;\)
\(\mathbf{P}_{0}=\) rounding \(\left(\mathbf{P}_{0}, R_{P}\right)\);
    // Prediction
// Algorithm 3
\(\mathbf{x}_{0}=\mathbf{x}[k]\)
for \(j=1,2, \ldots, J\) do
    \(v_{j}=y_{j}[k]-\mathbf{x}_{j-1}\left(c_{j}\right)\); // Update
    \(s_{j}=\mathbf{P}_{j-1}\left(c_{j}, c_{j}\right)\)
    \(\mathbf{k}_{j}=\mathbf{P}_{j-1}\left(:, c_{j}\right) / s_{j}\)
    \(\mathbf{x}_{j}=\mathbf{x}_{j-1}+\mathbf{k}_{j} v_{j}\)
    \(\mathbf{P}_{j}=\mathbf{P}_{j-1}-\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}\)
    if max \(\left(\operatorname{rank}\left(\mathbf{P}_{j}\right)\right) \leq R_{P}^{\max }\) then
        \(\mathbf{P}_{j}=\operatorname{rounding}\left(\mathbf{P}_{j}, R_{P}\right)\); // TT-rounding
    end
    if \(\max \left(\operatorname{rank}\left(\mathrm{x}_{j}\right)\right) \leq R_{x}^{\max }\) then
        \(\mathbf{x}_{j}=\operatorname{rounding}\left(\mathbf{x}_{j}, R_{x}\right)\)
    end
end
Set: \(\mathbf{x}[k]=\mathbf{x}_{J}\) and \(\mathbf{P}[k]=\mathbf{P}_{J}\)
```

During the operations of the TNKF, the ranks of the Tensor-Trains can increase. To prevent the ranks from blowing up to such high values that it dramatically slows down computations, a rounding step (Algorithm 3) is necessary. Executing the rounding algorithm ensures that when the TT-formats of the state and covariance reach a specific maximum rank ( $R_{\mathrm{x}}^{\max }$ and $R_{\mathbf{P}}^{\max }$ ), they are rounded back to the desired ranks ( $R_{\mathbf{x}}$ and $R_{\mathbf{P}}$ ). For the desired state rank $R_{\mathrm{x}}$, higher values result in a better reconstruction, but this gives higher computational loads. In [30] it is found that to ensure stability of the completion, the desired covariance rank must be chosen as $R_{\mathbf{P}}=1$.

## Chapter 4

## Speedup Methods

To speed up the computations of the TNKF, three methods are proposed in this chapter. The first method uses a Block Update Kalman Filter [27, 8], which updates the state and covariance with 'blocks' of measurements instead of scalar elements to reduce the amount of Kalman Filter iterations. The second method substitutes the standard deterministic rounding algorithm with randomized rounding algorithms, which use randomization to decrease the computational complexity of the rounding procedure [10]. Lastly, the principal angles between the orthonormal bases of the state TT and covariance TTm are investigated. This is done to analyze if further simplification of the TNKF update operations is possible.

## 4-1 Block Update Tensor-Networked Kalman Filter

In the previous chapter, the Partitioned Update Kalman Filter (PUKF) with an elementwise update was described as implemented in [30]. This simplifies the Kalman filter equations, as many $\mathrm{TT}(\mathrm{m})$ operations can be done with scalar multiplication. A downside to this is that a lot of iterations are necessary, as the Kalman Filter equations must be computed for each measured pixel. In order to tackle this, a Block Update Tensor-Networked Kalman Filter $[27,8]$ is proposed, which is an adaptation to the PUKF. The Block Update TNKF combines blocks of measurements and simultaneously updates the state and covariance for these measurements. This cuts the number of Kalman filter update iterations down with a factor equal to the block size, which reduces the amount of $T T(m)$ operations such as rounding, multiplication and addition. In this section, the Block Update TNKF algorithm (Algorithm 5) is presented and discussed in terms of its operations.

```
Algorithm 5: Block Update TNKF [27, 30]
Data: \(\mathbf{x}[k-1] \in \mathbb{R}^{I}, \mathbf{P}[k-1] \in \mathbb{R}^{I \times I}, \mathbf{W}[k] \in \mathbb{R}^{I \times I}\), in their corresponding TT-format of
    dimension \(d\). Maximum and desired rank of TT representation of \(\mathbf{x}[k-1]: R_{x}^{\max }\)
    and \(R_{x}\); maximum and desired rank of TTm representation of \(\mathbf{P}[k-1]: R_{P}^{\max }\)
    and \(R_{P}\). The measured values (not in TT-format) \(\mathbf{y}[k] \in \mathbb{R}^{J}\). Locations of
    measured values \(\mathbf{c} \in \mathbb{R}^{J}\). Number of blocks \(N=J / B\), where \(B\) is the block size.
Result: Updated state and covariance: \(\mathbf{x}[k], \mathbf{P}[k]\).
\(\mathbf{P}_{0}=\mathbf{P}[k-1]+\mathbf{W}[k] ; \quad / /\) Prediction
\(\mathbf{P}_{0}=\) rounding \(\left(\mathbf{P}_{0}, R_{P}\right)\); // Algorithm 3
\(\mathbf{x}_{0}=\mathbf{x}[k]\)
for \(j=1,2, \ldots, N\) do
    \(\mathbf{v}_{j}=\mathbf{y}_{j}[k]-\mathbf{x}_{j-1}\left(\mathbf{c}_{j}\right)\); // Update
    \(\mathbf{S}_{j}=\mathbf{P}_{j-1}\left(\mathbf{c}_{j}, \mathbf{c}_{j}\right)\)
    \(\mathbf{K}_{j}=\mathbf{P}_{j-1}\left(:, \mathbf{c}_{j}\right) \mathbf{S}_{j}^{-1}\)
    \(\mathbf{x}_{j}=\mathbf{x}_{j-1}+\mathbf{K}_{j} \mathbf{v}_{j}\)
    \(\mathbf{P}_{j}=\mathbf{P}_{j-1}-\mathbf{K}_{j} \mathbf{S}_{j} \mathbf{K}_{j}^{T}\)
    if max \(\left(\operatorname{rank}\left(\mathbf{P}_{j}\right)\right) \leq R_{P}^{\max }\) then
        \(\mathbf{P}_{j}=\) rounding \(\left(\mathbf{P}_{j}, R_{P}\right)\); // TT-rounding
    end
    if \(\max \left(\operatorname{rank}\left(\mathbf{x}_{j}\right)\right) \leq R_{x}^{\max }\) then
        \(\mathbf{x}_{j}=\) rounding \(\left(\mathbf{x}_{j}, R_{x}\right)\)
    end
end
Set: \(\mathbf{x}[k]=\mathbf{x}_{N}\) and \(\mathbf{P}[k]=\mathbf{P}_{N}\)
```

In Algorithm 5, lines 5, 6 and 7 are of particular importance. In line 5, we compute the residual by subtracting the state from the output. Since we now update the state and covariance using blocks of measurements, the extracted values from the state will be a vector $\mathbf{x}_{j-1}\left(\mathbf{c}_{j}\right) \in \mathbb{R}^{B}$. This vector can be constructed using the described value extraction method in Chapter 2. In line 6 , the matrix $\mathbf{S}_{j} \in \mathbb{R}^{B \times B}$ is extracted from the covariance matrix using an adaptation of the same value extraction method. Lastly, in line 7 the Kalman gain matrix $\mathbf{K}_{j} \in \mathbb{R}^{I \times B}$ is computed by the TTm matrix-matrix product of selected columns from the covariance matrix $\mathbf{P}_{j-1}\left(:, \mathbf{c}_{j}\right) \in \mathbb{R}^{I \times B}$ and the inverted matrix $\mathbf{S}_{j}^{-1}$. As described in Chapter 2, the extraction of columns from a matrix in TTm format requires using the singular value decomposition. This allows truncation of the ranks of the resulting TTm to a specified value without an additional rounding step. Furthermore, this returns a site- $d$ orthogonal TTm. Looking at the singular values the cores of the TTm allows us to determine at what ranks they can be truncated. This reduces the computational load of the rounding procedure.

It must be noted that the ranks of the terms $\mathbf{K}_{j} \mathbf{v}_{j}$ and $\mathbf{K}_{j} \mathbf{S}_{j} \mathbf{K}_{j}^{T}$ are larger ( $B$ and $B^{2}$, respectively) compared to the terms $\mathbf{k}_{j} v_{j}$ and $\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}$ in the Element Update TNKF (both rank 1). This increases the computational load of each rounding step, mainly for the covariance matrix. In the next chapter, further investigation will be done by analyzing different Block Update TNKF settings and comparing the results with the Element Update TNKF.

## 4-2 Randomized TT-rounding

In [30] it is concluded that during computations to reconstruct corrupted frames, the TNKF algorithm spends around $40 \%$ of the total computation time on the rounding procedure. 10 $-15 \%$ of this is spent on rounding the state TT and $25-30 \%$ on the covariance TTm. The reason for these high percentages is that the ranks of the state TT and covariance TTm blow up quickly during TNKF computations. When adding two TT(m)'s, the ranks of both $\mathrm{TT}(\mathrm{m})$ 's also sum. During $\mathrm{TT}(\mathrm{m})$ multiplication, the ranks multiply. Since the goal of using a Tensor-Networked Kalman Filter is to use low-rank TT representations of the state and covariance, these ranks must be kept relatively low to keep computational load within reasonable bounds. This means the rounding function has to be called thousands of times per frame (depending on the missing pixel percentage) to ensure state TT and covariance TTm have low ranks.

In [10], different randomized rounding algorithms are introduced that aim to reduce the computational load of the rounding procedure. These algorithms are generalizations of randomized low-rank matrix approximation algorithms that can significantly reduce computational load compared to the deterministic TT-rounding algorithm. The first part of this section further discusses this by elaborating on the randomized SVD. Next, the randomized rounding algorithms are presented and compared with deterministic rounding in terms of computational complexity. Parts of this section are based on findings in [10]. For a more detailed description and discussion of the algorithms, the reader is referred to [10].

## 4-2-1 Randomized SVD

In recent literature, the randomized SVD is proven to reduce computational load while still maintaining acceptable performance compared the deterministic SVD [1, 3, 5]. In the randomized rounding algorithms, use is made of adaptations of the randomized SVD. The prototypical algorithm for the computation of the randomized SVD of a matrix $\mathbf{A} \in \mathbb{R}^{I \times J}$, as proposed in [13], is given in Algorithm 6. A more detailed description of this algorithm is given in [13]. This algorithm computes a low-rank factorization $\mathbf{U S V}^{T}$, where $\mathbf{U}$ and $\mathbf{V}$ are orthogonal and $\mathbf{S}$ is diagonal and non-negative. This algorithm computes a rank- $(K)$ approximation of the SVD using randomization, which offers a reduction in computational load compared to deterministic computation of the SVD. The oversampling parameter $s$ is required to make sure the range of the matrix $\mathbf{A}$ is sufficiently approximated. This value depends on the dimensions of $\mathbf{A}$ and its singular spectrum.

In line 1 of Algorithm 6 , a matrix $\mathbf{O} \in \mathbb{R}^{J \times(K+s)}$ is generated with i.i.d. standard Gaussian random variables. This can be done using the randn command in MATLAB. Next, the power iteration $\left(\mathbf{A} \mathbf{A}^{T}\right)^{q}$ is carried out to increase the decay of singular values while retaining the same left singular vectors of $\mathbf{A}$. Common values for the exponent are $q=1$ or $q=2$. Next, in line 3 , a matrix $\mathbf{Q}$ is formed whose columns form an orthonormal basis for the range of $\mathbf{Y}$. After this, the SVD can be computed of the smaller matrix $\mathbf{B}$ along with some matrix multiplications.

```
Algorithm 6: Prototypical randomized SVD algorithm [13]
Data: A matrix \(\mathbf{A} \in \mathbb{R}^{I \times J}\), target number \(K\), oversampling parameter \(s\) and exponent \(q\).
Result: Approximate rank- \((K+s)\) factorization \(\mathbf{U S V}^{T}\), where \(\mathbf{U}\) and \(\mathbf{V}\) are orthogonal
        and \(\mathbf{S}\) is diagonal and non-negative.
Generate a matrix \(\mathbf{O} \in \mathbb{R}^{J \times(K+s)}\) with i.i.d. standard Gaussian random variables
\(\mathbf{Y}=\left(\mathbf{A A}^{T}\right)^{q} \mathbf{A O}\)
Construct a matrix \(\mathbf{Q}\) whose columns form an orthonormal basis for the range of \(\mathbf{Y}\)
\(\mathbf{B}=\mathbf{Q}^{T} \mathbf{A}\)
Compute the SVD of the smaller matrix: \(\mathbf{B}=\mathbf{W S V}^{T}\)
\(\mathbf{U}=\mathbf{Q W}\)
```


## 4-2-2 Randomized rounding algorithms

In this section, three randomized rounding algorithms are presented that are based on randomized low-rank matrix approximation, as discussed in the previous section. Each randomized rounding algorithm is presented and compared to the deterministic rounding algorithm (Algorithm 3) in terms of operations.

1. Orthogonalize-then-Randomize (OtR) (Algorithm 7), which replaces the truncated SVD step in the standard TT-rounding algorithm with a generalization of the randomized SVD method. In line 5 of Algorithm 7, the left unfolding of the TT-core is multiplied with a matrix $\Omega_{n} \in \mathbb{R}^{R_{n} \times \ell_{n}}$ that has i.i.d. standard Gaussian random variables. Next, the matrix $\mathbf{Q}$ is formed whose columns form an orthonormal basis for the range of $\mathbf{Z}_{n}$ using the thin QR factorization. After this, the core of the rounded TT is computed and saved, and the next core is prepared for the following iteration. Lines 5, 6 and 7 in Algorithm 7 are based on lines 2, 3 and 4 in Algorithm 6 in which the same principles are applied. Out of all presented algorithms, OtR resembles deterministic rounding (Algorithm 3) the most as it also uses orthogonalization and compression. Since the orthogonalization procedure has a relatively large computational cost, it is shown in [10] to have a relatively limited speedup compared to deterministic rounding. This will be discussed further in this section.
2. Randomize-then-Orthogonalize (RtO) (Algorithm 8), which uses randomized projections of each core by computing contractions with a TT-tensor that contains random entries. These projections form an accurate approximation of the original TT-cores, but allow performing the compression sweep on smaller matrices. It will be clear in the next subsection, that the computational cost of Algorithm 7 is dominated by the first orthogonalization phase of the algorithm. In order to tackle this, Algorithm 8 uses randomization before the compression sweep. This avoids the expensive orthogonalization of the original TT-tensor to reduce computational cost. Firstly, a random Gaussian tensor is generated $\mathcal{R} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ of the same dimensions as the to be rounded tensor in TT-format. Using the randn command in MATLAB, we ensure this tensor's entries to be random, independent, normally distributed entries with mean of 0 and variance of 1 . In [10], it is suggested to multiply the variance with a normalization term of $1 /\left(\ell_{n-1}\right) I_{n} \ell_{n}$ for $n=1 \ldots, d$ to prevent overflow in the rounding computations. This is not necessary
```
Algorithm 7: Randomized TT-Rounding: Orthogonalize-then-Randomize [10]
Data: A \(d\)-dimensional tensor \(\mathcal{Y}\) in TT format \(\mathcal{Y}=\left\langle\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots, \boldsymbol{Y}^{(d)}\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
    with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\) and target TT ranks \(\ell=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
Result: A \(d\)-dimensional tensor \(\mathcal{X}\) in TT format
                \(\mathcal{X}=\left\langle\left\langle\mathcal{X}^{(1)}, \boldsymbol{\mathcal { X }}^{(2)}, \ldots, \boldsymbol{\mathcal { X }}^{(d)}\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\right.\) with ranks \(\boldsymbol{\ell}=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
\(\mathcal{Y}=\operatorname{orthogonalization}(\mathcal{Y}, 1) ; \quad / /\) Algorithm 2
\(\mathcal{X}^{(1)}=\mathcal{Y}^{(1)}\)
for \(n=1,2, \ldots, d-1\) do
    \(\mathbf{Z}_{n}=\operatorname{reshape}\left(\mathcal{X}^{(n)},[], R_{n}\right)\)
    \(\mathbf{Y}_{n}=\mathbf{Z}_{n} \boldsymbol{\Omega}_{n} ; \quad\) // random matrix \(\boldsymbol{\Omega}_{n} \in \mathbb{R}^{R_{n} \times \ell_{n}}\)
    \(\left[\mathbf{X}_{n}, \sim\right]=\operatorname{qr}\left(\mathbf{Y}_{n}, 0\right) ; \quad / /\) thin QR factorization
    \(\mathbf{M}_{n}=\mathbf{X}_{n}^{T} \mathbf{Z}_{n}\)
    \(\mathcal{X}^{(n+1)}=\mathbf{M}_{n}\left(\operatorname{reshape}\left(\mathcal{Y}^{(n+1)}, R_{n},[]\right)\right)\)
    \(\mathcal{X}^{(n)}=\operatorname{reshape}\left(\mathbf{X}_{n}, \ell_{n-1}, I_{n}, \ell_{n}\right)\)
end
```

for the rounding in the TNKF, as the ranks remain relatively small. After forming this Gaussian tensor, it is put into TT-format using the TT-SVD algorithm, yielding the TT $\boldsymbol{\mathcal { R }}=\left\langle\left\langle\mathcal{R}^{(1)}, \boldsymbol{\mathcal { R }}^{(2)}, \ldots, \boldsymbol{\mathcal { R }}^{(d)}\right\rangle\left(\right.\right.$ where $\boldsymbol{\mathcal { R }}^{(n)} \in \mathbb{R}^{\ell_{n-1} \times I_{n} \times \ell_{n}}$ for $\left.n=1, \ldots, d\right)$. The TTSVD algorithm allows us to specify its ranks, which are set as desired $\boldsymbol{\ell}=\left[\ell_{0}, \ldots, \ell_{d}\right]$. The right-to-left partial contractions are computed using a similar technique as the TT inner product described in Chapter 2. The algorithm that is used for this process (Algorithm 16), is listed in Appendix A. Next, the compression is carried out similarly as in Algorithm 7, however now using the partial contraction matrices $\mathbf{W}_{n}$ instead of random matrices $\boldsymbol{\Omega}_{n}$. Since the Randomize-then-Orthogonalize algorithm produces a left-orthogonal tensor $\mathcal{X}$, this structure can be exploited to truncate the ranks further if necessary while skipping the orthogonalization phase.
3. Two-Sided-Randomization (TSR) (Algorithm 9), which eliminates the need for separate orthogonalization and compression sweeps. Here, products are computed with two random tensors followed by a compression step. Contrary to the first two randomized rounding algorithms, this algorithm is based on the generalized Nyström method [23]. This method avoids the orthogonalization step when computing a low-rank approximation using a two-sided randomization approach. Let us define two matrices $\boldsymbol{\Omega} \in \mathbb{R}^{n \times s}$ and $\boldsymbol{\Phi} \in \mathbb{R}^{t \times m}$ with Gaussian random entries and where $r \leq s \leq \min \{m, n\}$. Here, $r$ denotes the target rank. A low-rank matrix approximation for $\mathbf{X}$ is then computed as

$$
\begin{equation*}
\mathbf{X} \approx \mathbf{Y}(\mathbf{\Psi} \mathbf{X} \Omega)^{\dagger} \mathbf{Z} \tag{4-1}
\end{equation*}
$$

where $\mathbf{Y}=\mathbf{X} \boldsymbol{\Omega}$ and $\mathbf{Z}=\boldsymbol{\Phi} \mathbf{X}$. To implement the pseudo-inverse (denoted by $\dagger$ ), it is suggested in [23] compute the QR factorization $\mathbf{\Phi} \mathbf{X} \boldsymbol{\Omega}=\mathbf{Q R}$. From this, the low-rank approximation $\left(\mathbf{Y R}^{-1}\right)\left(\mathbf{Q}^{\top} \mathbf{Z}\right)$ can be obtained. In [23], it is recommended to set the sketch parameters to $s=r$ and $t=[1.5 r]$. An adaptation of this generalized Nyström low-rank matrix approximation method is used in the TSR algorithm.

```
Algorithm 8: Randomized TT-Rounding: Randomize-then-Orthogonalize [10]
Data: A \(d\)-dimensional tensor \(\mathcal{Y}\) in TT format \(\mathcal{Y}=\left\langle\left\langle\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots, \mathcal{Y}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
    with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\) and target TT ranks \(\ell=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
Result: A \(d\)-dimensional tensor \(\mathcal{X}\) in TT format
                \(\boldsymbol{\mathcal { X }}=\left\langle\left\langle\mathcal{X}^{(1)}, \boldsymbol{\mathcal { X }}^{(2)}, \ldots, \boldsymbol{\mathcal { X }}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with ranks \(\boldsymbol{\ell}=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
Generate random Gaussian TT-tensor \(\mathcal{R}\) with target TT ranks \(\ell=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
\(\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{d-1}\right\}=\operatorname{PartialContractionsRL}(\mathcal{Y}, \mathcal{R})\)
\(\boldsymbol{\mathcal { X }}^{(1)}=\mathcal{Y}^{(1)}\)
for \(n=1,2, \ldots, d-1\) do
    \(\mathbf{Z}_{n}=\operatorname{reshape}\left(\mathcal{X}^{(n)},[], R_{n}\right)\)
    \(\mathbf{Y}_{n}=\mathbf{Z}_{n} \mathbf{W}_{n} \quad / /\) partial contraction matrix \(\mathbf{W}_{n} \in \mathbb{R}^{R_{n} \times \ell_{n}}\)
    \(\left[\mathbf{X}_{n}, \sim\right]=\operatorname{qr}\left(\mathbf{Y}_{n}, 0\right) \quad / /\) thin qr factorization
    \(\mathbf{M}_{n}=\mathbf{X}_{n}^{T} \mathbf{Z}_{n}\)
    \(\boldsymbol{\mathcal { X }}^{(n+1)}=\mathbf{M}_{n}\left(\operatorname{reshape}\left(\mathcal{Y}^{(n+1)}, R_{n},[]\right)\right)\)
    \(\boldsymbol{\mathcal { X }}^{(n)}=\operatorname{reshape}\left(\mathbf{X}_{n} \ell_{n-1}, I_{n}, \ell_{n}\right)\)
end
```

In the TSR algorithm (Algorithm 9), two random Gaussian TT-tensors $\mathcal{L}$ and $\mathcal{R}$ need to be defined. This is done using the method described for the RtO algorithm. $\mathcal{L}$ and $\mathcal{R}$ are used to compute the left-to-right and right-to-left partial contraction matrices, respectively. The algorithms used for this (Algorithm 15 and 16) are listed in Appendix A. After the partial contraction matrices have been computed, the randomization phase is completed (lines 1-4). Then, using the SVD of a product of partial contraction matrices, the right and left factor matrices $\mathbf{L}_{n}$ and $\mathbf{R}_{n}$ are computed (lines 5-9), which are used to construct the solution TT $\mathcal{X}$. Contrary to Algorithm 8, the Two-Sided-Randomization approach does not produce an orthogonal tensor. Using restructuring, orthogonality of the cores can be achieved again yielding a TT that can be rounded further while skipping orthogonalization.
A variable in the TSR algorithm is the choice of the oversampling parameters, which are the ranks $\boldsymbol{\rho}=\left[\rho_{0}, \ldots, \rho_{d}\right]$ of the Gaussian TT-tensor $\mathcal{R}$. In the numerical experiments in [10], the oversampling is set to $\rho_{n}=\left[1.5 \ell_{n}\right.$ ] following the suggestion made in [23]. While testing the algorithm, it became clear this does not hold for the application of streaming video completion, as further discussed in subsection 5-3-4. The oversampling must be set higher to achieve similar performance to the other rounding algorithms. A downside of this is that this increases the size of the right-to-left partial contraction matrices of the original $\mathrm{TT}(\mathrm{m})$ and $\boldsymbol{\mathcal { R }}$, slowing down the rounding procedure.

```
Algorithm 9: Randomized TT-Rounding: Two-Sided-Randomization [10]
Data: A \(d\)-dimensional tensor \(\mathcal{Y}\) in TT format \(\left.\mathcal{Y}=\left\langle\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots, \mathcal{Y}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
        with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\) and target TT ranks \(\ell=\left[\ell_{0}, \ldots, \ell_{d}\right]\) and
        \(\boldsymbol{\rho}=\left[\rho_{0}, \ldots, \rho_{d}\right]\)
Result: A \(d\)-dimensional tensor \(\mathcal{X}\) in TT format
            \(\mathcal{X}=\left\langle\left\langle\mathcal{X}^{(1)}, \boldsymbol{\mathcal { X }}^{(2)}, \ldots, \boldsymbol{\mathcal { X }}^{(d)}\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\right.\) with ranks \(\boldsymbol{\ell}=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
Generate random Gaussian TT-tensor \(\mathcal{L}\) with target TT ranks \(\boldsymbol{\ell}=\left[\ell_{0}, \ldots, \ell_{d}\right]\)
Generate random Gaussian TT-tensor \(\mathcal{R}\) with target TT ranks \(\boldsymbol{\rho}=\left[\rho_{0}, \ldots, \rho_{d}\right]\)
\(\left\{\mathbf{W}_{1}^{\mathrm{L}}, \ldots, \mathbf{W}_{d-1}^{\mathrm{L}}\right\}=\) PartialContractionsLR \((\mathcal{Y}, \mathcal{L})\)
\(\left\{\mathbf{W}_{1}^{\mathrm{R}}, \ldots, \mathbf{W}_{d-1}^{\mathrm{R}}\right\}=\) PartialContractionsRL \((\mathcal{Y}, \mathcal{R})\)
for \(n=1,2, \ldots, d-1\) do
        \(\left[\mathbf{U}_{n}, \boldsymbol{\Sigma}_{n}, \mathbf{V}_{n}\right]=\operatorname{svd}\left(\mathbf{W}_{n}^{\mathrm{L}} \mathbf{W}_{n}^{\mathrm{R}}\right.\), 'econ' \() ; \quad / /\) economy sized SVD
        \(\mathbf{L}_{n}=\mathbf{W}_{n}^{\mathrm{R}} \mathbf{V}_{n}\left(\boldsymbol{\Sigma}_{n}^{\dagger}\right)^{1 / 2}\)
        \(\mathbf{R}_{n}=\left(\boldsymbol{\Sigma}_{n}^{\dagger}\right)^{1 / 2} \mathbf{U}_{n}^{T} \mathbf{W}_{n}^{\mathrm{L}}\)
end
\(\mathcal{X}^{(1)}=\operatorname{reshape}\left(\mathcal{Y}^{(1)},[], R_{1}\right) \mathbf{L}_{1}\)
for \(n=2,3, \ldots, d-1\) do
    \(\mathcal{X}^{(n)}=\mathbf{R}_{n-1}\left(\right.\) reshape \(\left.\left(\operatorname{reshape}\left(\mathcal{Y}^{(n)},[], R_{n} \mathbf{L}_{n}\right), R_{n-1},[]\right)\right)\)
    \(\boldsymbol{\mathcal { X }}^{(n)}=\operatorname{reshape}\left(\mathcal{X}^{(n)}, \ell_{n-1}, I_{n}, \ell_{n}\right)\)
end
\(\boldsymbol{\mathcal { X }}^{(d)}=\mathbf{R}_{d-1}\left(\operatorname{reshape}\left(\boldsymbol{Y}^{(d)}, R_{d-1},[]\right)\right)\)
```


## 4-2-3 Computational cost comparison

In order to compare the considered algorithms in terms of computational cost, we sum the cost of all operations carried out in each algorithm. Below, the algorithms are listed with their corresponding computational cost analysis. Here, $N$ is the number of TT-cores of the original TT which has the ranks $\mathbf{r}=[1, R, \ldots, R, 1]$. The rounded TT has the desired ranks $\ell=[1, \ell, \ldots, \ell, 1] . I$ is the core size (which is assumed constant) of the TT. Since the order of magnitude of the computational cost is the same for each algorithm, we express the cost of each operation in the number of floating-point operations (flops). Using this common measure for computational cost allows us to compare the algorithms more in-depth. A flop can denote one addition, subtraction, multiplication or division of floating-point numbers. The amount of flops of each matrix-matrix product, for example, is defined by the sizes of both matrices. If $\mathbf{A} \in \mathbb{R}^{M \times N}$ and $\mathbf{B} \in \mathbb{R}^{N \times P}$, then the matrix-matrix product is $\mathbf{A B}=\mathbf{A}\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{P}\right)=$ $\left(\mathbf{A} \mathbf{b}_{1}, \mathbf{A} \mathbf{b}_{2}, \ldots, \mathbf{A} \mathbf{b}_{P}\right)$. Each product $\mathbf{A} \mathbf{b}_{i}$ costs $2 M N$ flops, assuming $M N$ multiplications and $M N$ summations take place. This gives a total flop count of $2 M N P$ for the matrix-matrix multiplication.

1. Orthogonalize-then-Randomize (Algorithm 7). In line 1, orthogonalization takes place, which has a computational cost of $(N-2) I\left(5 R^{3}\right)$ flops. Next the compression loop is carried out, starting with a matrix multiplication of the left unfolding of the TT core $\mathbf{Z}_{\mathbf{n}}$ of size $I \ell \times R$ with the random matrix $\boldsymbol{\Omega}_{n}$ of size $R \times \ell$. This results in a cost of $2 I R \ell^{2}$ flops. In line 6 , the thin QR factorization of the resulting matrix $\mathbf{Y}_{n}$ is computed, having a cost of $4 I \ell^{3}+\mathcal{O}\left(\ell^{3}\right)$ flops. Lastly, in lines 7 and 8 , two matrix-matrix multiplications are carried out costing $I R \ell^{2}$ and $2 I R^{2} \ell$ flops, respectively. This gives a total cost described in (4-2).

$$
\begin{align*}
C_{\mathrm{OtR}} & =(N-2) I\left(5 R^{3}\right)+(N-2)\left(2 I R^{2} \ell+4 I R \ell^{2}+4 I \ell^{3}\right)+\mathcal{O}\left(I R^{2}+N R^{3}\right) \\
& =I(N-2) \cdot\left(5 R^{3}+2 R^{2} \ell+4 R \ell^{2}+4 \ell^{3}\right)+\mathcal{O}\left(I R^{2}+N R^{3}\right) \quad \text { flops } \tag{4-2}
\end{align*}
$$

2. Randomize-then-Orthogonalize (Algorithm 8). In line 2, the partial contractions algorithm is executed with a cost of $(N-2) I\left(2 R^{2} \ell+2 R \ell^{2}\right)$ flops. Next, the compression loop is iterated, identical to the loop from Algorithm 7. This illustrates that the only difference between these two algorithms is in the orthogonalization phase. This gives a total cost described in (4-3).

$$
\begin{align*}
C_{\mathrm{RtO}} & =(N-2) I\left(2 R^{2} \ell+2 R \ell^{2}\right)+(N-2)\left(2 I R^{2} \ell+4 I R \ell^{2}+4 I \ell^{3}\right)+\mathcal{O}\left(I R^{2}+N R^{3}\right) \\
& =I(N-2) \cdot\left(4 R^{2} \ell+6 R \ell^{2}+4 \ell^{3}\right)+\mathcal{O}\left(I R^{2}+N R^{3}\right) \quad \text { flops } \tag{4-3}
\end{align*}
$$

3. Two-Sided-Randomization (Algorithm 9.). In lines 3 and 4, the partial contraction algorithm is executed two times resulting in a cost of $(N-2) I\left(4 R^{2} \ell+4 R \ell^{2}\right)$ flops if we assume $\boldsymbol{\ell}=\boldsymbol{\rho}$. In the loop from line 5-9, the two matrix multiplications are the relevant contributors to the cost. The first multiplication has matrices of size $\ell \times R$ and $R \times I R$ and the second $\ell \times R$ and $R \times I \ell$, yielding a combined cost of $(N-2)\left(2 I R^{2} \ell+2 I R \ell^{2}\right)$
flops. The cost of the final for loop is $\mathcal{O}\left(N R^{2}\right)$ flops. This gives a total cost described in (3).

$$
\begin{align*}
C_{\mathrm{TSR}} & =(N-2) I\left(4 R^{2} \ell+4 R \ell^{2}\right)+(N-2)\left(2 I R^{2} \ell+2 I R \ell^{2}\right)+\mathcal{O}\left(N R^{2}\right) \\
& =I(N-2) \cdot\left(6 R^{2} \ell+6 R \ell^{2}\right)+\mathcal{O}\left(I R \ell+N R^{2}\right) \quad \text { flops } \tag{4-4}
\end{align*}
$$

In Table 4-1, the derived computational costs for the randomized algorithms compared to deterministic TT-rounding are summarized where the lower order terms are discarded. From the first two rows, it is observed that the orthogonalization sweep dominates the computational cost of the deterministic TT-rounding approach for large ranks. When we simplify the terms using the ratio between target rank and original rank of the tensor $\beta=\ell / R$, we get a clearer view of the computational cost comparison. For high values of $\beta$ ( $\beta$ close to 1 ), no significant speedup will result from using randomized rounding algorithms. However, when the target rank is a smaller fraction of the original rank, a large speedup can be achieved when looking at the simplified computational costs. The speedup becomes significant for the Randomize-then-Orthogonalize and the Two-Sided-Randomization algorithm for relatively low ratio values $(\beta \ll 1)$.

| TT Algorithm | Computational cost (flops) | Simplified cost (flops) |
| :---: | :--- | :--- |
| Orth | $(N-2) I\left(5 R^{3}\right)$ | - |
| Contr | $(N-2) I\left(2 R^{2} \ell+2 R \ell^{2}\right)$ | - |
| TT-rounding | $(N-2) I\left(5 R^{3}+6 R^{2} \ell+2 R \ell^{2}\right)$ | $(N-2) I R^{3}\left(5+6 \beta+2 \beta^{2}\right)$ |
| Orth-then-Rand | $(N-2) I\left(5 R^{3}+2 R^{2} \ell+4 R \ell^{2}+4 \ell^{3}\right)$ | $(N-2) I R^{3}\left(5+2 \beta+4 \beta^{2}+4 \beta^{3}\right)$ |
| Rand-then-Orth | $(N-2) I\left(5 R^{2} \ell+4 R^{2} \ell+4 \ell^{3}\right)$ | $(N-2) I R^{3}\left(4 \beta+6 \beta^{2}+4 \beta^{3}\right)$ |
| Two-Sided-Rand | $(N-2) I\left(6 R^{2} \ell+6 R \ell^{2}\right)$ | $(N-2) I R^{3}\left(6 \beta+6 \beta^{2}\right)$ |

Table 4-1: Computational costs of randomized algorithms compared to deterministic TTrounding [10].

## 4-3 Simplification of the TNKF update

In the TNKF algorithm (Algorithm 4), the state and covariance are updated in line 8 and 9 (4-5).

$$
\begin{align*}
\mathbf{x}_{j} & =\mathbf{x}_{j-1}+\mathbf{k}_{j} v_{j} \\
\mathbf{P}_{j} & =\mathbf{P}_{j-1}-\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T} \tag{4-5}
\end{align*}
$$

Because of the way the TNKF is built, the whole state TT and covariance TTm are updated for each measurement resulting in thousands of updates per reconstructed frame (depending on the missing pixel \%). Since each update is a tiny 'step' in reconstructing a frame, it is interesting to see to what extent the state vector and covariance matrix change during these updates. If it turns out that these changes are minimal or only occur at certain moments, computations could be further simplified.
To analyze this, the principal angles (definition 4-3.1) between the orthonormal bases of the state $\mathbf{x}_{j-1}$ and the summed term $\mathbf{k}_{j} v_{j}$ can be evaluated. The same can be done for the original covariance $\mathbf{P}_{j-1}$ and the subtracted term $\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}$. These angles are a measure for the amount of 'change' in the state TT and covariance TTm during the TNKF update. The larger the principal angles are, the more the added or subtracted term differs from the state TT or covariance TTm.

Definition 4-3.1 (Principal angles between orthonormal bases [36, p. 3]). Let the columns of $\mathbf{X} \in \mathbb{R}^{M \times P}$ and $\mathbf{Y} \in \mathbb{R}^{N \times Q}$ form orthonormal bases for the subspaces $\mathcal{X}$ and $\mathcal{Y}$, respectively. Let the SVD of $\mathbf{X}^{T} \mathbf{Y}$ be $\mathbf{U S V}^{T}$, where $\mathbf{U}$ and $\mathbf{V}$ are unitary matrices and $\mathbf{S}$ is a $P \times Q$ diagonal matrix with the real diagonal elements $s_{1}\left(\mathbf{X}^{T} \mathbf{Y}\right), \ldots, s_{m}\left(\mathbf{X}^{T} \mathbf{Y}\right)$ in non-decreasing order with $M=\min (P, Q)$. Then the following holds

$$
\begin{equation*}
\cos \boldsymbol{\theta}^{\uparrow}(\boldsymbol{\mathcal { X }}, \boldsymbol{Y})=\mathbf{s}\left(\mathbf{X}^{T} \mathbf{Y}\right)=\left[s_{1}\left(\mathbf{X}^{T} \mathbf{Y}\right), \ldots, s_{m}\left(\mathbf{X}^{T} \mathbf{Y}\right)\right] \tag{4-6}
\end{equation*}
$$

where $\boldsymbol{\theta}^{\uparrow}(\mathcal{X}, \mathcal{Y})$ denotes the vector of principal angles between $\boldsymbol{\mathcal { X }}$ and $\mathcal{Y}$ arranged in nondecreasing order and $\mathbf{s}(\mathbf{A})$ denotes the vector of singular values of matrix $\mathbf{A}$. The up arrow in the term $\boldsymbol{\theta}^{\uparrow}(\mathcal{X}, \mathcal{Y})$ stands for the nondecreasing order.

To compute the principal angles, orthonormal bases of the desired terms are required. These bases can be computed by firstly orthogonalizing the considered $\mathrm{TT}(\mathrm{m})$ to site- $d$ using Algorithm 2. As elaborated in Chapter 2, this results in an orthogonal TT(m) where the total norm is in the last core. The left unfoldings of cores 1 to $d-1$ of the TT $(\mathrm{m})$ have orthonormal rows and columns, as shown in (2-15). This means that if we contract these cores, this yields an orthonormal matrix. After orthogonalization, we call these cores 1 to $d-1$ in TT(m) format $\mathcal{G}$. After computing the cores of $\mathcal{G}$, the outer product is taken with an identity matrix of size equal to the last core dimension, which is $I_{d}$ for the state and $I_{d} J_{d}$ for the covariance. This is done to ensure the correct size of the formed orthonormal bases. In the case of the state, we can rewrite the TT to (4-7). This format expresses the multilinearity of a TT, i.e. by fixing the cores 1 to $d-1$, the TT becomes linear in the remaining core. This property can be used to analyze which other TT's could be represented by only changing the last core. Here, the matrix $\mathbf{U}$ denotes the orthonormal basis and is not to be mistaken with the $\mathbf{U}$ matrix of the SVD.

$$
\begin{equation*}
\mathbf{x}=\mathbf{U} \mathbf{x}_{d} \tag{4-7}
\end{equation*}
$$

In (4-7), the orthonormal matrix $\mathbf{U} \in \mathbb{R}^{I_{1} I_{2} \cdots I_{d} \times R_{d-1} I_{d} R_{d}}$ is multiplied with the vectorized last core of the $\mathrm{TT} \mathbf{x}_{d} \in \mathbb{R}^{R_{d-1} I_{d} R_{d}}$ to form the original vector $\mathbf{x} \in \mathbb{R}^{I_{1} I_{2} \cdots I_{d}}$. This shows that if the orthonormal basis remains (close to) the same basis through TNKF iterations, the vector in TT format can be described by the product of this orthonormal basis and the vectorized last core. If we use this to rewrite the state update equation in (4-5), we get the expression in (4-8).

$$
\begin{equation*}
\mathbf{x}_{j}=\mathbf{U}_{\mathbf{x}_{\mathbf{j}-\mathbf{1}}} \mathbf{x}_{d}+\mathbf{U}_{\mathbf{k}_{j} v_{j}} \mathbf{z}_{d} \tag{4-8}
\end{equation*}
$$

where $\mathbf{U}_{\mathbf{x}_{\mathbf{j}-1}} \in \mathbb{R}^{I_{1} I_{2} \cdots I_{d} \times R_{d-1} I_{d} R_{d}}$ is the orthonormal basis for the state $\mathbf{x}_{j-1}$ and $\mathbf{U}_{\mathbf{k}_{j} v_{j}}$ $\in \mathbb{R}^{I_{1} I_{2} \cdots I_{d} \times K_{d-1} I_{d} K_{d}}$ is the orthonormal basis for the added term $\mathbf{k}_{j} v_{j}$ (which has ranks $\left.\left[K_{0}, \ldots, K_{d}\right]\right) . \mathbf{x}_{d} \in \mathbb{R}^{R_{d-1} I_{d} R_{d}}$ denotes the vectorized last core of the state TT and $\mathbf{z}_{d} \in$ $\mathbb{R}^{K_{d-1} I_{d} K_{d}}$ denotes the vectorized last core of the added term.

If we can show that the principal angles between the orthonormal bases $\mathbf{U}_{\mathbf{x}_{\mathbf{j}-\mathbf{1}}}$ and $\mathbf{U}_{\mathbf{k}_{j} v_{j}}$ are (close to) zero, then the relation in (4-8) can be rewritten to (4-9).

$$
\mathbf{x}_{j} \approx \mathbf{U}_{\mathbf{x}_{\mathbf{j}-\mathbf{1}}}\left(\mathbf{x}_{d}+\left[\begin{array}{c}
\mathbf{z}_{d}  \tag{4-9}\\
\mathbf{0}
\end{array}\right]\right)
$$

where $\mathbf{0}$ is a zero vector of size $R_{d-1} I_{d}-K_{d-1} I_{d}$, given that $R_{d-1}>K_{d-1}$. If this relation holds, it means that the state TT can be updated by doing an elementwise addition of the last core of the TT. This does not increase the ranks of the TT, which could result in a significant reduction of the TNKF algorithm's computational load. This analysis can be done in a similar manner for the covariance. The expressions for the orthonormal bases of the state and covariance are shown in (4-10) (4-11). In Figure 4-1, the tensor diagram is shown for the orthonormal basis of the state vector, $\mathbf{U}_{\mathbf{x}_{j-1}}$.

$$
\begin{align*}
\mathbf{U}_{\mathbf{x}_{j-1}} & =\mathbf{I}_{I_{d}} \otimes \mathcal{G}_{\mathbf{x}_{j-1}}  \tag{4-10}\\
\mathbf{U}_{\mathbf{k}_{j} v_{j}} & =\mathbf{I}_{I_{d}} \otimes \mathcal{G}_{\mathbf{k}_{j} v_{j}}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{U}_{\mathbf{P}_{j-1}}=\mathbf{I}_{I_{d} J_{d}} \otimes \mathcal{G}_{\mathbf{x}_{j-1}} \tag{4-11}
\end{equation*}
$$

$$
\mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}=\mathbf{I}_{I_{d} J_{d}} \otimes \mathcal{G}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}
$$



Figure 4-1: Tensor diagram for the orthonormal basis $\mathbf{U}_{\mathbf{x}_{j-1}}$ where $\mathcal{G}_{\mathbf{x}_{j-1}}=$ $\left.《 \boldsymbol{\mathcal { X }}^{(1)}, \boldsymbol{\mathcal { X }}^{(2)}, \ldots, \boldsymbol{\mathcal { X }}^{(13)}\right\rangle(d=14)$.

When the orthonormal bases have been computed, we can check their principal angles before addition/subtraction takes place. For these angles to be zero, the relations in (4-12) must hold for the state and covariance as defined in definition 4-3.1. This can be checked by computing the singular values of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}$ and $\mathbf{U}_{\mathbf{P}_{\mathbf{j}-1}}{ }^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}$. If the considered equation in (4-12)
holds, the resulting singular value vector will contain only ones. The more the angles between the orthonormal bases differ, the lower the singular values in this vector will be.

$$
\begin{align*}
\mathbf{s}\left(\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}\right) & =\mathbf{1}_{K_{d-1} I_{d}} \\
\mathbf{s}\left(\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}\right) & =\mathbf{1}_{K_{d-1} I_{d} J_{d}} \tag{4-12}
\end{align*}
$$

In (4-12), $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}$ is of size $R_{d-1} I_{d} \times K_{d-1} I_{d}$ and $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}$ is of size $R_{d-1} I_{d} J_{d} \times$ $K_{d-1} I_{d} J_{d}$. Here, $R_{d-1}$ is the rank between the last two cores of the state TT or covariance $\mathrm{TTm}, K_{d-1}$ is the rank between the last two cores of the added/subtracted term. The term $\mathbf{1}_{K_{d-1} I_{d}}$ represents a vector of size $K_{d-1} I_{d}$ with only ones as elements. The tensor network diagrams corresponding to these products are shown in Figure 4-2 (state) and Figure 4-3 (covariance).


Figure 4-2: Tensor diagram for the product of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}(d=14)$.


Figure 4-3: Tensor diagram for the product of $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}(d=14)$.
It is also interesting to see to what extent the state and covariance change during iterations. This can be analyzed by computing the principal angles between the state and covariance at time $j-1$ with the state and covariance at time $j$ and checking how closely the equations in (4-13) hold. Again the singular values can be investigated to verify this.

$$
\begin{align*}
\mathbf{s}\left(\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{x}_{j}}\right) & =\mathbf{1}_{R_{d-1} I_{d}} \\
\mathbf{s}\left(\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{P}_{j}}\right) & =\mathbf{1}_{R_{d-1} I_{d} J_{d}} \tag{4-13}
\end{align*}
$$

If the above relations hold, this means the direction of the orthonormal bases of the state and covariance do not change during iterations. In the next chapter, further investigation will be done if this is the case and how this property could be exploited.

## Chapter 5

## Results \& Discussion

In this chapter, all proposed speedup methods are analyzed in terms of computational speed and performance. Firstly, the experiments are introduced by discussing the default TNKF settings and giving the performance and computational speed indicators. Next, the Block Update TNKF is compared to the Element Update TNKF and the design parameters are investigated. In the third section, all randomized rounding algorithms are compared to deterministic rounding and conclusions are drawn about the trade-offs between computational speed and performance. Lastly, an analysis is done to see to what extent the state and covariance change throughout iterations and an attempt is made to further simplify computations. All previously mentioned research questions will be discussed and answered throughout this chapter.

## 5-1 Experiment introduction

## 5-1-1 Video data and default settings

During experimentation, two different video data sets will be used: Campus [34] and Grand Central Station [4] (Figure 5-1), which both have a frame size of $480 \times 720$ pixels. Examples of a frame of both data sets are shown in Figure 5-1.

Both data sets have been selected since they have different properties. The Campus video has larger moving parts in the 'front' of the frame and smaller moving parts in the 'back' of the frame. Furthermore, it is in color, allowing us to assess the investigated methods' ability to reconstruct colors correctly. Given the frame size of both data sets, the quantization parameters (defined in Chapter 2) must be chosen, as elaborated in Chapter 3. These are set at $M_{i}=\{5,3,2,2,2,2,2\}$ for the height and $N_{i}=\{2,2,2,2,3,3,5\}$ for the width. These parameters have been chosen as small as possible to achieve maximum compression rate.

In [30] it is shown that for high percentages of missing pixels (95\%), the TNKF outperforms other reconstruction methods such as the PLMS algorithm [32] in reconstruction quality. For lower percentages (75\%), the PLMS algorithm performs better than the TNKF. For this


Figure 5-1: Video datasets. Campus [34] in color (left) and Grand Central Station [4] in gray (right).
reason, only high percentages of missing pixels are considered in this analysis ( $\geq 95 \%$ ). To test the ability of the considered methods to reconstruct frames with a high percentage of missing pixels, this value is set to $99 \%$ as default for the Campus data set. The Grand Central Station video has a lot of small moving parts in the frame as numerous persons are walking through the station. Since the moving parts are smaller, the default missing pixel percentage is set to $95 \%$ for this data set. This gives the TNKF more information to base the reconstruction on. This data set is in grayscale, meaning less information is available for the TNKF.

In [30], the influence of the state and covariance rank parameters on the computational speed were analyzed. Generally, a higher desired state rank $R_{\mathrm{x}}$ resulted in better reconstruction quality but significantly increased the computation time. $R_{\mathrm{x}}=30$ was found to be a value that gave sufficient performance while maintaining relatively fast computations. The desired covariance rank must be set at $R_{\mathbf{P}}=1$ to ensure stability and to keep computation times within reasonable bounds. After some testing, the default values for the maximum state rank and maximum covariance rank are set at $R_{\mathbf{x}}^{\max }=50$ and $R_{\mathbf{P}}^{\max }=5$ since these proved to be (close to) the fastest settings.
For the process noise rank and bandwidth, the values $R_{\mathbf{W}}=5$ and $\alpha=10$ are taken since this ensures the added process noise is full rank. In [30] it is shown that for videos with small moving parts, this value for the bandwidth is a good choice as the correlation between pixels drops to relatively low values within this bandwidth. The initial state $\mathbf{x}_{0}$ is set to the last uncorrupted frame, as this gives good results when the moving objects in the frame are relatively small, as is the case for the Campus and Grand Central Station data set. The default rounding algorithm is set to deterministic rounding (Algorithm 3). All default TNKF settings are summarized in Table 5-1. Examples of the frames' corrupted foreground of both data sets are shown in Appendix B. Here, the missing pixel percentage is set to $\gamma=0.99$ for the Campus data set and $\gamma=0.95$ for the Grand Central Station data set.

| Parameter | Symbol | Setting |
| :--- | :--- | :--- |
| Frame height quantization parameters | $M_{i}$ | $\{5,3,2,2,2,2,2\}$ |
| Frame width quantization parameters | $N_{i}$ | $\{2,2,2,2,3,3,5\}$ |
| Missing pixel \% | $\gamma$ | 0.99 (Campus)/0.95 (Station) |
| Desired state rank | $R_{\mathbf{x}}$ | 30 |
| Maximum state rank | $R_{\mathbf{x}}^{\max }$ | 50 |
| Desired covariance rank | $R_{\mathbf{P}}$ | 1 |
| Desired covariance rank | $R_{\mathbf{P}}^{\max }$ | 5 |
| Process noise rank | $R_{\mathbf{W}}$ | 5 |
| Bandwidth | $\alpha$ | 10 |
| Initial state | $\mathbf{x}_{0}$ | 'LastFrame' |
| Rounding algorithm | - | 'Deterministic' |

Table 5-1: Default (Block Update) TNKF experimentation settings.

## 5-1-2 Performance and computational speed indicators

As earlier mentioned, the performance of the algorithms refers to the accuracy of their reconstructed frames. To assess the performance of the researched methods, the relative error of the reconstructed frames will be computed. For grayscale videos, this error $(\varepsilon[k])$ is computed by dividing the Frobenius norm of the difference between the correct frame $\mathbf{X}[k] \in \mathbb{R}^{M \times N}$ and the estimated frame $\widehat{\mathbf{X}}[k] \in \mathbb{R}^{M \times N}$ at time $k$ by the Frobenius norm of the correct frame, as shown in (5-1).

$$
\begin{equation*}
\varepsilon[k]=\frac{\|\mathbf{X}[k]-\widehat{\mathbf{X}}[k]\|_{F}}{\|\mathbf{X}[k]\|_{F}} \tag{5-1}
\end{equation*}
$$

For color videos, the relative error is computed in a similar manner. Instead of matrices, now the frames are 3 -dimensional tensors: $\mathcal{X}[k] \in \mathbb{R}^{M \times N \times 3}$. The relative error is then computed by (5-2).

$$
\begin{equation*}
\varepsilon[k]=\frac{\|\mathcal{X}[k]-\widehat{\mathcal{X}}[k]\|_{F}}{\|\mathcal{X}[k]\|_{F}} \tag{5-2}
\end{equation*}
$$

The computational speed is measured by timing the algorithm during the reconstruction. Subsequently, the average time spent per frame is computed over a large enough set of reconstructed frames $(\geq 10)$. The times spent on rounding, extraction, multiplication, addition and other operations are also saved using the profiler in MATLAB. To compute the speedup that is achieved, the computation time per frame from the speedup method is divided by the original computation time per frame for all frames. Next, a mean and standard deviation is computed for all speedup percentages.

All computations are done using MATLAB version R2020b [22]. The computer that is has a Intel Core i7-6700 CPU running at 3.40 GHz and 16.0 GB of installed RAM.

## 5-2 Block Update TNKF

As described in the previous chapter, the goal of using the Block Update TNKF is to speed up computations. In this section, the Block Update TNKF is analyzed and compared with the Element Update TNKF in terms of computational speed and performance. To do so, the default settings listed in the previous section are chosen. Firstly, an initial comparison is made between both algorithms to see the influence of the block size on the computational speed. Subsequently, the effect of truncating the extracted column ranks is investigated. These subsections answer the first research question by giving insight into the relation between the parameters of the Block Update TNKF and its computational speed, and showing how the values of these parameters can be best chosen. This section is closed off with a final comparison with the state-of-the-art for both data sets. This answers the second research question through determining the speedups that can be achieved by replacing the Element Update TNKF with the Block Update TNKF and by assessing what the corresponding difference in performance is.

## 5-2-1 Block size influence

The first Block Update TNKF variable that is investigated is the block size. As mentioned in the previous chapter, the block size determines the number of measurements that is used to update the state and covariance each iteration. To assess what the fastest block size is and what speedup this yields when compared with the Element Update TNKF, we make an initial comparison. The average computation time per frame is investigated for reconstructing 10 frames of the Campus video data set. For the Block Update TNKF, this is done for block sizes ranging from 2 to 16 . The results are plotted in Figure 5-2.


Figure 5-2: Computation time per frame of the Block Update TNKF compared with the Element Update TNKF (left) and average time spent on TT(m) operations (right), for varying block sizes. Campus data set, 10 frame averages.

In the left plot of Figure 5-2 we see that the Block Update TNKF outperforms the Element

Update TNKF in terms of computational speed for block sizes 4-8. In the right plot, it is observed that for smaller block sizes, the computation time per frame increases since more time is spent on $\mathrm{TT}(\mathrm{m})$ value and column extraction and the conversion from and to TT format. For larger block sizes, the computation time exponentially increases due to the time spent during the rounding of $\mathrm{TT}(\mathrm{m})$ 's. Choosing large block sizes has another disadvantage, as more information is discarded during each covariance TTm rounding step. The effect this has on the performance of the TNKF will be analysed further in this paper. In the simulation from Figure 5-2, the extracted columns $\mathbf{P}_{j-1}\left(:, \mathbf{c}_{j}\right)$ in TTm format are kept at full rank. To further speed up the Block Update KF, we can look at the rank truncation of these extracted columns as described in chapter 4. Truncating the rank at a specific maximum value (which we call $R_{c}^{\max }$ ) results in a decrease in the amount of rounding function calls. This is because of the lower rank of $\mathbf{K}_{j} \mathbf{S}_{j} \mathbf{K}_{j}$ term that is subtracted from the covariance matrix $\mathbf{P}_{j}$ (Algorithm 5, line 9). Furthermore, the computational load of each rounding step decreases as the maximum rounded rank is lower. As earlier mentioned, rounding of this matrix is a bottleneck in the algorithm, so tackling this can significantly speed up computations.

## 5-2-2 Extracted column rank truncation: performance

In order to determine at what rank the columns can be truncated, we can look at the singular values of the last core of the extracted columns in TTm format (as they are in site- $d$ canonical form) for different block sizes. In Figure 5-3, the singular values of extracted columns of the covariance matrix $\mathbf{P}$ are plotted. This covariance matrix is taken during the reconstruction of a frame from the Campus video dataset.


Figure 5-3: Singular values of the extracted columns of covariance matrix $\mathbf{P}$ for block sizes in powers of 2, logarithmic scale (left) and linear scale (right). Campus data set.

From the left plot with a logarithmic scale, it is observed that the singular values drop at the value of the block size. Since the singular values for all block sizes drop to almost zero ( $<10 \mathrm{e}-12$ ), the maximum rank of the columns in TTm format can be set equal to the block size without losing information. From the right plot with a linear scale, it is clear that the
singular values drop relatively quickly to low values for this data set. This indicates that the ranks of the column TTm's can be truncated in order to further speed up computations.

We do compromise on performance when we truncate the ranks, as some information from the extracted columns of the covariance matrix is discarded. This results in a trade-off between computational speed and performance. The relative error is assessed for a reconstructed sequence of 30 frames to see how extracted column rank truncation influences the performance. The block size is kept constant at $B=16$ while the maximum extracted column ranks are varied from $B / 4$ to $B$. The results are plotted in Figure 5-4.


Figure 5-4: Relative error of a reconstructed sequence of 30 frames using the Block Update TNKF with block size $B=16$, for varying maximum extracted column rank. Campus data set.

The orange line $\left(R_{c}^{\max }=B / 4\right)$ and yellow line $\left(R_{c}^{\max }=B / 2\right)$ in Figure 5-4 indicate that the relative error of the reconstructed frames increases significantly when truncating the ranks to lower values. When doing less truncation on the ranks, the performance comes close to the element update KF as indicated by the blue, purple and green lines. Interestingly, when the columns are kept at full rank, the Block Update TNKF seems to outperform the Element Update TNKF for this specific sequence as the relative error generally has lower values. Determining what truncation parameter $R_{c}^{\max }$ to choose thus comes down to a tradeoff between computational speed and performance.

## 5-2-3 Extracted column rank truncation: speed

To see what effect rank truncation of the extracted columns has on the computational speed of the Block Update TNKF, we use a block size of $B=16$ and assess the average computation time per frame for varying maximum extracted column rank. The results are plotted in Figure 5-5.

The left plot in Figure $5-5$ shows that the computational speed drastically increases when the ranks of the columns are truncated. When the ranks of the extracted columns in TTm format


Figure 5-5: Average computation time per frame (left) and average time spent on TT(m) operations (right) of a reconstructed sequence of 30 frames by the Block Update KF with block size $B=16$, for varying maximum extracted column rank. Campus data set, 30 frame average.
are truncated to low values, the computational complexity of each rounding step decreases due to the lower ranks. Since rounding is the main driver of the computational costs for higher values of $R_{c}^{\max }$, this increases the computation time per frame considerably. This is substantiated by the right plot of Figure 5-5, where again, the time spent on rounding exponentially increases when the maximum extracted column ranks are increased. For high values of $R_{c}^{\max }$, the time spent on TTm operations such as multiplication and addition also increases as a result of doing these computations with larger ranks.
When $R_{c}^{\max }$ is chosen low enough, there is no upper limit for the chosen block size other than the total amount of missing pixels in the frame. For very large block sizes, the Block Update TNKF can reconstruct a frame very fast compared to the Element Update TNKF. This does, as illustrated in the next section, decrease performance substantially. It could be that performance is less of an issue than computational speed when the missing pixel percentage is lower. Here the Block Update TNKF with extracted column rank truncation could be an interesting solution.

## 5-2-4 Comparison with state-of-the-art

To see what speedups the Block Update TNKF can achieve compared to the Element Update TNKF and what the corresponding performance is, the fastest value for the block size from the analysis in Figure $5-2(B=6)$ is investigated. This is done by decreasing the maximum TTm rank of the extracted columns from 6 to 1 . The resulting computational speed and performance are compared with the Element Update TNKF, and results are plotted in Figure 5-6.

In order to determine what speedup we have achieved, we can analyze the relative errors and the average computation time per frame for both algorithms. From the left plot, it is clear


Figure 5-6: Relative error (left) and average computation time per frame (right) comparison of the Block Update TNKF and the Element Update TNKF for a 30 frame reconstructed sequence. Campus data set.
that the maximum rank of the extracted columns of $R_{c}^{\max }=6$ gives the best performance compared to the Element Update KF. Lower values result in a larger relative error, thus compromising performance. In the right plot, the average computation time per frame of the Block Update TNKF for the same extracted column ranks and the Element Update TNKF are depicted. Selecting the block size $B=6$ and column rank of $R_{c}^{\max }=6$ results in a total speedup of $\mathbf{+ 2 2 \%}$, while at the same time improving the performance slightly. When lower values of $R_{c}^{\max }$ are chosen, even larger speedups (up to $\mathbf{+ 1 3 8 \%}$ ) can be achieved, depending on the desired level of performance.

It must be noted that truncating these ranks generally results in worse performance compared to the Element Update TNKF. Truncating the ranks of the extracted columns is only desirable when performance is less important than computational speed. An example of this could be a relatively low missing pixel percentage. An advantage of using the Block Update TNKF is that it allows this rank truncation to speed up computations, while the Element Update TNKF does not have this option.

To validate the realised speedup, we test the Block Update TNKF for the second video data set: Grand Central Station. In Figure 5-7, the relative error per frame is plotted for a 30frame sequence using both the Block Update TNKF and the Element Update TNKF. The Block Update TNKF settings are chosen as $B=6$ and $R_{c}^{\max }=6$, the missing pixel percentage at $95 \%$.

Interestingly, the left plot in Figure 5-7 shows that the Block Update TNKF performs worse for these settings and frames as the relative error is generally about 0.05 higher compared to the Element Update TNKF. The reason for this is the difference in the number of iterations between both algorithms. The Element Update TNKF updates the state and covariance for each measured pixel. The Block Update TNKF reduces this with a factor of the block size $B$. This, however, results in a large rank increase in the covariance TTm (of $B^{2}$ ) each


Figure 5-7: Performance (left) and speed (right) of the Block Update TNKF vs. the Element Update TNKF. Grand Central Station data set.
iteration. Since the ranks must be truncated back to a maximum value of 1 , more information is discarded each iteration compared to the Element Update TNKF. There, the ranks of the covariance TTm do not overshoot the threshold value ( $R_{\mathbf{P}}^{\max }$ ) by far when the TTm is rounded. This seems to affect the performance of the Block Update TNKF for this data set, many small moving objects can be better reconstructed using more information from the covariance matrix. To tackle this, the maximum rank of the covariance matrix $R_{P}^{\max }$ can be increased to a value that allows for a more exact computation of the TNKF equations. This slows down computations considerably, however, as now the ranks of the covariance matrix are larger. This results in more computational load from the TTm operations. The Campus data set suffers less from this, as there are fewer measured pixels in moving parts of the screen. This makes the update of the covariance matrix less important for the quality of the reconstruction. This shows that the larger the block size is chosen, the more information from the covariance matrix is discarded during rounding which decreases the performance. In the last section of this chapter, the covariance matrix's influence on the reconstruction quality is further investigated.

In the Table $5-2$, the average relative error differences and speedups of the Block Update TNKF ( $B=6$ and $R_{c}^{\max }=6$ ) are listed compared with the Element Update TNKF for both data sets. The average relative error difference is computed by subtracting the relative error of the reconstructed frame of the Block Update TNKF from the relative error of the same reconstructed frame while using the Element Update TNKF. This is done for each frame of the reconstructed sequence, before computing the average relative error over all frames of the considered sequence. A positive value (green) for this indicates that the Block Update TNKF performs better than the Element Update TNKF. For negative values (red) it performs worse.

| Data set <br> (Frame \#) | Missing pixel <br> percentage | Average relative <br> error difference | Speedup <br> percentage |
| :--- | :--- | :--- | :--- |
| Campus (50-80) | $99 \%$ | $1.9 \mathrm{e}-03$ | $+\mathbf{2 0 . 1} \pm \mathbf{2 . 2 \%}$ |
| Campus (200-230) | $99 \%$ | $-2.8 \mathrm{e}-03$ | $\mathbf{+ 2 1 . 2} \pm \mathbf{3 . 9 \%}$ |
| Grand Central Station (50-80) | $95 \%$ | $-4.33-03$ | $\mathbf{+ 1 3 . 1} \pm \mathbf{1 . 8 \%}$ |
| Grand Central Station $(200-230)$ | $95 \%$ | $-5.2 \mathrm{e}-03$ | $\mathbf{+ 1 7 . 1} \pm \mathbf{1 . 6 \%}$ |

Table 5-2: Average relative error difference and speedup percentages of the Block Update TNKF compared with the Element Update TNKF.

The table shows that the Block Update TNKF results in speedups ranging from $\mathbf{+ 1 3 . 1 \%}$ to $+\mathbf{2 1 . 2 \%}$ for the conducted experiments. The usage of this algorithm does compromise the performance, which is a result of more discarded covariance information during the rounding procedure. This does not result in instability of the reconstruction, however, as the relative error stays within reasonable bounds.

## 5-3 Randomized rounding algorithms

In this section, an attempt is made to reduce the computational load of the bottleneck in the TNKF: the $\mathrm{TT}(\mathrm{m})$ rounding procedure. This is done by replacing the standard deterministic rounding algorithm with randomized rounding algorithms introduced in [10] and elaborated in Chapter 4. Firstly, the effect of randomized rounding of the state TT is assessed. During these simulations, the ranks of the covariance matrix are truncated using the deterministic rounding algorithm (Algorithm 3). Furthermore, a suitable oversampling parameter for the state rounding with the TSR algorithm is chosen. How this parameter influences performance will be investigated later in this section. After this, instability of the TNKF algorithm that occurs due to randomized rounding of the covariance matrix is discussed. In these subsections, the third research question is addressed by investigating the effects of randomized rounding of the state and covariance on the performance and speed of the TNKF and examining what parameters influence these effects. In the last subsection, the randomized rounding algorithms are compared with deterministic rounding in the Element Update TNKF to determine the total speedups and differences in performance. This answers the fourth research question.

## 5-3-1 State rounding

As mentioned in Chapter 4, the rounding of the state TT accounts for $10-15 \%$ of the total computational costs of the TNKF. In order to investigate the effect of using randomized rounding on the state TT we reconstruct a 30 -frame sequence from both data sets (Campus and Grand Central Station). This is done using all considered rounding algorithms in the Block Update TNKF (Algorithm 5). In Figure 5-8, the resulting relative error per frame and average state rounding time per frame are shown for a 30 -frame reconstructed sequence in the Campus data set.


Figure 5-8: Initial comparison of rounding the state TT with randomized rounding algorithms and deterministic rounding. Left: relative error per frame, right: average state rounding time per frame (30 frame average). Block Update TNKF, Campus data set.

From the left plot in Figure 5-8 we see that the RtO (Algorithm 8) and TSR (Algorithm 9 ) randomized TT-rounding algorithms are fairly comparable to deterministic rounding in terms of performance. The OtR rounding (Algorithm 7) seems to perform the best out of all the rounding algorithms, including deterministic rounding. When looking at the right plot, interesting results are observed. All randomized rounding algorithms have sped up the rounding of the state TT. There RtO algorithm has by far the largest speedup: 10.1×.
To see how the differences in relative error translate into visual differences in the reconstructed frames, a specific moving part (walking persons) is analyzed for all rounding algorithms. The resulting frames at time $T=0$ (first corrupted frame) and $T=30$ (around one second after corruption) are plotted in Figure 5-9. In Table 5-3, the relative errors of the full frames of all algorithms are listed for both reconstructed frames.


Figure 5-9: Moving part of reconstructed frames 1 (top row) and 30 (bottom row) using all rounding algorithms. The first frame of both rows is the original frame. Campus data set.

|  | Det | OtR | RtO | TSR |
| :--- | :--- | :--- | :--- | :--- |
| Relative error frame 1 | $3.41 \mathrm{e}-02$ | $4.06 \mathrm{e}-02$ | $3.85 \mathrm{e}-02$ | $3.98 \mathrm{e}-02$ |
| Relative error frame 30 | $5.95 \mathrm{e}-02$ | $5.34 \mathrm{e}-02$ | $6.68 \mathrm{e}-02$ | $6.85 \mathrm{e}-02$ |

Table 5-3: Relative error of full reconstructed frames 1 and 30 using all rounding algorithms. Campus data set.

From Figure 5-9, it can be seen that the first reconstructed frames are very similar for all rounding algorithms, as already indicated in the relative error plot in Figure 5-8. We see significant differences when looking at the reconstructed frames about 1 second after the corruption (frame 30). The deterministic rounded frame suffers from the 'shadow effect' mentioned in [30], where the moving parts of the initial frame appear as shadows behind the reconstructed parts. This results from the default setting for the initial state $\mathbf{x}_{0}$, which is set at the last uncorrupted frame. The randomized rounding algorithms seem to eliminate this effect by rounding the state TT differently for these particular frames and settings. This is an interesting observation, as the covariance matrix is rounded with the deterministic rounding algorithm in all cases. From these algorithms, OtR performs the best as the silhouettes of
the persons and the colors of their clothes can still be observed quite well. The RtO and TSR algorithms seem to compromise the most in terms of performance, as substantiated by the relative errors in Table 5-3. One reason for high relative error of the RtO and TSR algorithms is the column distortion effect in their reconstructed frames. By adding randomization to the state rounding, the columns of pixels where moving parts are in the frame seem to be influenced. This distortion increases the longer the reconstruction takes place. The full reconstructed frames of this analysis can be found in Figure B-3 listed in Appendix B.
Next, we investigate how the randomized rounding algorithms perform on the second data set: Grand Central Station. The resulting relative error and average state rounding time per frame are depicted in Figure 5-10.


Figure 5-10: Comparison of randomized rounding algorithmss with deterministic rounding. Left: relative error per frame, right: average state rounding time per frame. Block Update TNKF, Grand Central Station data set.

In the right plot of Figure $5-10$ we again see similar speedups achieved by the randomized rounding algorithms compared to the first simulation. This time, the RtO algorithm achieves a speedup of $\mathbf{7 . 2 3 \times}$ compared to deterministic rounding of the state TT. In the left plot, however, we see a difference as the randomized rounding algorithms clearly perform worse compared to deterministic rounding for this data set. Here, OtR did not outperform the other rounding algorithms and TSR seems to perform the best out of the randomized algorithms.

To see how this translates into the reconstructed parts of the frame, a specific moving part (walking persons) is analyzed for all rounding algorithms. The resulting frames at time $T=0$ (first corrupted frame) and $T=30$ (around one second after corruption) are plotted in Figure 5-11. In Table 5-3, the relative errors of the full frames of all algorithms are again listed for both reconstructed frames.


Figure 5-11: Moving part of reconstructed frames 1 (top row) and 30 (bottom row) using all rounding algorithms. The first frame of both rows is the original frame. Grand Central Station data set.

|  | Det | OtR | RtO | TSR |
| :--- | :--- | :--- | :--- | :--- |
| Relative error frame 1 | $8.62 \mathrm{e}-02$ | $1.13 \mathrm{e}-01$ | $1.01-\mathrm{e} 01$ | $1.03 \mathrm{e}-01$ |
| Relative error frame 30 | $1.12 \mathrm{e}-01$ | $1.18 \mathrm{e}-01$ | $1.31 \mathrm{e}-01$ | $1.26 \mathrm{e}-01$ |

Table 5-4: Relative error of full reconstructed frames 1 and 30 using all rounding algorithms. Grand Central Station data set.

Contrary to the first simulation, it is observed that already the first reconstructed frames differ in reconstruction quality. Deterministic rounding seems to be able to reconstruct the silhouettes of the persons relatively well, whereas the randomized rounding algorithms give more distortion. When looking at the 30th reconstructed frames in the bottom row, we can still determine the position of certain people in the frame which is harder for randomized rounding. The frames of the Grand Central Station video contain more small moving parts, as many persons are walking on the station square. The randomization introduced in the rounding of the state TT prevents the TNKF to reconstruct these parts of the frame with the same quality as for deterministic rounding. Since a large part of the frame is covered by the moving 'foreground', the differences in the rounding of the state TT translate to more difference in relative error. The full reconstructed frames of this analysis can be found in Figure B-4 listed in Appendix B.

## 5-3-2 State rank influence

In the previous section, it was shown that for the Grand Central Station data set, the randomized rounding algorithms compromise the performance. Now, we attempt to improve the performance by increasing the desired state rank $R_{\mathbf{x}}$. This value was set to $R_{\mathbf{x}}=30$ by default and increasing could improve the performance. As earlier explained, this does slow down computations since carrying out operations with larger state ranks is more computationally expensive. To keep the amount of state rounding function calls similar to the original situation, we increase the maximum state rank with the same amount $R_{\mathbf{x}}{ }^{\max }=R_{\mathbf{x}}+20$. The results are plotted in Figure 5-12.




Figure 5-12: Relative error of reconstructed frames using randomized rounding algorithms for different desired state rank $R_{\mathbf{x}}$. Top left: OtR, top right: RtO, bottom: TSR. Block Update TNKF, Grand Central Station data set.

For all algorithms, it is shown that increasing the desired state rank improves the performance.

For the RtO and TSR algorithm, the performance stops improving at a value of $R_{\mathrm{x}}=40$. When further increasing this rank, the performance only improves for the first five reconstructed frames. For the OtR algorithm however, the rank increase results in a performance that is similar to deterministic rounding for this data set and settings.

## 5-3-3 State rounding: long simulation

During the simulations that have been run, the randomized rounding algorithms perform relatively well in the first reconstructed frames. After some time, the relative error per frame of randomized rounding algorithms seems to rise more quickly than deterministic rounding. It could be the case that the randomization adds more and more distortion to the state as the reconstruction progresses. To see what the longer term effects are of using randomized rounding, a sequence of 100 corrupted frames is reconstructed for the Grand Central Station data set corresponding to more than 4 seconds of video footage (frame rate $=24 \mathrm{fps}$ ). The results are shown in Figure 5-13.


Figure 5-13: Relative error for deterministic and randomized rounding algorithms for a 100 frame reconstructed sequence. Block Update TNKF, Campus (left) and Grand Central Station (right) data sets.

From the plot, it is clear that there is a difference between the performance of randomized and deterministic rounding, as earlier illustrated. This difference is not largely influenced by the length of the reconstruction, as the relative errors seem to stabilize over time for all rounding algorithms. During this whole sequence, persons are walking through the frame, which the algorithms are able to reconstruct to a certain extent. In the long term, the RtO algorithm seems to perform the worst out of all algorithms for this data set. The OtR and TSR algorithms have similar performance, but after 100 reconstructed frames, there is still a substantial difference with deterministic rounding.

## 5-3-4 TSR algorithm: oversampling

In chapter 4, it is elaborated that the TSR algorithm requires choosing an oversampling parameter which determines the ranks $\boldsymbol{\rho}=\left[\rho_{0}, \ldots, \rho_{d}\right]$ of the Gaussian TT-tensor $\mathcal{R}$. To determine this parameter for state rounding with the TSR algorithm, we vary the maximum rank of the random TT $\mathcal{R}\left(R_{\mathcal{R}, \mathbf{x}}^{\max }\right)$ and assess the performance of the algorithm for rounding the state TT. The resulting relative errors per frame for the Campus data set are depicted in Figure 5-14.


Figure 5-14: Relative error per frame for different state rounding oversampling parameters $R_{\mathcal{R}, \mathbf{x}}^{\max }$ using the TSR algorithm. Block Update TNKF, Campus data set.

Figure 5-14 indicates that choosing relatively low values for the oversampling $R_{\mathcal{R}, \mathbf{x}}^{\max }=2 R_{\mathbf{x}}$ results in bad performance as the completion seems to become unstable. Clearly the suggested oversampling of $\rho_{n}=\left[1.5 \ell_{n}\right]$ by [23] does not give satisfactory results for this specific application. Increasing this oversampling parameter increases the computational load of the algorithm. Since the time spent on rounding the state TT is only a small percentage of the total computational time, this increase is relatively little however. An oversampling parameter $R_{\mathcal{R}, \mathrm{x}}^{\max }=4 R_{\mathrm{x}}$ seems to be a good choice, since higher values do not significantly improve performance for this data set as shown in Figure 5-14. For the remainder of this analysis, this oversampling parameter will be chosen. In Figure 5-15 two reconstructed frames are shown for a low oversampling parameter (left, $R_{\mathcal{R}, \mathrm{x}}^{\max }=2 R_{\mathrm{x}}$ ) and a high oversampling parameter (right, $R_{\mathcal{R}, \mathbf{x}}^{\max }=6 R_{\mathbf{x}}$ ) for rounding the state TT with the TSR algorithm.


Figure 5-15: Reconstructed frames using the TSR randomized rounding algorithm with a low oversampling parameter (left, $R_{\mathcal{R}, \mathbf{x}}^{\max }=2 R_{\mathbf{x}}$ ) and a high oversampling parameter (right, $R_{\mathcal{R}, \mathbf{x}}^{\max }=$ $6 R_{\mathbf{x}}$ ). Campus data set.

From Figure 5-15 the importance of selecting a large enough oversampling parameter is highlighted, as the left plot with a low oversampling parameter is much more distorted than the right plot with a high oversampling parameter. Interestingly, this distortion mainly occurs in the columns where moving parts are located. After determining the oversampling parameter for rounding the state, the same can be done for the rounding of the covariance. After some tests, it was found that the choice of the oversampling parameter for the covariance does not influence the performance significantly. It must be chosen large enough to ensure stability. For the remainder of this paper, it is chosen to be $R_{\mathcal{R}, \mathbf{P}}^{\max }=3 R_{\mathbf{P}}=3$.

## 5-3-5 Covariance rounding: instability

Although the randomized rounding algorithms significantly speed up computations for the state TT, there is a shortcoming of using randomized rounding for the streaming video completion problem. By adding randomization to reduce the computational load of the rounding procedure of the covariance matrix $\mathbf{P}$ (in TTm format), the positive definite property of the corresponding matrix can be lost. This can lead to the completion of the TNKF becoming unstable: entries in the state vector and covariance matrix blow up to very large positive and negative numbers. An example of a reconstructed frame where this instability occurs is depicted in Figure 5-16, where the OtR rounding algorithm was used.

The reason for these instability issues with randomized rounding algorithms is that the error between the 'full' covariance matrix and the rounded covariance matrix is larger by adding a randomization step. Since the covariance matrix is rounded to a rank 1 TTm , the difference in error can result in the $\mathbf{P}$ matrix losing its positive definiteness, thus destabilizing the TNKF. In order to tackle this, introducing an oversampling term $p$ to the desired covariance TTm rank $\ell=r+p$ can be introduced. For the OtR algorithm, this can be done by simply increasing the desired covariance TTm rank. The problem is that this dramatically slows down computations as the rounding function now must be called more often and computations with larger ranks


Figure 5-16: Example of instability in the TNKF caused by randomized rounding with the OtR algorithm. Campus data set.
such as addition and multiplication have a higher computational load. Because this research aims to speed up the TNKF, the OtR algorithm will not be considered for further analysis.

The RtO and TSR algorithm seem to trigger this instability less since the randomization is induced in a less direct manner by computing the left and right partial contraction matrices with random TT's first (Algorithm 8, line 2 and Algorithm 9, lines 3 and 4). If this instability does occur, the RtO algorithm does not have an easy oversampling solution since the same covariance oversampling issue slows down the rounding procedure considerably. For the TSR algorithm, the oversampling can be done by increasing the ranks of the random TT $\mathcal{R}$, as explained in the previous section. During testing, it was found that the choice of oversampling can tackle the instability issues for both data sets. Aside from oversampling, another measure to counter this instability was found for the RtO and TSR rounding algorithms. Instability is less of an issue when the entries of the random TT's $\mathcal{R}$ and $\mathcal{L}$ are chosen to be uniformly distributed random numbers (rand function in MATLAB) instead of random numbers drawn from a zero-mean Gaussian distribution (randn function) for the rounding of the covariance matrix. As the cores of the rounded covariance matrix in TTm format are now multiplied with only positive values, the chances of losing its positive definiteness seem lower. During experimentation it was found that making this change does influence the performance of the TNKF. For the remainder of this analysis, this measure will be implemented for rounding the covariance matrix with both the RtO and TSR algorithm to ensure stability of the reconstruction.

## 5-3-6 State-of-the-art comparison

In this section, the randomized rounding of the state and covariance is compared to deterministic rounding. To assess the speedup that can be achieved, we compare the rounding algorithms in the Element Update TNKF for both data sets. Firstly, the Campus data set is considered where the settings are chosen as default. The resulting relative error and average computation time per frame are shown in Figure 5-17.


Figure 5-17: Comparison of rounding algorithms for rounding of the state and covariance. Left plot: relative error per frame, right plot: average computation time per frame for main operations. Element Update TNKF, Campus data set.

The relative error plot in Figure 5-17 shows that deterministic rounding and RtO have comparable performance. The TSR rounding algorithm performs the worst of all algorithms. The reason for this is the influence its randomization has on the covariance matrix. In the first simulation in this section (Figure 5-8), it was observed that using the TSR algorithm for the rounding of the state does not result in a significant drop in performance. However, when using the algorithm for the rounding of the covariance matrix, the performance drops considerably. This drop in performance cannot be solved by selecting a higher oversampling parameter for the rounding of the covariance matrix, unfortunately. The achieved total speedups are $+\mathbf{4 7} \%$ for RtO and $\mathbf{+ 1 6} \%$ for TSR. Interestingly, the RtO algorithm does not compromise much on performance while having the largest speedup. Next, the speedup is assessed for the Grand Central Station data set. The results are plotted in Figure 5-18.

From the relative error plot, it is clear that both randomized rounding algorithms seem to result in an instability of the completion. Although a speedup has been achieved of $+\mathbf{4 2} \%$ for RtO and $\mathbf{+ 1 1} \%$ for TSR, the influence of randomization on the covariance matrix dramatically influences the performance. Clearly, the covariance matrix has a strong role in the quality of the reconstruction. Injecting too much randomization into this matrix results in poor performance. In Table 5-5, the cumulative relative error difference (over 30 frames) between the considered rounding algorithm and deterministic rounding is listed with the achieved speedup for all simulations.


Figure 5-18: Comparison of rounding algorithms for rounding the state and covariance. Left plot: relative error per frame, right plot: average computation time per frame for main operations. Element Update TNKF, Grand Central Station data set.

| Data set <br> (Frame \#) | Rounding <br> algorithm | Average relative <br> error difference | Speedup <br> percentage |
| :--- | :--- | :--- | :--- |
| Campus $(50-80)$ | RtO | $1.1 \mathrm{e}-03$ | $\mathbf{+ 4 7} \pm \mathbf{2 . 1} \%$ |
| Campus $(50-80)$ | TSR | $-1.5 \mathrm{e}-02$ | $\mathbf{+ 1 6} \pm \mathbf{1 . 6} \%$ |
| Campus $(200-230)$ | RtO | $1.9 \mathrm{e}-04$ | $\mathbf{+ 4 1} \pm \mathbf{4 . 6 \%}$ |
| Campus $(200-230)$ | TSR | $-8.3 \mathrm{e}-03$ | $\mathbf{+ 9} \pm \mathbf{0 . 8} \%$ |
| Grand Central Station $(50-80)$ | RtO | $-2.2 \mathrm{e}-02$ | $\mathbf{+ 4 2} \pm \mathbf{3 . 6} \%$ |
| Grand Central Station $(50-80)$ | TSR | $-4.2 \mathrm{e}-02$ | $\mathbf{+ 1 1} \pm \mathbf{1 . 7} \%$ |
| Grand Central Station $(200-230)$ | RtO | $-2.4 \mathrm{e}-02$ | $\mathbf{+ 4 1} \pm \mathbf{1 . 8} \%$ |
| Grand Central Station $(200-230)$ | TSR | $-3.7 \mathrm{e}-02$ | $\mathbf{+ 8 . 3} \pm \mathbf{1 . 4} \%$ |

Table 5-5: Average relative error differences and speedups from randomized rounding compared to deterministic rounding. Element Update TNKF.

As can be concluded from the last column in Table 5-5, the usage of randomized rounding algorithms increases the computational speed of the TNKF algorithm. The RtO rounding algorithm shows total speed ups ranging from $\mathbf{+ 4 1 \%}$ to $\mathbf{+ 4 7 \%}$, for the TSR these speedups range from $+\mathbf{8 . 3 \%}$ to $\mathbf{+ 1 1 \%}$. The average relative error difference shows that generally, the usage of randomized rounding algorithms negatively influences performance. For data sets with limited moving parts that are not too small (Campus video), there is not much loss in performance when using the RtO algorithm for the rounding of both the state TT and the covariance TTm. For data sets with more and smaller moving parts, the speedup obtained by randomization comes with a significant performance loss, especially when using randomized rounding on the covariance matrix. In the next section, the effect of the covariance matrix on the TNKF is further researched.

## 5-4 Simplification of the TNKF update

This section investigates the possibilities for further simplification of the TNKF update step. Firstly, the principal angles between the orthonormal bases of the state and covariance are computed, as described in the previous chapter. This subsection answers the fifth research question by investigating to what extent the $\mathrm{TT}(\mathrm{m})$ cores of the state and covariance change through TNKF operations. Subsequently, the performance and speed of the Element Update TNKF are shown for the reconstruction of frames when the covariance matrix is fixed to the predicted covariance matrix. Here, conclusions are drawn about the importance of the covariance matrix for the performance of the algorithm. This answers the sixth and last research question.

## 5-4-1 Orthonormal bases check

After computing the singular values of the orthonormal bases of the state with its summed term $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}$ and the covariance with its subtracted term $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}$, we check to what extent the relations in (4-12) hold. To obtain the angles, the singular value vector $\mathbf{s}$ is computed using the svd command in MATLAB. These values are then summed and divided by the length of the vector $(\operatorname{sum}(\mathrm{s}) /$ length $(\mathrm{s}))$ to obtain the average singular value. This is done for the first 100 iterations of the reconstruction of a frame using the Element Update TNKF. The results are plotted in Figure 5-19.


Figure 5-19: The average singular values of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} v_{j}}$ (left) and $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{k}_{j} s_{j} \mathbf{k}_{j}}$ (right). Element Update TNKF, Campus data set.

From both plots, it is clear that the direction of the added or subtracted terms differs from the direction of the state vector and covariance matrix. For the state, the average singular value seems to rise to 1 on some occasions. This indicates that during that iteration, the principal angles between both orthonormal bases are zero, meaning these cores do not change in direction. Generally, the average singular value is relatively low, showing that the angles between the state and added term are non-zero.

For the covariance, the average singular value seems to jump from close to zero to about 0.5 , which is repeated through almost all iterations. In the Element Update TNKF, the ranks of the covariance and the subtracted term jump between values of 1 and 2 for these settings. When the ranks of both TTm's have a value of 1 , we see a low average singular value. When the ranks of both TTm's have a value of 2 , we notice about half of the singular values to be equal to 1 , indicating these principal angles are zero. To see to what extent these summations influence the directions, we compute the average singular values of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{x}_{j}}$ and $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{P}_{j}}$ during 100 TNKF iterations. The results are plotted in Figure 5-21.


Figure 5-20: The singular values of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{x}_{j}}$ (left) and $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{P}_{j}}$ (right) of 100 TNKF iterations. Element Update TNKF, Campus data set.

From the left plot, it is observed that the addition seems to influence the direction of the orthonormal bases of the state, as the average singular value varies. Interestingly, this amount seems to stay at a relatively high level as sum(s)/length(s) does not drop to low values. This indicates that although the direction of the orthonormal bases changes, this change seems relatively minor. Furthermore, after each rounding step, the average singular value jumps to 1 , showing that the principle angles are then zero. Although the direction of the added term differs significantly from the state vector itself, as shown in the left plot of Figure 5-19, this does not seem to influence the direction of the state vector considerably.

In the right plot of Figure 5-21, there seems to be no single zero value present in the singular value vectors during all iterations. The fluctuations that are seen are results of machine precision in MATLAB. This means that although the covariance matrix changes due to the subtraction, this does not seem to influence the direction of the orthonormal bases. This could mean that the update of the covariance matrix can be simplified. To see the direction of the state and covariance matrix throughout the reconstruction of a whole frame, we plot the singular values for all iterations. Results are shown in Figure 5-21.

Again, although the state has drops in the singular values, the covariance matrix stays at 1. This means that updating the covariance matrix using the measured pixels does not influence the direction of the considered cores of the orthogonalized TTm. Since we computed the


Figure 5-21: The singular values of $\mathbf{U}_{\mathbf{x}_{j-1}}^{T} \mathbf{U}_{\mathbf{x}_{j}}$ (left) and $\mathbf{U}_{\mathbf{P}_{j-1}}^{T} \mathbf{U}_{\mathbf{P}_{j}}$ (right) of all TNKF iterations of one reconstructed frame. Element Update TNKF, Campus data set.
orthonormal bases of all but the last core of the TTm, it could still be the case that the last core does contain a change in direction. This could mean that the first cores do not have to be accounted for when subtracting the $\mathbf{k}_{j} s_{j} \mathbf{k}_{j}$ term from the covariance, as explained in the previous chapter. When this change in the last core of the covariance TTm is minimal, we could consider skipping the update of the covariance matrix and do the TNKF computations for the state with the predicted covariance matrix. In the next section, this will be further investigated.

## 5-4-2 Skipping the covariance matrix update

To see what influence the update of the covariance matrix has, we can skip the update step and use the predicted covariance matrix during computations. For this analysis, the Element Update TNKF is used since the covariance matrix can be kept more exact as explained in the first section of this chapter. If this influence turns out to be minimal, we can drastically reduce the computational load. This is because then, the computation of the term $\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}$ can be omitted and the covariance matrix does not have to be rounded during the update phase of the TNKF. In Figure 5-22, the performance is compared between a fixed (predicted) covariance matrix and an updated covariance matrix for the Campus data set.


Figure 5-22: Relative error (left) and average computation time per frame (right) of reconstructed frames for fixed and updated covariance matrix. Element Update TNKF, Campus data set.

It is immediately observed that for these settings and sequences the relative error is not compromised when skipping the covariance update and doing the computations using the predicted covariance. Updating the covariance matrix does not result in a better performance for this data set. This could be because there are not many moving parts in the frame, and the missing pixel percentage is high ( $99 \%$ ). This means the amount of measured pixels that change over time is low, which does not change the covariance matrix significantly during the update in the TNKF. Looking at the right plot of Figure 5-22, we see that the rounding, multiplication and addition operations have all reduced in computation time. The achieved speedup is $\mathbf{+ 1 3 2} \%$. To see if skipping the covariance matrix update can be done for a video with more moving parts, we carry out the same test for the Grand Central Station data set. The results are plotted in Figure 5-23.

For this data set, a speedup of $\mathbf{+ 1 2 1} \%$ is realized. The difference in relative error is now more substantial, which could be the result of a lower missing pixel percentage ( $95 \%$ ). This results in more measurements, which change the covariance matrix through the update iterations. Further lowering this missing pixel percentage makes this difference in relative error larger.

Interesting conclusions can be drawn when comparing these results with the performance


Figure 5-23: Relative error (left) and average computation time per frame (right) of reconstructed frames for fixed and updated covariance matrix. Element Update TNKF, Grand Central Station data set.
when using randomized rounding algorithms. The state-of-the-art comparison in the previous section shows that using randomized rounding for the rank truncation of the covariance matrix gives poor results. In fact, it is more beneficial to skip the update of the covariance matrix instead of using randomized rounding on the covariance matrix. This results in a drop in performance error that is smaller compared to the drop from randomized rounding and gives a much larger speedup.

Since the frame rate in both data sets is high, assuming the covariance to be equal to the predicted matrix works well. This is the case as there is not much change between two frames. Apparently, equalling the change in covariance of the next frame to the predicted covariance $\mathbf{P}_{0}=\mathbf{P}[k-1]+\mathbf{W}[k]$ gives relatively good results. When the frame rate is lower or when objects are moving faster through the frame, however, skipping the update of the covariance matrix could not be beneficial as the measured pixels will have a stronger influence on changing the covariance matrix. This is also the case for lower percentages of missing pixels. As more measured pixels are located in moving parts of the frame, the covariance matrix becomes more and more important.

In Table 5-6, the achieved speedups by skipping the covariance matrix update are summarized for all simulations. The percentages, ranging from $+\mathbf{1 2 0 \%}$ to $+\mathbf{1 3 2 \%}$, show that skipping the computation of the covariance update yields a very significant speedup. Again, this does result in a compromise in performance. When the performance is not of the highest importance, skipping the covariance update could be a solution in speeding up computations considerably.

| Data set <br> (Frame \#) | Missing pixel <br> percentage | Average relative <br> error difference | Speedup <br> percentage |
| :--- | :--- | :--- | :--- |
| Campus (50-80) | $99 \%$ | $1.8 \mathrm{e}-03$ | $+\mathbf{1 3 2} \pm \mathbf{4 . 5 \%}$ |
| Campus (200-230) | $99 \%$ | $-2.7 \mathrm{e}-03$ | $\mathbf{+ 1 2 4} \pm \mathbf{7 . 6 \%}$ |
| Grand Central Station $(50-80)$ | $95 \%$ | $-4.8 \mathrm{e}-03$ | $\mathbf{+ 1 2 1} \pm \mathbf{3 . 9} \%$ |
| Grand Central Station $(200-230)$ | $99 \%$ | $-5.1 \mathrm{e}-03$ | $+\mathbf{1 2 0} \pm \mathbf{3 . 5 \%}$ |

Table 5-6: Average relative error differences and speedups for a fixed covariance matrix compared to an updated covariance matrix. Element Update TNKF.

## Chapter 6

## Conclusions \& Recommendations for Future Research

From the previous chapter, it is clear that all proposed methods can (significantly) speed up computations. In this chapter, conclusions are drawn on each speedup method and recommendations are made for further research into improving the computational efficiency of the TNKF algorithm.

## 6-1 Conclusions

## Block Update TNKF

By reducing the TNKF update iterations with a factor of the block size $B$, the Block Update TNKF reduces the computational load of operations such as $\mathrm{TT}(\mathrm{m})$ multiplication and addition. The fastest block size for the video data and settings is concluded to be $B=6$. The value of this fastest block size depends on how the other TNKF parameters are chosen but is always bounded as a consequence of the rounding procedure. With the block size $B=6$, speedups of $\mathbf{+ 1 3 \%}$ t0 $\mathbf{+ 2 1 \%}$ were achieved. Further truncating the extracted covariance columns ranks can result in even larger speedups. Using this structure for the computation of the TNKF update equations has disadvantages, however. Since the ranks of the covariance matrix increase with a number of $B^{2}$ each iteration, these must be rounded back to rank 1 in the same iteration. Aside from increasing the computational load per rounding step, this overshoot of the ranks also means more information from the covariance is discarded. For data sets with many moving parts, this results in a considerable difference in performance compared to the Element Update TNKF. The usage of a Block Update TNKF raises a tradeoff between computational speed and performance. There could be cases where performance is not of the highest priority. For example, when the percentage of missing pixels is lower, and the amount of moving parts in the frame is limited. In these cases, the Block Update TNKF can significantly reduce the computational load while still being able to reconstruct the frames. The Element Update TNKF does not have the option to shift this trade-off more towards improved computational speed.

## Randomized rounding algorithms

By reducing the computational load of each rounding function call, randomized rounding algorithms can speed up the most computationally expensive process of the TNKF. When rounding the state TT with the fastest randomized rounding algorithm, RtO , total speedups of $\mathbf{+ 1 0 \%}$ to $\mathbf{+ 1 5 \%}$ can be achieved. If the moving objects in the to-be-reconstructed video are not too small, the randomized rounding algorithms can achieve a similar performance compared to deterministic rounding. When rounding the covariance matrix with these algorithms, problems can occur. This matrix can lose its positive definite property due to the randomization, destabilizing the TNKF. When stability is preserved, the randomization can increase the error of the covariance matrix to a level that dramatically influences the performance. When this is the case, the predicted covariance matrix is generally a better estimate. Again, the usage of randomized rounding algorithms comes down to a trade-off between speed and performance. Randomized rounding algorithms could be an option for rounding the state TT when the observer settles for a slight drop in performance.

## Simplification of TNKF update

Since the TNKF updates the state and covariance for each measured pixel, simplifying the TNKF update equations could result in large speedups. After inspecting the directions of the orthogonal bases of the state and covariance, it is concluded that state TT changes throughout all TNKF iterations. The covariance matrix shows no change in the principal angles of its orthogonal bases, hinting that the update of the covariance matrix can be further simplified. Skipping the covariance matrix update drastically increases the computational speed of the algorithm. During experiments, the speedups ranged from $\mathbf{+ 1 2 0 \%}$ to $\mathbf{+ 1 3 2 \%}$. When the amount of measured pixels in moving parts of the frame is relatively low, this measure can be taken without compromising on performance. When this amount is higher, there will be a larger difference in relative error. These characteristics of the video feed, including the frame rate, decide if skipping the covariance matrix update can be considered.
All methods considered in this research show a speedup compared to the state-of-the-art. Generally, these speedups also come with a decrease in reconstruction accuracy. As mentioned in the introduction of this research, the goal is to reduce the computational load of the TNKF to a level that makes real-time reconstruction possible with a regular computer. With the implementation of these methods, the average computation time per frame reduces but remains too large to reach this goal. From an efficiency point of view, the proposed methods are a step in the right direction. By reducing the energy consumption of the hardware used to run the TNKF algorithm, costs and carbon emissions are also reduced.

## 6-2 Recommendations for future research

## Addressed topics

Because of the large rank increase of the covariance TTm, the Block Update TNKF has limitations on its performance and speed. If the extracted columns from the covariance TTm could be constructed in such a way that they can be represented by a rank 1 TTm , this problem would not occur. During the update, the ranks of the covariance TTm will then increase by the same number compared to the Element Update TNKF. This eliminates rank overshoot problem of the Block Update TNKF, giving it a similar performance as the Element Update TNKF. A possible direction for further research could be in representing the extracted columns of the covariance matrix more efficiently.
The implementation of randomized rounding algorithms turned out to be problematic for rounding the covariance matrix in TTm format. Since this TTm must be rounded to rank 1 to ensure efficient operations, the randomization 'distorts' the covariance that results in bad performance or even TNKF instability. In this thesis, some solutions are shown to tackle this instability. In future work, more investigation can be done into how this instability can be solved and how randomized rounding can be used for the covariance. The randomized rounding of the state showed promising results in terms of computational speed, but did compromise the performance. One of the causes of this was the distortion in the columns of moving parts of the frame. In future research, this column distortion could be prevented by fixing the values of the pixels located in the 'background' of the frame. This could bring the performance of the randomized rounding of the state closer to deterministic rounding. The algorithms presented in [10] are generalizations of randomized low-rank matrix approximation algorithms. In future work, more of these algorithms could be developed. The results in this thesis indicate that implementing these for the rounding of the state can be relevant.

The last section of Chapter 5 shows that the principal angles between the orthogonal bases of the covariance matrix do not change during TNKF iterations. This means that it might be possible to drastically simplify the update of the covariance matrix: $\mathbf{P}_{j}=\mathbf{P}_{j-1}-\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}$. Using these orthogonal bases, it could be possible to perform the subtraction of both terms in TTm-format element-wise. How this could be done is explained in Chapter 4. This elementwise subtraction does not increase the ranks of the covariance TTm , meaning rounding of the covariance matrix is unnecessary. As mentioned earlier, rounding the covariance matrix is the bottleneck in the TNKF algorithm. Finding a way to eliminate the need for this process could speed up computations considerably. The rounding of the covariance matrix is also the bottleneck in the Block Update TNKF algorithm. If the ranks of the covariance matrix in TTm format do not increase, this also eliminates the discussed rank overshoot problem. Then, using a Block Update TNKF will further speed up the operations without compromising on performance. When the performance is not of the highest priority, randomized rounding of the state TT can then also be combined with these methods. This combination could result in speedups that bring the algorithm closer to the goal of real-time reconstruction.

## Additional topics

Aside from further researching the topics addressed in this thesis, other topics can be considered that could speed up TNKF operations. One of these topics is the usage of Graphics Processing Unit (GPU) arrays [29]. Currently, all computations are done using a computer's Central Processing Unit (CPU). In modern computers, this unit consists of multiple processor cores which can perform computational tasks in parallel. A GPU, however, consists of hundreds of smaller processor cores. In [9], it is shown that operations in TT-format such as rounding, addition and multiplication are parallelizable, and this can result in significant speedups. Using the GPU cores and parallelizing the TNKF code could thus speed up computations considerably. A downside to this approach could be that the access to memory is more computationally expensive when using the GPU. Data must be sent and retrieved between the CPU and GPU during computations, so the achievable speedup is limited by the amount of data transfer in the algorithm. Since the TNKF update requires a lot of this memory access during the update, it could be that the computational costs of data transfer prevent significant speedups.

## Appendix A

## Algorithms

```
Algorithm 10: Selection matrices TT [19]
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TT-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
        with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\), value index vector \(\mathbf{v} \in \mathbb{R}^{K}\)
Result: Selection matrices \(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}\)
\(\mathbf{i}=\left[I_{1}, I_{2}, \ldots, I_{n}\right]^{T}\)
for \(n=1: K\) do
    \(\mathbf{C}=\operatorname{ind} 2 \operatorname{sub}(\mathbf{i}, \mathbf{v}(n)) ; \quad / /\) Convert linear index to multidimensional index
end
for \(k=1: d\) do
    \(m=\mathbf{i}(k)\)
    \(\mathbf{B}=\operatorname{eye}(m)\)
    for \(l=1: K\) do
        \(\mathbf{E}(:, k)=\mathbf{B}(:, \mathbf{C}(l, k))\)
    end
    \(\mathbf{S}_{k}=\mathbf{E}\)
end
```

```
Algorithm 11: Selection matrices TTm [19]
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TTm-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right.\) (where
        \(\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}\) for \(\left.n=1, \ldots, d\right)\) with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\), value index
        vector \(\mathbf{v} \in \mathbb{R}^{K}\)
Result: Selection matrices \(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}\)
\(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}=\operatorname{SelectionMatricesTTm}(\mathcal{A}, \mathbf{v})\); // Algorithm 9
\(\mathbf{j}=\left[J_{1}, J_{2}, \ldots, J_{n}\right]^{T}\)
for \(n=1: K\) do
    \(\mathbf{C}=\operatorname{ind} 2 \operatorname{sub}(\mathbf{j}, \mathbf{v}(n)) ; \quad / /\) Convert linear index to multidimensional index
end
for \(k=1: d\) do
    \(m=\mathbf{j}(k)\)
    \(\mathbf{B}=\operatorname{eye}(m)\)
    for \(l=1: K\) do
        \(\mathbf{E}(:, k)=\mathbf{B}(:, \mathbf{C}(l, k))\)
    end
    \(\mathbf{S}_{k}=\mathbf{E}\)
end
```

```
Algorithm 12: TT value extraction
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TT-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\)
        with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\), value index vector \(\mathbf{v} \in \mathbb{R}^{K}\)
Result: Vector \(\mathbf{b}\) with desired extracted values
\(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}=\) SelectionMatricesTT \((\mathcal{A}, \mathbf{v}) ; \quad / /\) Algorithm 9
\(\mathbf{X}=\mathbf{S}_{1}^{T} \mathcal{A}^{(1)}\)
for \(n=2,3, \ldots, d\) do
    \(\mathbf{Y}=\mathbf{S}_{n} \odot \mathbf{X}^{T}\)
    \(\mathbf{Z}=\operatorname{reshape}\left(\mathcal{A}^{(n)}, R_{n} I_{n},[]\right)\)
    \(\mathbf{X}=\mathbf{Y}^{T} \mathbf{Z}\)
end
b = X
```

```
Algorithm 13: TTm value extraction
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TTm-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right.\) (where
        \(\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}\) for \(\left.n=1, \ldots, d\right)\) with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\), value index
        vector \(\mathbf{v} \in \mathbb{R}^{K}\)
Result: Matrix \(\mathbf{B}\) with desired extracted values
\(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}=\operatorname{SelectionMatricesTTm}(\mathcal{A}, \mathbf{v}) ; \quad / /\) Algorithm 9
\(\mathbf{C}=\mathbf{S}_{1} \otimes \mathbf{S}_{1}\)
\(\mathbf{X}=\operatorname{permute}\left(\mathcal{A}^{(1)},[1,4,2,3]\right)\)
\(\mathbf{Y}=\left(\right.\) reshape \(\left.\left(\mathbf{X}, R_{1} R_{2}, I_{1} J_{1}\right)\right) \mathbf{C}\)
for \(n=2,3, \ldots, d-1\) do
    \(\mathbf{C}=\mathbf{S}_{n} \otimes \mathbf{S}_{n}\)
    \(\mathbf{Z}=\mathbf{C} \odot \mathbf{Y}\)
    \(\mathbf{X}=\) permute \(([4,1,2,3])\)
    \(\mathbf{Y}=\left(\operatorname{reshape}\left(\mathbf{X}, R_{n+1}, R_{n} I_{n} J_{n}\right)\right) \mathbf{Z}\)
end
\(\mathbf{C}=\mathbf{S}_{d} \otimes \mathbf{S}_{d}\)
\(\mathbf{Z}=\mathbf{C} \odot \mathbf{Y}\)
\(\mathbf{X}=\mathbf{Z}^{T}\left(\operatorname{reshape}\left(\mathcal{A}^{(d)},[], 1\right)\right)\)
\(\mathbf{B}=\) reshape \((\mathbf{X}, K, K)\)
```

```
Algorithm 14: TTm column extraction
Data: \(d\)-dimensional tensor \(\mathcal{A}\) in TTm-format \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right.\) (where
        \(\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}\) for \(\left.n=1, \ldots, d\right)\) with ranks \(\mathbf{r}=\left[R_{0}, \ldots, R_{d}\right]\), column index
        vector \(\mathbf{v} \in \mathbb{R}^{K}\), maximum extracted column rank \(R_{c}^{\max }\)
Result: Matrix with desired extracted columns \(\mathcal{B}\) in TTm-format
        \(\mathcal{B}=\left\langle\mathcal{B}^{(1)}, \mathcal{B}^{(2)}, \ldots, \mathcal{B}^{(d)}\right\rangle\) with ranks \(\mathbf{h}=\left[H_{0}, \ldots, H_{d}\right]\)
\(\left\{\mathbf{S}_{1}, \ldots, \mathbf{S}_{d}\right\}=\operatorname{SelectionMatricesTTm}(\mathcal{A}, \mathbf{v}) ; \quad / /\) Algorithm 9
\(\mathbf{X}=\operatorname{permute}\left(\mathcal{A}^{(1)},[1,2,4,3]\right)\); // Compute first core
\(\mathbf{Y}=\operatorname{reshape}\left(\mathbf{X},[], J_{1}\right) \mathbf{S}_{1}\)
\(\mathbf{Z}=\mathbf{S}_{2} \odot \mathbf{Y}\)
Permute and reshape \(\mathbf{Z}\) to \(\mathbf{Z} \in \mathbb{R}^{I_{1} K \times R_{1} J_{2}}\)
\(\mathbf{X}=\operatorname{permute}\left(\mathcal{A}^{(1)},[1,3,2,4]\right)\)
\(\mathbf{Y}=\mathbf{Z}\left(\operatorname{reshape}\left(\mathbf{X}, R_{1} J_{2},[]\right)\right)\)
Permute and reshape \(\mathbf{Y}\) to \(\mathbf{Y} \in \mathbb{R}^{I_{1} \times I_{2} R_{2} K}\)
\([\mathbf{U}, \boldsymbol{\Sigma}, \mathbf{V}]=\operatorname{svd}(\mathbf{Y}\), 'econ')
10 Truncate ranks if necessary: \(\mathbf{U}=\mathbf{U}\left(:, 1: R_{c}^{\max }\right), \boldsymbol{\Sigma}=\boldsymbol{\Sigma}\left(1: R_{c}^{\max }, 1: R_{c}^{\max }\right)\),
\(\mathbf{V}=\mathbf{V}\left(:, 1: R_{c}^{\max }\right)\)
\(H_{1}=\operatorname{size}(\mathbf{U}, 2)\)
\(\mathcal{B}^{(1)}=\operatorname{reshape}\left(\mathbf{U}, 1, I_{1}, 1, H_{1}\right)\)
\(\mathbf{Z}=\boldsymbol{\Sigma} \mathbf{V}^{T}\)
for \(n=2,3, \ldots, d-1\) do
    \(\mathbf{Z}=\operatorname{reshape}\left(\mathbf{Z}, H_{n-1}, I_{n}, R_{n}, K\right)\); // Compute middle cores
    \(\mathbf{X}=\operatorname{reshape}(\mathbf{Z},[], K)\)
    \(\mathbf{Y}=\mathbf{S}_{n+1} \odot \mathbf{X}\)
    Reshape and permute \(\mathbf{Y}\) to \(\mathbf{Y} \in \mathbb{R}^{H_{n-1} I_{n} K \times R_{n} J_{n+1}}\)
    \(\mathbf{Z}=\operatorname{permute}\left(\mathcal{A}^{(n+1},[1,3,2,4]\right)\)
    \(\mathbf{X}=\mathbf{Y}\left(\operatorname{reshape}\left(\mathbf{Z}, R_{n} J_{n+1},[]\right)\right)\)
    Reshape and permute \(\mathbf{X}\) to \(\mathbf{X} \in \mathbb{R}^{H_{n-1} I_{n} \times I_{n+1} R_{n+1} K}\)
    \([\mathbf{U}, \boldsymbol{\Sigma}, \mathbf{V}]=\operatorname{svd}(\mathbf{X}\), 'econ')
    Truncate ranks if necessary: \(\mathbf{U}=\mathbf{U}\left(:, 1: R_{c}^{\max }\right), \boldsymbol{\Sigma}=\boldsymbol{\Sigma}\left(1: R_{c}^{\max }, 1: R_{c}^{\max }\right)\),
        \(\mathbf{V}=\mathbf{V}\left(:, 1: R_{c}^{\max }\right)\)
    \(H_{n}=\operatorname{size}(\mathbf{U}, 2)\)
    \(\mathcal{B}^{(n)}=\operatorname{reshape}\left(\mathbf{U}, H_{n-1}, I_{n}, 1, H_{n}\right)\)
    \(\mathbf{Z}=\boldsymbol{\Sigma} \mathbf{V}^{T}\)
end
\(\mathcal{B}^{(d)}=\operatorname{reshape}\left(\mathbf{Z}, H_{d-1}, I_{d}, K, 1\right) ; \quad / /\) Compute last core
```

```
Algorithm 15: Left-to-right partial contraction [10]
Data: Tensors \(\mathcal{A}\) and \(\mathcal{B}\) with consistent dimensions in TT format and ranks
        \(\mathbf{r}_{\mathcal{A}}=\left[R_{0}, \ldots, R_{d}\right]\) and \(\mathbf{r}_{\mathcal{B}}=\left[S_{0}, \ldots, S_{d}\right]\)
Result: Partial contraction matrices \(\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{d-1}\right\}\)
\(\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{d-1}\right\}=\) PartialContractionsLR \((\mathcal{A}, \mathcal{B})\)
\(\mathbf{W}_{1}=\mathcal{A}^{(1)^{T}} \mathcal{B}^{(1)}\)
for \(n=2, \ldots, d-1\) do
        \(\mathbf{X}=\mathbf{W}_{n}\left(\operatorname{reshape}\left(\mathcal{B}^{(n)}, S_{n},[]\right)\right)\)
        \(\mathbf{W}_{n}=\left(\operatorname{reshape}\left(\mathcal{A}^{(n)},[], R_{n+1}\right)\right)^{T}\left(\operatorname{reshape}\left(\mathbf{X},[], S_{n+1}\right)\right)\)
end
```

```
Algorithm 16: Right-to-left partial contraction [10]
Data: Tensors \(\mathcal{A}\) and \(\mathcal{B}\) with consistent dimensions in TT format and ranks
        \(\mathbf{r}_{\mathcal{A}}=\left[R_{0}, \ldots, R_{d}\right]\) and \(\mathbf{r}_{\mathcal{B}}=\left[S_{0}, \ldots, S_{d}\right]\)
Result: Partial contraction matrices \(\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{d-1}\right\}\)
\(\left\{\mathbf{W}_{1}, \ldots, \mathbf{W}_{d-1}\right\}=\) PartialContractionsRL \((\mathcal{A}, \mathcal{B})\)
\(\mathbf{W}_{d-1}=\mathcal{A}^{(d)} \mathcal{B}^{(d)^{T}}\)
for \(n=d-1, \ldots, 2\) do
    \(\mathbf{X}=\operatorname{reshape}\left(\mathcal{A}^{(n)},[], R_{n+1}\right) \mathbf{W}_{n}\)
    \(\mathbf{W}_{n-1}=\left(\operatorname{reshape}\left(\mathbf{X}, R_{n},[]\right)\right)\left(\operatorname{reshape}\left(\mathcal{B}^{(n)}, S_{n},[]\right)\right)^{T}\)
end
```


## Appendix B

## Video Frames



Figure B-1: Corrupted frame of the Campus data set, $\gamma=0.99$.


Figure B-2: Corrupted frame of the Grand Central Station data set, $\gamma=0.95$.

(a) Original frame

(b) Det, $\varepsilon=5.95 \mathrm{e}-02$

(d) $\mathrm{RtO}, \varepsilon=6.68 \mathrm{e}-02$
(e) $\mathrm{TSR}, \varepsilon=6.85 \mathrm{e}-02$

Figure B-3: 30th reconstructed frames using all rounding algorithms for rounding the state TT, including the corresponding relative errors. Block Update TNKF, deterministic covariance rounding, default settings, Campus data set.

(a) Original frame

(b) Det, $\varepsilon=1.12 \mathrm{e}-01$

(d) $\mathrm{RtO}, \varepsilon=1.31 \mathrm{e}-01$

(c) $\mathrm{OtR}, \varepsilon=1.18 \mathrm{e}-01$

(e) $\mathrm{TSR}, \varepsilon=1.26 \mathrm{e}-01$

Figure B-4: 30th reconstructed frames using all rounding algorithms for rounding the state TT, including the corresponding relative errors. Block Update TNKF, deterministic covariance rounding, default settings, Grand Central Station data set.
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## Glossary

## List of Acronyms

TNKF Tensor Networked Kalman Filter

TT Tensor-Train

TTm Tensor-Train matrix
fps frames per second

HD High-Definition

RGB red, green and blue

SVD singular value decomposition

PLMS Proximal Least Mean Squares

MPS matrix product states

MGS Modified Gram-Schmidt

PUKF Partitioned Update Kalman Filter

OtR Orthogonalize-then-Randomize

RtO Randomize-then-Orthogonalize

TSR Two-Sided-Randomization
flops floating-point operations

