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Executive Summary
Urban cities are growing every day due to rising population, vehicular traffic, immigrants looking for
opportunities and to accommodate this, cities are expanding and reshaping at an immense rate. People
travel within a city for various purposes but the destination locations are the main reason for the
movement. It is proved that locations influence a person’s travel behavior. This research aims to study
the influence of points of interest on human mobility available within a city and estimation of the travel
flow between specified origin and destination locations. The city of London is chosen as the case study
and the travel network is the London Rail. The research question this study aims to answer is "How
to estimate human mobility by using points of interest?".

There are sub-questions developed to guide the process of this study and they are used effectively
throughout. In literature, there is not much research regarding intracity mobility and not much regard-
ing estimating mobility with amenities/ points of interest (POI). There is research regarding mobility
estimations at scales larger than cities and usually, it is travel flows from multiple origins to a singular
destination. This research includes travel flows between both origin and destination locations. There
are however implications in research that POI data can be used to quantify the influence of attractions
on mobility and might prove to be better than the traditional gravity models.

This research can help estimate the travel flows and aims to quantify the influence of points of
interest in London. A new data preparation framework is designed from various data sources that lay
the foundation for the data availability problem. The final dataset obtained contains the following
variables: origin population, destination population, origin-destination distance, POI categories such as
Commercial, Community, Educational, Entertainment, Financial, Government, Healthcare, Sustenance,
and Transportation. For the model techniques, Negative Binomial and Poisson regression multivariate
models are chosen. A series of experiments were conducted and the final experiments and the models
within them were determined with the help of methods such as Akaike information criterion (AIC) and
p-value. The model selection process was executed through a series of experiments to determine the
most effective models. The model selection methods include the Akaike information criterion (AIC),
p-value, Root-mean-square error (RMSE), and Coefficient of determination (popularly known as R-
squared or R2). The RMSE and R2 methods were used to determine the best models among the sets
of experiments created. Finally, model validation was conducted using the ’Sorensex Similarity Index’
(SSI) method to quantify the similarity between the estimated and empirical data.

The models were built separately for each of the days (MTT, FRI, SAT, and SUN) as time could
not be included as a variable to the model. First, the process was executed for the day MTT and then
it was replicated for the rest of the days. There were not many differences observed between the days
as the POIs selected did not contain any difference between the days. If the timings of the POIs were
available, then there could be clear differences observed between the days. Limitations and assumptions
such as these were elaborated discussed throughout the thesis. The selected models are the first models
for both Poisson and Negative binomial regression generalized linear models (GLM) and they perform
better than the traditional gravity models. Though the differences observed are minimal, it is important
to note that the Negative binomial models performed better on SSI while the Poisson models performed
with the model selection methods such as RMSE and R2. The first models performed better using both
the model selection and model validation methods. All the first models contain all the variables i.e. all
the POI categories including the origin and destination populations along with the distance between
them and the Differentiator variable. However, the SSI values are around 0.46 leaving a difference
of 0.54 to reach the optimal estimations. This issue is discussed in detail and multiple methodologies
including adding additional categorical variables such as economic/demographic indicators are suggested
to overcome it.

This research achieves the objectives presented in the paper and answers the main research question.
The idea that POIs can be used to estimate mobility and they can be quantified within a city is novel
and developing a new model satisfies and extends the research for both academic progression and policy
implications. Regarding future work, there are limitless possibilities. The research can be extended for
other cities, transport modes and also can be extended to other mobility models. The data availability
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iv 0. Executive Summary

problem is evident in the research and if that issue is not prevalent then the study could have been
seamless. The POI categories are created using a subjective ideology and that can be improved using
modern classification techniques. For policymakers and urban planners, this can help plan the city
effectively and efficiently towards a sustainable future solving many problems such as ineffective traffic
models, last-mile hike problem, congestion reduction, inequality minimization, irregular spatial designs,
livability index, and much more. This study provides the foundation for a new thought process in Urban
Science and it also discusses the possibilities this research could provide if extended further. Urban
planning policymakers can understand the importance of amenities on human movement through this
research and hopefully, allow them to make new creative decisions regarding urban planning.

Keywords: human mobility, urban planning, intracity, amenities/points of interest (POI), gravity
model
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1
Introduction

This chapter discusses some of the major problems of modern urban sciences such as urbanization,
urban planning, and travel demand management. The complexity of the problem requires analyzing
the influence of amenities on human movement. However, it is unclear how the concept translates into
a quantitative assessment. The proposed method is a combination of open data and machine learning
algorithms. This discussion is summarized in the research objectives and research questions sections.

1.1. Context
Urban cities are growing rapidly across the world. It is estimated that 4.1 billion people are currently
living in urban areas and projected that almost 7 billion people will live in urban areas by 2050 [100].
That is more than half of the population of the world in urban regions. With high population growth
in urban areas, there are numerous challenges up ahead for city planners and policymakers. For urban
cities, the major challenges are congestion levels due to increasing traffic, toxic air levels, and integration
of sustainable transport, developing towards the future integrating with modern technologies.

Transportation Demand Management or Travel Demand Management (both TDM) is the application
of strategies and policies to reduce automobile travel demand or to redistribute this demand in space
or in time [110]. In transport as in any network, managing demand can be a cost-effective alternative
to increasing capacity. A demand management approach to transport also has the potential to deliver
better environmental outcomes, improved public health and stronger communities, and more prosperous
and livable cities. The techniques of TDM, applied by government transport agencies, link with and
supports community movements for sustainable transport [26]. With the increase in toxic air, congestion
levels, and population leading towards sustainable futures, there is great pressure on the Transportation
industry for change towards the future. It became self-evident that alternatives to single-occupancy
commuter travel needed to be provided to save energy, improve air quality, and reduce peak period
congestion [11]. Various solutions are coming up across the world to deal with these issues. Some of
the implementations are bike hubs in Netherlands [45], congestion pricing in US [5], and pod taxis in
Sweden [3].

To understand the transportation demand, we must understand how people move in the first place.
According to the iterative model of trip assignment [89], choice of destination is the priority of an
individual, leading to the choice of transport mode. So, for certain, there is a strong relationship
between the destination and individuals’ movement. It is depicted in 1.1 below. This implies that
people travel to or try to travel to places for the destination as the priority. If they are not able to
travel to their choice of destination, they might choose an alternative destination with similar services.
This might also depend on various other factors but the services that people can experience are the
reason for getting out and traveling. When people travel to a location, there might be multiple purposes
involved. A person can travel to go watch a movie with his/her family, eat at a restaurant, and finish the
day off with some ice cream at the beach. In this process, there are four different activities - the movie,
a restaurant, ice cream, and the beach. They can travel to the beach and stumble upon ice cream or
travel for the ice cream and stay for the beach. In any case, they were attracted to the services offered
by the location and utilized it. People travel towards a location providing services and this is observed
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2 1. Introduction

everywhere; Usually, every city has a downtown/city center which is the most attractive and popular
part of the city. The curiosity to quantify the attraction of people towards key points of interest is the
motivation behind this study.

Figure 1.1: Iterative model of trip assignment

1.2. Relationship between Points of Interest and Mobility
In transportation, there has been a long desire to understand the motivation behind people’s movements,
i.e., what are the factors that drive people to move within a city in-between locations [107], e.g., work,
shopping, studying, etc. Some researchers suggest that the motivation behind people’s movements
generally relates to certain purposes/activities that depend on locations [104]. In simpler terms, people’s
movements are highly related to the distribution of activities (e.g., school, office, food stall, etc.) within
a city.

Understanding the relationship between activities and human mobility is a fundamental research
problem in transportation, which is highly useful for estimating trip distribution and travel routes[107].
The research done by [86] proves that human mobility is highly related to POIs and this information
could be very useful for urban planning and traffic management. They state that multiple types of
research have been carried out for this purpose [112] [76]. Transport policymakers have problems with
the demand for transport and keeping up with sustainable solutions.

Public transport such as buses and metros helps people travel large distances within the city for low
costs and bring them closer to their destination. This helps people in reducing the cost of their vehicle
usage, contributing to a sustainable environment, and avoiding waiting time in the heavy traffic that
comes along in the intracity travel. Most people when they exit their travel stop, have their destination
set in close proximity. This phenomenon is known as last-mile travel.

Transit networks and the built environments that support and surround them can both facilitate
and hinder more sustainable travel behavior, particularly when considering the linkage between main
travel modes and their first/last leg connecting journeys [108]. The key concern of last-mile problems is
the facilities linking the main mode to the home, workplace, or wider destination, which are often poor
and thus discouraging sustainable behavior [73]. The last mile problem, at its core, is quite a simple
one public transport does not take us exactly where we need to go, parking is not always available
everywhere we go, owning a car or any kind of vehicle is not always possible or even reasonable. And
walking is not always the quickest or the most convenient way to move around the city [42]. Some last
mile solutions implemented are E-bikes [8], bicycle pods [45], electric vehicles [2] and they are also being
used for the sustainable delivery systems [18] [111] [39].

In various parts of the world, the last-mile bike is being implemented that helps people get out of
their penultimate travel point and use bikes to get to their respective destinations. It is prominent in
Europe and countries including Brazil, Chile, China, New Zealand, South Korean, Taiwan, and the USA
began to introduce the bicycle-sharing program [92]. By the end of 2017, more than 23 million shared
bicycles were available around the globe and 304 cities in more than 20 countries had implemented
bicycle-sharing systems [59].The demand for bike travel is increasing and it can develop sustainable
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behavior for cities while solving the last mile problem. The last mile travel demand can be measured
by analyzing and predicting mobility related to the facilities from which the last-mile journey begins.

With advancements in technology, data such as POI data, landuse data, and other data related to
a city are being captured and used to improve the city in various areas such as traffic models, livability
improvement, etc. The POI data captured is limited to the big cities in the Western Hemisphere and
few cities in the Eastern Hemisphere. The POI data available for mid-range or lower-tier cities is not
adequate at all. For the big cities also, the data captured is not complete as cities contain various
systems intertwined in complex networks. With time, more data will be captured and real-time data
might be available soon in the future. That is a gold mine for a researcher in urban science. The POI
data chosen must be efficient, adequate, and should integrate seamlessly into the model. The type of
model will be determined after the POI data chosen is explored. The POI data is the basis for this
study and using it to estimate mobility within a city has not been researched, though suggested.

The locations are the reason why people go and fulfill their activities, and transport is a means to
get there. The locations are the points of interest (POI). By understanding POI and the attraction
they have on peoples’ movement, we can understand the weights they have on mobility. They might be
influenced by multiple amenities such as a restaurant, a library, and a park. Different amenities attract
different people in multiple ways. And people do different activities at different times of the day. On
weekdays, the majority of the people usually have a similar routine and go to similar destinations. On
weekends, they perform other activities and the travel pattern differs. This is important for the study
and time can tell us the necessary differentiation between the days of the week and travel patterns
towards the amenities.

1.3. Knowledge Gap
It is understood that there is a relationship between POIs and mobility. There are not many studies
regarding quantifying the influence of POIs on mobility. There are research studies that indicate that
POI as data points for estimating mobility would yield better results. Using POI to estimate mobility
is a new approach and has not been studied in this sense before. It has been suggested by a couple
of researchers for estimating mobility but has not been extensively integrated into a model. Due to
advancements in technology, data is being captured effectively and can be used efficiently. The POI
data available in the world is limited to big cities and even then, the data captured is not complete nor
adequate. The city chosen needs to have high standard data quality for the research to be effective and
seamless.

By understanding what attracts people at different times and how this affects the transport depart-
ment to align with people’s demands in terms of sufficient/excess transit lines and appropriate last mile
bikes will help the city develop a sustainable lifestyle, decrease the congestion levels, and toxic air in
the city. By integrating mobility models with POI data, we can assess the effect of POI data on human
mobility and be able to estimate the flow between the designated locations. Though a person might
travel to a specific destination for their purpose, the surrounding amenities might influence behavior
on the mobility of the individual. POI data determines the activities undertaken by people and the
activities can determine the mobility flow. The POI data contains various amenities that need to be
categorized first.

The previous models though might have the theoretical capability, do not have the data available
to perform the empirical experiments. POI data is being captured daily, and maybe one day the data
might be available in real-time. Then accurate models can be developed and cities can truly flourish
with the means of urban science. The concept of using POI data to estimate mobility is unique and is
the core of this study. POI data is fairly new and trying to quantify it while trying to estimate mobility
is a novel idea.
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1.4. Research Objectives
From the above knowledge gap, it is clear that there is a clear influence of POI on mobility. This
research aims to find if mobility can be estimated by using POI as key metrics and how much attraction
do they possess on the movement of people within a city. First, the research objective of this thesis is

"1. Quantify the influence of POI on mobility"

By quantifying the weight associated with POIs infunce on mobility, the same can be used to es-
timate the mobility patterns as well as understand the spatial distribution. Thus, the next research
objective this thesis aims to study is

"2. To estimate mobility with the aid of POI"

1.5. Thesis Outline
The thesis is divided into four parts: Introduction to the problem, Case Study, Model development,
and Synthesis. The below Table 1.1 outlines the structure of the thesis.

Table 1.1: Thesis outline

Part Chapter
I Introduction to the problem 1.Introduction

2.Literature review
II Case Study 3.Exploratory Data Analysis

4.Methodology
III Model development 5.Model results
IV Synthesis 6.Discussion

7.Conclusion

Part I introduces the research problem. Chapter 1 Introduction 1 provides the context for the prob-
lem. Chapter 2 2 provides the Literature review necessary to understand and formulate the foundation
for the problem. At the end of this chapter, the research questions are formulated.

Part II explores the Methodology section. In the Exploratory Data Analysis chapter 3, the case
study is selected and the framework for the preparation of data is presented along with exploratory
analysis. The data description and sources are also included. Next, the Methodology chapter 4 ends
with the methods used in this research.

Part III showcases model development. The chapter Model results 5 includes Model validation
as a part of it. The experiments are discussed and the final models are selected after iterative and
rigorous validation. Exploratory analysis presents the analysis and compilation of the data before
model development and the critical assumptions undertaken. Model results are the results obtained
to achieve the research objectives. It ends with Model validation where the model performance is
evaluated.

Part IV discusses the model results, limitations, academic progression, and policy implications along
with future work. It ends with revisiting the research question and concludes the research of this thesis
with reflection.
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1.6. Research Questions
From the above discussion, a few research questions are formulated which will guide the study. This
leads to the main research question,

"How to estimate human mobility by using points of interest?"

Following the main question, the following sub-questions are formulated. The sub-question deter-
mines the flow of the research and help in guiding the process. The formulation for the sub-questions
is explained in detail in the next chapter Literature Review 2.

• Do modern techniques and models exist for estimating mobility using points of interest?

• What are the existing models to estimate mobility?

• What role do points of interest play in assessing the Origin Destination travel flows?

• How does the new model compare and contrast against other existing models?





2
Literature Review

This chapter aims to provide the background and foundations for this study. First, The formulation
of the subquestions is discussed in detail. These questions guide the process for this research. Next,
mobility models with Points of interest (POI) are explored, followed by the Mobility models section.
From this, the Gravity model is selected and discussed. It delves into the Gravity model and how POI
data can be used as inputs to the model. Finally, POI sources are discussed and how OpenStreetMap
(OSM) is a reliable source to obtain POIs. Thus, this chapter outlines the POI data accessibility and
reliability necessary for the gravity model selected and guides the research process.

2.1. Subquestions Formulation
The subquestions were presented in the Introduction chapter 1. The formulation is discussed in detail in
this section. First, we know that there is a relationship between POI and mobility; and, as we are trying
to estimate mobility using POI, it is natural to find out existing studies regarding estimating/predicting
mobility using POI. This leads to the question, "Do modern techniques and models exist for estimating
mobility using points of interest?"

After finding out existing studies, it is important to know the different methods in which mobility
can be estimated and the research on it. This would determine new methods to incorporate the POI
data points and the right model for the estimation. This leads to the next subquestion, "What are the
existing models to estimate mobility?"

Once the methods are decided and the results are obtained, it important to understand the impor-
tance of the role of point of interest (POI) in estimating mobility and to what extent it is effective.
This leads to the question to be answered, "What role do points of interest play in assessing the Origin
Destination travel flows?".

From a researcher’s perspective, there should be new information from this study. A new model
is being built to estimate mobility within a city, along with contemporary concepts such as POI as
data inputs and the model should be evaluated to understand it’s performance when compared against
existing traditional methods. The subquestion for this is developed as "How does the new model
compare and contrast against other existing models?"

The purpose of the subquestions is discussed and these questions will guide the study process.

2.2. Mobility models for POI
In the research conducted by [48], they explored the potential of POIs by replacing the population
variable with POIs and check-in (population proxy) data. It was deduced that there was an improvement
in the performance of all the different models and an increment of 20% of the Sorensex Similarity Index
(SSI). This method is discussed and used later in the research. As mentioned above in 2.5, the OSM
data has been used for multiple research purposes and can be used for obtaining the POI data.

The study conducted by Camargo, Bright, and Hale [58] proposed the idea that OSM points of
interest features could be utilized in the gravity model; "replacing the idea of people gravitating towards
other people with the idea of them gravitating towards features which might be of interest to them."

7



8 2. Literature Review

This idea sparked me to study this problem and is the origin behind this research. They also mentioned,
"we would like to explore the origins and destinations of movements related to an area of interest."

A study was conducted in China visualizing the relationship between human mobility and points of
interest [119]. They designed Singapore massive public transportation data and POIs retrieved from
Foursquare. The studies demonstrated that people’s movements are highly related to POIs, and some
other interesting findings have also been observed. Additionally, they explored the relationship on
POIs for movements by different groups of people to figure out what POIs are more attractive to the
respective groups. So, there is an attraction of POIs that can be quantified and further, increases the
purpose of the study.

There is not much research regarding mobility models with POI as inputs, mobility, and the corre-
sponding estimation models have to be explored. This is discussed in the upcoming section.

2.3. Mobility
Individual human mobility is the study that describes how individual humans move within a network or
system [77]. The concept has been researched by several interdisciplinary fields. Understanding human
mobility has many applications in diverse areas, including spread of epidemics [117] [56], mobile viruses
[114], city planning [57] [102] , traffic engineering [79] [115] and financial market forecasting [65], to
name a few.

Regarding predicting mobility, abundant research has been conducted and multiple models have
been developed. A taxonomy of data-driven human mobility models was curated [113] and it includes a
section ’Population Mobility model’ includes gravity model [121], radiation model [103] and intervening
opportunities (IO) [106] models. These models focus on the movement of the collective population
between two locations - origin and destination. They are used to estimate the migratory flow between
the regions. As thef name suggests, these models traditionally use demographic and geographical data,
being the population of the regions and the distance between them. Over time, the gravity model,
developed by Zipf gained popularity and was used in many studies and applications.

There have been numerous studies comparing these classes of models diagnosing the model perfor-
mances and other metrics. A study using census commuting data from France, Italy, Mexico, Spain,
USA, UK, and additionally, commuting within London and Paris has concluded that the gravity model
performs better, by a minute margin, than other models at predicting traffic flows at these spatial scales
[83]. According to a recent study by Camargo [58], the models are compared at small spatial scales to
predict traffic flows between different wards in the county of Oxfordshire, UK. They concluded that the
gravity model performed significantly better than radiation and IO models. All the traditional models
use the population as the key metric and distance between the origin-destination locations. This has
traditionally been the case for a long time. Though that being the case, the accuracy of prediction
is quite low with all models performing poorly at meso scales. They suggest that population as a
data metric is not sufficient and granular data such as OSM data providing points of interest could be
incorporated into mobility models and this may provide better predictions.

Recent studies have used social media data such as Foursquare as a proxy to population [48].
Foursquare allows its users to check-in to locations as a feature. The check-in data generates Location-
based social network (LBSN) data where people publish their location when they make a post on
the application. From the LBSN data, they identified the check-in points of interest (POI) categories
relating to the location. Though the sample may be small, the data is compared against real data such
as taxi data to estimate the number of trips which makes it reliable. Different models such as gravity,
radiation, IO, and PWO models are compared across two key factors - population and LBSN, in the
city of New York. From the research, it was concluded that the models with LBSN have performed
better than the models with the population as the key factor. Also, it can be inferred that gravity and
radiation models performed well among the models.

At the city level, the research available is comparatively low to the intercity movement. Most of
the models are predicting large scale commuting flows efficiently but perform poorly when it comes to
small spatial scales [58]. There is not enough research regarding small spatial scales and the predictions
are far from accurate. This problem of poor mobility predictions at small spatial scales has also been
addressed by considering the variation in the accessibility of different sites [97] and in the topology of
urban spaces which include slums [55]. There is evidence to support the relationship between land use
and human mobility in a city but the spatial data is aggregated at a broad level, not providing intricate
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details about a city, and with emerging technologies, data is available at a granular level providing
accurate details [80]. From this, we can deduce that there is not much research when it comes to the
intracity level.

From the above diagnosis, we can confer that the gravity model performs well among the models
when it comes to estimating mobility. For this research, the model to be developed is inspired by
the gravity model and it is discussed in further sections. But first, we need to understand the data
availability of POI.

2.4. Gravity Model
The gravity model is inspired by Newton’s law of gravitation. The gravity model assumes that the
flow between an origin and a destination is proportional to their attractions (population) and inversely
proportional towards distance between the locations [121]. It is a parameterized model and the model
is calibrated against empirical travel data to obtain parameter values. It can be used to understand
the pull effect the masses have on the movement of entities. As we are looking for attraction towards
amenities, this model is a perfect fit to obtain the parametric values associated with POIs.

As mentioned above, the gravity model has been used in various disciplines. Given the nature
of the problem containing POI data in the model meaning multiple variables, the gravity model can
be designed to have multiple variables. This can apply to the case here. The gravity model is most
commonly used by international and regional economists to study trade [70]. This has been used
extensively for research over decades and developed slowly [99] [69].

In the simplest form, the model is represented as

𝑇።፣ = 𝐺 (
𝑀፱
። ∗ 𝑀

፲
፣

𝐷ᎎ።፣
) (2.1)

where 𝑇።፣ represents flow from origin i to destination j, 𝑀። and 𝑀፣ typically represent the populations
for locations i and j, 𝐷ᎎ።፣ denotes the distance between the two locations, and G represents residual
variable.

The model has been modified over time by researches, it is estimated to be as following

𝑇።፣ = 𝑒𝑥𝑝(𝛽ኺ + 𝛽ኻ𝑀። + 𝛽ኼ𝑀፣ + 𝛽ኽ𝐷።፣ + 𝛽ኾ𝑥ኻ + 𝛽኿𝑥ኼ + ....) (2.2)

In this case, all 𝛽 are the weights associated with corresponding variables and the value signifies the
relationship with the flow variable 𝑇።፣. The 𝑥ኻ and 𝑥ኼ and other additional variables represent the extra
factors which influence the mobility.

From a mathematical perspective, the gravity model is a type of regression analysis, a means of
comparing sets of variables in search of relationships between them. Most models in this scenario follow
multi-variate regression analysis [63]. This is explored further in the Methodology section.

2.5. Points of Interest (POI)
The POI data is the points of interest (entities) available in a landscape. It encompasses all the amenities
available such as schools, hospitals, offices, parks, banks, etc. Compared to conventional land use data,
the POIs have finer spatial and granular detailed properties. Existing studies have used POIs from
check-in data or social media tagged data [48] [84] [91] [90] [98]. The problem with this approach is the
incompleteness or bias towards the selected data. People usually check in with social media when they
are visiting tourist attractions or restaurants and cinemas rather than hospitals, schools, and metro
stations. To overcome this issue, there are other sources to obtain a holistic system of POIs. There
are APIs from various companies pertaining to selected regions and they have been used for various
research purposes [85] [58] [87] [118].

For this research, OpenStreetMap (OSM) is going to be used. Unlike other data sources that require
monetary inputs, OSM is available freely worldwide and does not pertain to certain regions. There are
concerns regarding the quality of OSM data as it is compiled by volunteers and does not follow standard
industry procedures [68]. A lot of quality research has been produced using OSM data [58] [51] [72] as
well as performing quality assessments for credibility [75] [120] [71] [67] [93]. For this research, it can be
said that OSM data though not entirely comprehensive, can be used for research purposes and provide
useful insights to the study of mobility in urban landscapes.
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Given that the POI data is available abundant in big cities, a city in the Western Hemisphere will be
chosen for this study. The points of interest in a city will be enormous and will have to be categorized
accordingly. Depending on the data selected and coverage of the data, the techniques to categorize the
POIs will be determined. Though the gravity model is selected as the model for estimation, if the POI
values are not sufficient or are of high quality, then the research would not be effective. Thus, the POI
data selected will have to be explored and adjusted accordingly to fit the model techniques.

The OSM POI data contains amenities which determine the corresponding activities occurring at
the locations. This needs to be explored and amenities have to be selected depending on the use of
activity and their corresponding category. From the above literature, it clear that there is a relationship
between POIs and mobility. The foundations for the process are described and the methods used to
formulate this process are described in the following section.

Thus, we have covered the research sub-questions and by answering them, we get closer to quantifying
the POIs to estimate mobility. We have determined that OpenStreetMaps is a reliable source for the
POI data and can be used to explore the relationship with mobility. Regarding mobility, the gravity
model is selected and the structure of the model to be applied is determined in the upcoming chapter.
The other models such as the Radiation model can be also be used as an alternative model. However,
given the time limitations only the gravity model is considered for this research. The last two research
questions "What role do points of interest play in assessing the Origin Destination travel flows?" and
"How does the new model compare and contrast against other existing models?" are discussed partially
in the above sections and will be elaborated in chapter 6 Discussion.



3
Exploratory Data Analysis

In this chapter, initially, the data preparation along with the methods used is discussed and a data
preparation framework is developed. At the end of the data preparation framework, the final dataset
required for the model is developed. Next, the model development section is discussed including the
methods to determine the best models. Finally, the model validation section contains the necessary
methods to determine the performance of the model.

3.1. Case Study - London Rail
For this study, the city of London is chosen due to data availability and for its location in Europe.
London is the capital and largest city of England and the United Kingdom [10]. It is considered
as one of the world’s most important global cities and is well known for its historical significance,
multicultural integrity, and technological advancements [23] [15]. It is estimated that the mid-2018
municipal population of Greater London was 8,908,081, the third-largest populated city in Europe after
Moscow and Paris [9] [22].

According to the ’Travel in London’ report generated by the Transport of London 2019 [109], around
26.9 million estimated daily average number of trips occurred in Greater London, 2018 for all the modes
including rail, bus, car, cycle and walk. For the rail network, the estimated daily average number of
trips is 5.8 million. The public transport share is 36% while the private transport share is 37&. The
statistics also indicate that a sustainable lifestyle of travel is being promoted and utilized by the citizens
compared to the 2000s. The report discusses in detail the different systems associated with travel in
London. The three main themes followed for the future of transport of London and the development
of the report are 1) Healthy Streets and healthy people, 2) A good public transport experience and 3)
New homes and jobs. This affirms the vision of this research that the urban science is brought into play
to improve the livable conditions for a city.

Boasting such rich history and significance in the world, London has been the epicenter of numerous
research studies. The availability of data for this research is prominent for the city of London. Before
going further, it is important to note that the following analysis is conducted in Python. With an
increase in computational capacity and development of open-source programming languages such as
Python and R, detailed analysis as well as Machine Learning (ML) techniques can be applied to achieve
our objectives. The data sources are discussed below.

The shapefiles are the necessary files that provide the geographic boundaries of the concerned region.
The shapefiles are captured in the form of geographic information system (GIS) files. A geographic
information system (GIS) is a computer system for capturing, storing, checking, and displaying data
related to positions on Earth’s surface [88] [60]. The London GIS files can be accessed from the London
Datastore and with this, we can outline the city of London [37].

To obtain the points of interest (POI) in London, there are various methods to obtain the same. From
the above Literature Review, it is concluded that OpenStreetMaps (OSM) is selected for obtaining the
POIs. Geofabrik is a free open data download server and contains data extracts from the OpenStreetMap
project which are normally updated every day [14]. The data extract for Greater London is selected
for the study. To extract and analyze the data, the Python package pyrosm is utilized. This package is

11
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extremely helpful and processes the data rapidly comparative to the osmnx [54] package in Python.
The population is an important factor in the study. As we are performing analysis within a city, it

is important to obtain the population estimates at the lowest level possible. In the case of London, the
population estimates are available at a ward level and this is a sufficient meso scale for this study. The
population estimates can be found from the Office of National Statistics website [4].

Regarding the travel data, we need the flow of people traveling from one location (origin) to another
(destination) within the city using any means of transportation. For this research, the London railway
network is considered. The London Underground is the oldest underground railway network in the
world [40] and is apt for the research as it contains adequate information. The Origin-Destination (OD)
travel data is provided by Transport for London (TfL) [43] and it constitutes of three modes: London
Underground (LU), London Overground (LO), and Docklands Light Railway (DLR). There is TfL data
but it is indicated that it is part of LU. The three modes are considered for this study. However, the
station coordinates are not provided in the same section and are obtained via the right to information
provided by the Greater Authority of London [12]. With the station coordinates, we can identify the
station’s location on the map and the surrounding amenities associated with it.

The table 3.1 below summarises the data sources discussed above.

Table 3.1: Data sources summarised

No. Data extracted Data source
1 Shape files London Datastore [37]
2 Population estimates Office of National Statistics [4]
3 Points of Interest (POI) OpenStreetMaps [14]
4 Origin-Destination Travel flow Transport for London [43]
5 Station Coordinates Greater London Authority [12]

3.2. Data Description
The data sources are discussed above and from the same, the data is extracted and modified. This
section provides an overlay of the information provided in the datasets obtained.

Shape files
The shapefile selected is the OA_2011_London_gen_MHW.shp. It was compiled in 2011 by the
Greater London Authority for London and the shortest geography is Output Area (OA). The key ID of
the dataset is OA11CD is Outer Area code which constitutes of Postcodes and wards and the necessary
data for the study: geometry (in the shape of a polygon) is available. A geometric polygon in the shape
of a polygon connected by straight lines on a spatial plane, in conceptual terms, it means a region on
the map bounded together as a polygon. The dataset also constitutes ward and borough codes and
names respectively along with various household variables. It contains 25053 Outer Area codes in total.

Population
The population file obtained is SAPE20DT10a-mid-2017-coa-unformatted-syoa-estimates-London.xlsx
and the sheet used is ’Mid-2017 Persons’. It was compiled by the executive office of the UK Statistics
Authority and they compile information about the UKs society and economy and provide the evidence-
base for policy and decision-making, the allocation of resources, and public accountability. It contains
OA11CD as the key ID and constitutes the population for all ages of the region. There are 25053 Outer
Area codes in total and then we consider the total population for the respective Outer Area (OA) codes.

Data Coverage
In England and Wales 2011, Census Output Areas (OAs) are based on postcodes as at Census Day,
wards (and parishes). The minimum OA size is 40 resident households and 100 resident persons but
the recommended size was rather larger at 125 households. These size thresholds meant that unusually
small wards and parishes were incorporated into larger OAs. In total there are 181,408 OAs in England
(171,372) and Wales (10,036).
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OSM POI data
The file greater-london-latest.osm.pbf is obtained from the Geofabrik data download server
where Great Britain is selected under Europe. By using the library pyrosm containing function
get_pois(), we can obtain all the POIs for the region. The data extracts are usually updated
daily. Regarding the data description, there a dedicated OSM wiki website that explains the structure
and information of the dataset [27]. The assumption considered here is that the dataset obtained acts
as a proxy for the coverage of the city of London.

Travel data
The Origin-Destination (OD) data available is provided by Transport for London (Tfl) for project NUM-
BAT. There is a data description file 2018NUMBAT_Definitions.xlsx which describes all the
datasets in the folder. The dataset represents the travel demand on a typical autumn weekday, Saturday
and Sunday at all stations and lines of the London Underground, London Overground, Docklands Light
Railway, TfL Rail / Elizabeth Line, and London Trams. Data covers every 15-minute period throughout
the traffic day and assumes a perfect train schedule being operated. The folder contains various London
transport-related data such as OD data, Station Entry/Exit data, rail network information, and much
more. The OD data selected is available for the different modes:- London Underground (LU), London
Overground (LO), and Docklands Light Railway (DLR), and this is divided across different days of the
week separately as MTT (Monday to Thursday), FRI (Friday), SAT (Saturday) and SUN (Sunday).
The assumption considered here is the travel dataset is accurate and encompasses the rail network for
the study.

Station Coordinates
The station coordinates are not available in the same folder but they are provided by Tfl (Transport
for London). The file selected is Stations_20180921_locations , complied in 2018, and it
contains the latitude and longitude for different stations across the modes - LU, LO, DLR, TfL Rail,
and Tramlink. As the OD data is available for LU, LO, and DLR, these specific modes are only
considered for the study.

3.3. Methodology Flow Process
The research is divided into 3 phases - Data Preparation, Model results, and Model validation. The
flow process is illustrated in figure 3.2 below.

Table 3.2: Methodology Flow process

Phase Topic
I Data Preparation
II Model results
III Model validations

Data Preparation is the phase where the data is compiled from different sources, explored, and
modified to obtain the final OD dataset. In Model results, the final OD dataset is fit to the model and
the estimates are obtained along with the predictions of the flow. In Model validation, the results are
analyzed and the model is verified against empirical data to obtain the efficiency of the model. The
different phases along with the methods used are discussed in further sections.

3.4. Data Preparation Framework
Phase I ’Data Preparation Framework’ is discussed in this section. There are 3 sections in this process:
POI data, Travel data, and Final OD data. The POI data section is discussed first followed by the
Travel data section and finally, the Final OD data section is discussed. The following research flow
diagram outlines the different processes undertaken.

Before discussing the above sections, it is important to note that the analysis of this phase is
conducted in Python. Python offers many packages to perform specific tasks depending on the nature
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Figure 3.1: Data Preparation Framework

of the problem. The packages used for the analysis in Phase I (Data Preparation Framework) are
showcased below in Table 3.3.

Table 3.3: Software implementation of the chosen algorithms in Python

No. Type of technique Package name Reference
1 Data Analysis & Manipulation pandas [29]
2 Geospatial Data Analysis geopandas [13]
3 Data Extraction requests, zipfile, io, os [35], [46], [16] ,[28]
4 Analyzes OpenStreetMaps data pyrosm [31]
5 Datetime functions datetime [6]
6 Visualization matplotlib [21]
7 Statistics and Spatial Geometry analysis scipy: spatial, stats [36], [38]
8 Array manipulation numpy [25]
9 Spatial Planar Manipulation manipulation shapely.geometry [41]
10 Scaling, centering, normalization, binarization methods sklearn.preprocessing [1]

POI data
First, the shapefiles and population estimates are combined using the key ID OA11CD. Thus, we obtain
the total population estimates for the different Outer Area (OA) codes. The smallest level of a spatial
boundary in London is the ward. The ward code and corresponding names are available in the shapefile.
The ward level is chosen as it comprises of the railway stations within themselves and it can provide a
sound analysis for the points of interest available in the vicinity of the station as well. The population
estimates are aggregated at a ward level "WD11CD_BF" leading to a dataset comprising of Ward Code
along with corresponding spatial polygons and total population at the same level.

Figure 3.2 illustrates the wards of London and the color highlights the population corresponding to
the ward. From the figure, it is observed that most of the population of the ward is between 10000 and
25000 citizens.

Next, the POIs data is analyzed. It contains all the various locations of London and the different
variables to describe the type of building in the location along with the coordinates (latitude and
longitude). The important variables considered are amenity, shop, building, and tourism. Amenity
describes the useful and important facilities for visitors and residents and is the critical variable to be
considered. Facilities include for example toilets, telephones, banks, pharmacies, prisons, and schools.
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Figure 3.2: Population illustrated across wards of London

Shop contains commercial locations such as retail stores, supermarkets, and convenience stores. The
Building variable describes the type of building in the location such as offices, churches, temples, schools,
etc. Tourism is for the locations which are availed by tourists such as hotels, museums, and other
attractions. A new variable poi_type is created which is the same as the amenity column and
then the gaps in the column are filled from the remaining columns shop, tourism, and building in the
corresponding order. The order is chosen as such to eliminate the gaps and complete the variable
poi_type. From this, the necessary columns ID, poi_type, geometry (latitude and longitude
complied together), and name are extracted.

From this extracted dataset, we observe that there are 117295 points of interest obtained for the city
of London. This volume of data points is quite high and complex to integrate into a multivariate model
and needs to be categorized. The wiki page of OpenStreetMaps for key: amenity showcases the different
categories that the amenities are divided into [17]; inspired by this, a subjective categorization is created
for all the points of interest. The different categories created for the POIs are Community, Commer-
cial, Educational, Entertainment, Financial, Government, Healthcare, Miscellaneous, Sustenance, and
Transportation. The categories are described in table 3.4 below. The category Miscellaneous is removed
from the analysis as it contains amenities such as garbage bins, telephone, toilets, bench, etc which are
unimportant and do not attract people to travel towards it.

Each POI belongs to one specific category. The motivation behind choosing the category for a POI
is the activity behind it and the categorization present in the wiki page of OpenStreetMaps [17]. For
example, religious places are primarily for the communities, and London is a multicultural city, and
do not require financial consumption. Hotels are primarily for tourists and tourists visit places for
entertainment; Hence, hotels are assigned for tourists. The assumption taken here is that this dataset
encompasses all the POIs in the city of London and the OSM dataset acts as a proxy for the entire city of
London. There are many limitations considered in this section. First, in a city such as London contains
a huge proportion of working-class people who travel to offices during the weekdays. This is observed
in the Peak timings for the weekdays in section 3.4. However, the data for the office locations, and the
levels of office buildings, are not available and the available data in OSM is utilized and categorized
as Commercial as it is a commercial land-use space. Each office/business can be considered as a point
of interest as it is attracting people towards it irrespective of the purpose and London contains many
tall structures containing multiple offices, implying numerous points of interest. There might be other
offices such as factories, industries, construction work, etc for the blue-collar citizens who may use public
transport frequently. There might be other points of interest that the OSM data does not capture and
is a major limitation to consider. Land-use data can be used to add additional information regarding
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the POI data but the data was not available in the format required. However, OSM data has the
column ’landuse’ and is utilized in the categorization of POIs. These are the limitations considered in
the spatial aspects. The above-mentioned people/POIs might be missed out from the analysis and this
is a limitation in the study to be noted.

The final limitation is the time aspect of the points of interest. The dataset is considered to be the
same throughout the week, indicating that all the places are available to people at all times throughout
the week. However, this is not the case in real life. Offices are open during certain timings, businesses
operate in a vast range of time schedules, schools and government offices follow a particular schedule.
This can be categorized for the type of population as well. Having said that, that is not included in
the study due to time and data availability limitations and can be explored in future works. If the
data is available, then machines with high-performance capabilities would be required and the data
would be considered as big data. The difference is also noted between weekdays and weekends. Usually,
weekdays have a similar pattern and Saturdays are open longer for some locations while on Sundays lots
of locations close early. This pattern is observed in section 3.4. Having said that, these limitations are
important to consider and assumptions are made for the research to understand and solve the problem.

Table 3.4: POI categories summarized

No. POI Category Count Description Examples
1 Commercial 28835 Commercial spaces such as Shopping, Supermarkets and Offices convenience, clothes, office
2 Transportation 21742 Transportation related amenities bicycle rental, parking, car sharing
3 Sustenance 20980 Amenities pertaining to food and drinks restaurant, cafe, fast food
4 Miscellaneous 19972 Random amenities garbage bins, telephone, toilets, bench
5 Government 7890 Amenities owned by government post office, police, public buildings
6 Community 5572 Places specific for the communities place of worship, community center, charity
7 Educational 4473 Amenities involving education school, library, college
8 Healthcare 3162 Amenities concerning healthcare pharmacy, dentist, doctor
9 Financial 2524 Banks and ATMs’ predominantly ATM, bank, currency exchange
10 Entertainment 2145 Amenities most attractive for tourists and recreational art, theatre, museum

Now, we have two datasets; 1) comprising the shape of London at a ward level along with corre-
sponding population estimates and 2) the points of interest with a POI category and corresponding
spatial locations. These two datasets are merged using a spatial join using the geopandas library of
Python. The spatial join chosen is intersection and with this, the POIs are embedded onto the poly-
gons depending on their locations in the wards. The POIs are aggregated together at a ward level and
the counts for different POI categories are obtained per ward. This leads to the desired dataset (POI
dataset) with counts of POI categories at a ward along with the total population and spatial features.

This POI dataset is analyzed and illustrated in figure 3.3 below similar to the population represented
in London. We can observe that for categories Government, Sustenance, Transportation, Community,
and Commercial, the POIs are spread all across London while the remaining categories are sparsely
spaced. Though the ranges are different for all categories, the center of London always seems to contain
the highest proportion of amenities. This gives us an overview understanding of the distribution of
POIs across the city of London.
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Figure 3.3: POI categories illustrated across wards of London

Modifiable Areal Unit Problem
It is evident that all the wards are outlined on the map; however, the wards are not on the same scale.
They contain different area sizes and total population values. In this study, it is critical to get the
right resolution or scale of the area to analyze properly. By using the official statistical values, it is
ensured that values are empirically right. However, to analyze the summary of different variables such
as total population per ward would be misleading as each ward is of different size and would lead to
different values for the comparable metrics for the scale and shape of aggregation. This problem is quite
evident for statisticians and researchers and it is deemed as Modifiable Areal Unit Problem (MAUP).
MAUP affects results when point-based measures of spatial phenomena are aggregated into districts,
for example, population density or death rates. The resulting summary values (e.g., totals, proportions,
rates) are influenced by both the shape and scale of the aggregation unit [20]. To tackle this issue, the
whole region can be divided across a custom grid of identically-sized units and the values distributed
across the unit would be comparable. The units chosen are hexagon and the map is modified to a series
of hexagons with identical shape and scale.

A map can be divided into regular shaped grids comprising of any shape such as square or any
kind of polygon. Hexagon is chosen for the following reasons. When comparing polygons with equal
areas, the more similar to a circle the polygon is, the closer to the centroid the points near the border
are (especially points near the vertices). This means that any point inside a hexagon is closer to the
centroid of the hexagon than any given point in an equal-area square or triangle would be (this is due
to the more acute angles of the square and triangle versus the hexagon). Hexagons are also preferred
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for analysis regarding connectivity and movement. For analysis regarding large areas, a hexagon grid
will suffer less distortion due to the curvature of the earth than the shape of a fishnet grid[44] [53]. For
the reasons above, hexagons are determined to be the best fit for solving the Modifiable Areal Unit
Problem(MAUP) in this research.

The total population is adjusted to the hexagon based on the following method. The population
of a hexagon is the summation of the proportion of wards’ area intersecting in the hexagon times the
ward population. For example, if the hexagon is comprising 10% area of a ward, then the population
of the hexagon would constitute 10% of the population of the selected ward. In this way, the area and
population of the hexagons can be determined.

As the hexagon is a polygon by itself, it contains a spatial boundary, and the POIs comprising in the
hexagon can be obtained. From this, we can obtain the following necessary information for a hexagon:
Population and Counts of POIs for the various categories. This is illustrated and discussed in the next
section.

Exploratory Analysis
Figure 3.4 below represents the juxtaposition of distribution of the population of London across hexagons
and wards. We can observe that the maximum population value for the hex-grid is 25000 and the ward
is 30000. This shows that the hexagons are at a smaller level than the wards. Though that might be
the case, the transformed hex-grid looks similar to the ward distribution in terms of the distribution of
the population.

Figure 3.4: Population distributed across London comparison - Hexagons vs Wards

As the hexagons are spatial geometric bodies, the POIs depending on the location can be allocated
to the hexagons using the geopandas package of Python. To illustrate all the categories on a similar
scale, the data has been scaled using a QuantileTransformer function from the sklearn package in the
preprocessing module. This method transforms the features to follow a uniform or a normal distribution.
Therefore, for a given feature, this transformation tends to spread out the most frequent values. It also
reduces the impact of (marginal) outliers: this is therefore a robust preprocessing module [1]. This
transformer is chosen over the other transformers as it would represent the POI categories in the best
way possible given the outliers and representation of the frequent values over a large region. This is
represented in the figure 3.5 below. We can observe that Transportation, Sustenance, Educational,
Commercial, and Healthcare are widely distributed across all over London with Financial being the
least widespread. For Financial, this seems to be right given the prominent amenities are ATM and
bank only. The key observation identified is that the heart (center) of London seems to be the most
prominent boasting the highest POI proportion compared to the rest of the city of London for all the
POI categories.

For the rest of the categories, the outer regions seem deprived of the amenities available in the
hexagon. Though given the purpose of the POI, the POI need not be available everywhere. For
example, a government office or an amusement park (Entertainment) are not needed daily and can be
available at a reachable distance within the city. This indicates that the city of London, in terms of
accessibility, is bountiful of available POIs for the citizens.
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Figure 3.5: POI categories illustrated across hexagons of London

The scatter plots 3.6 below help us understand the distribution of amenities per hexagon. The scatter
plots with linear regression is available in the appendix 8. Linear regression is fit to the plots to measure
the goodness-of-fit metric. The plot in the appendix indicates that linear regression is not a good fit
and multivariate regression is of absolute necessity to obtain good results. The number of hexagons the
corresponding POI categories constitute is also available above each POI category of the scatter plot.
This gives a closer look and an overview understanding of POIs across the hexagons categorically. The
following POI categories are available in over 300 hexagons: Transportation, Sustenance, Government,
and Commercial. In the scatter plot, the categories Sustenance and Commercial seem to follow a similar
pattern, for the same range (1000) as well. Similarly, Community and Educational (both low range)
categories exhibit a different pattern from the rest.
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Figure 3.6: Scatterplots of POI categories across hexagons of London

From the heatmap below 3.7, we can observe the affinity of POI categories among themselves. Cat-
egory Commercial has a high affinity towards Sustenance, Financial, Healthcare, and Transportation.
This indicates that the POIs in Commercial (Shopping and Offices) are available in similar regions
towards the POI categories of Sustenance, Financial, Healthcare, and Transportation. The highest
values (greater than 0.9) observed are between the pairs (Commercial, Sustenance) and (Financial,
Sustenance). This is also observed in the scatter plot ?? above. From a critical perspective, it can be
said that shopping, offices, restaurants, eateries, and ATM exist within the same range prominently.
This is observed in the real world. Entertainment has the highest affinity towards Sustenance and on
a conceptual level, this makes perfect sense as people who perform Entertainment activities usually go
to a bar/restaurant for food and drinks. Financial has a high affinity towards Sustenance indicating
that ATMs’ are usually around places offering food and drinks. It is also observed that Sustenance
and Healthcare have high correlation values for all POI categories. Though Healthcare and Sustenance
do not have an affinity, this indicates that these POI categories are much closer to POIs from other
categories than the rest.

The lowest values (less than 0.6) observed are between the pairs (Entertainment, Community) and
(Government, Entertainment). Community amenities exist usually in residential areas and Government
buildings are public properties that exist in allocated locations. It would be safe to say Entertainment
amenities would not exist near these locations and would require from those amenities locations to
Entertainment locations. Comparing to the scatter plots ?? above, the patterns exhibited between
these categories are not similar in any way. The Educational and Community categories though looked
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similar in the scatter plots, the heat map value (0.65) does not affirm that hypothesis and tells us that
the correlation between them is not high as it seems. By putting together the different perspective
visualizations and analysis, we can understand the relationship between the POI categories in a deeper
sense. Thus, this heatmap validates that the data collected is imitating real-life observations.

Figure 3.7: Heatmap of POI categories across hexagons of London

Travel data
The OD data files which contain the days of the week: MTT (Monday to Thursday), FRI (Friday),
SAT (Saturday), and SUN (Sunday) for the different modes of rail network: London Underground
(LU), London Overground (LO) and Docklands Light Railway (DLR). All these files contain similar
data structure - The mode, Origin station codes and name, Destination station codes and name, count
of people traveling between origin and destination across eight-time frames apart from the Total value.
The time frames are as following: Morning (0500-0700), AM Peak (0700-1000), Inter Peak (1000-1600),
PM Peak (1600-1900), Evening (1900-2200), Late (2200-0030), Night (0030-0300), and Early (0300-
0500). All of the OD files are compiled together to form a single OD dataset. However, this dataset
does not contain the spatial locations of the stations.

By using the Station Coordinates (SC) file, the locations of the stations in the OD dataset can be
determined. There are a few mismatches given the names can differ in the datasets. For example, in the
SC file, the name might be ’West Hampstead LO’ for mode LO but in the OD file, the name is ’West
Hampstead’. Such mismatches are observed and handled via renaming the station names. After this,
there were a few observations where the station coordinates were not available for the stations in the
OD dataset. This is handled by manually entering the coordinates observed from the Doogal website
[19]. This website contains the spatial coordinates for all the stations in the city of London. Finally,
by merging both the datasets we can obtain the OD compiled information along with the origin and
destination spatial coordinates.
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Exploratory Analysis
The figure below 3.8 showcases the Origin-Destination Flows across different days: MTT, FRI, SAT,
and SUN for the modes: LU, LO, DLR. It is evident that most of the travel volume is for the mode
London Underground (LU) by a huge margin and then followed by DLR and LO. MTT and FRI follow
a similar pattern and this is the case of SAT and SUN as well; this proves to us that the travel flows
differ between the weekdays and the weekend. For MTT and FRI, the first peak occurs at the AM Peak
(0700-1000) and the second peak occurs at PM Peak (1600-1900). This corresponds to the travel volume
people go to work in the morning and the evening, they either get back home or travel elsewhere after
finishing their office duties. For SAT and SUN, there is only one peak at Inter Peak (1000-1600) and
this shows us that on the weekends, people relax in the morning and go out to explore other activities
at noon. There is one critical difference to be noted. On Sunday, the maximum flow observed is almost
1.2 million people while for all other days it is around 1.4 million people. This indicates that 200,000
people do not travel or do not use the rail on Sunday. For all days, after the peaks, the travel volumes
fall drastically as the day turns to night.
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Figure 3.8: Origin-Destination Flows across different days: MTT, FRI, SAT and SUN for the modes: LU, LO, DLR

The below figure 3.9 highlights all the hexagons in which the rail stations of London, for the modes
selected, are available. It is observed that the rail network is not spread across all of London and the
heart (center) of London has a well-connected system. There might be other transportation networks
for the rest of the non-rail hexagons of London which seems to be an extension of the main London
region. For this research, the hexagons containing rail stations are considered as the travel volume is
necessary for the study.
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Figure 3.9: Hexagons representing the rail stations of London. The highlighted hexagons contains rail stations within
them.

Final OD dataset
The two important datasets for the process are extracted, analyzed, and modified. By merging the POI
and Travel datasets, we can obtain the final dataset. The station locations can be pinpointed in the
hexagons and we can obtain the flow between the stations for the same. It is observed that there are
multiple stations in a hexagon and this leads to multiple flows arriving in and out of the hexagons. It
is important to have the flow at a hexagon as the research objective is about the influence of POI on
mobility. Thus, the flow between hexagons can be obtained by aggregating the flows between stations
residing across the hexagons in London. By summing up all flows at a hexagon level, we can finally
obtain the total flow between hexagons for the research.

At this stage, we have the information at a hexagon level comprising of Total Population, Counts
of POIs for the various categories, and Flow between them. The only missing variable is the distance
between the hexagons. The critical assumption undertaken in terms of the calculating distance between
hexagons chosen for the research is the distance of the centroid of the origin hexagon to the centroid
of the destination hexagon. This is calculated using the geopandas package in python. After the
calculations, we have the complete final OD dataset necessary.

It is observed that the different days of the week represent different travel flows and especially, the
difference is between the weekdays and the weekend. By combining them and summarising them to a
single day would not help us understand the above difference. This phenomenon is known as Simpson’s
paradox [78]. It is observed in which a trend appears in several different groups of data but disappears
or reverses when these groups are combined. Hence, the final OD dataset is divided across for all days:
MTT, FRI, SAT, and SUN, and the multivariate regression models would be built for the same instead
of having only one model. Thus, for this research four models will be developed for each of the days.

Exploratory Analysis
First, the day MTT is chosen for exploratory analysis. The POI distributions below are the same for all
days as the difference between the days is only observed for the travel flows. Figure 3.10 below shows
the frequency of hexagons for the POIs available per POI category For Commercial category, we can
observe that there are around 110 hexagons with up to 100 commercial POIs in the hexagon. There are
a few hexagons with high POIs count and can be seen for all POI categories. This can be indicated as
the center or most popular area in London. For categories - Commercial, Sustenance, Transportation,
and Entertainment it is observed that there is a large number of hexagons with low POIs count. For the
categories Community and Government, there is an adequate number of POIs for the range of hexagons
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available. However, they also contain a lower maximum range of count of hexagons compared to the
rest of the categories. This is similar to the observations presented in the previous section.
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Figure 3.10: Frequency of Hexagons for POIs available across POI categories

Next, the figure 3.11 illustrates the POI categories distribution across hexagons of London. This is
similar to figure 3.5 but in this case, the hexagons are highlighted if they contain rail stations within
them and rescaled to fit the data. The MinMaxscaler function from the Preprocessing module of sklearn
is used to get the categories on a similar scale. The transformer is chosen as transforms features by
scaling each feature to a given range. It is observed there a few hexagons at the center with high POI
distribution value while the outer regions contain the minimum value. This is similar to the figure 3.5
in the terms of the distribution of POIs. The hexagons in which the rail network exists has similar
coverage of POIs for the city of London. Hence, the research study can be easily extended by adding
different travel models.
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Figure 3.11: POI categories illustrated across hexagons of London

The POIs available per POI category across distance quantiles are examined in figure 3.12. This
helps us understand the distance traveled by a person towards a destination hexagon comprising the
POIs. For instance, a person has more than 4000 Commercial POIs within 16 km distance and has
more choices within the Commercial category. As the distance increases, the counts of POIs available
decreases drastically across almost all categories. This affirms that the data collected is accurate and a
good fit for the estimation. It is interesting to note that Education and Sustenance POIs are distributed
quite evenly irrespective of distance, implying that these POIs are essential for everybody.
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Figure 3.12: POIs available per category for a destination hexagon by distance quantiles

The travel data for all days are available for 8-time frames divided across a day with various periods.
The time frame is described in the table below 3.5.

Table 3.5: Time frame distribution in a day - OD dataset

No. Time frame Time
1 Morning 0500-0700
2 AM Peak 0700-1000
3 Inter Peak 1000-1600
4 PM Peak 1600-1900
5 Evening 1900-2200
6 Late 2200-0030
7 Night 0030-0330
8 Early 0330-0500
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Figure 3.13: Distribution of flow for time frames of the day across distance quantiles - MTT

Figure 3.13 above shows the distribution of the flow of people traveling in different time frames of
the day MTT across distance quantiles, the total distance is 80 km and each quantile valuing at 20
km. On examination, we find that, for Morning and Night, Quantile 2 is more than Quantile 1 which
indicates that people are traveling up to 40 km in these time frames. In the rest of the time frames, the
flow is the highest for quantile 1 (20 km) by a large margin and deteriorating as the distance increases.

To get a closer look, the same distribution is replicated for deciles where each decile consists of 8
km in figure 3.14. The Peak periods - AM Peak, Inter Peak, PM Peak along with Evening and Total
seem to exhibit a similar pattern; The decile 1 being the largest flow and gradually decreasing for every
decile. An interesting aspect to note is that the flow for decile 5 (32-40 km) is more than that of decile
4 (24 -32 km) for all time frames. This could indicate that people with closer proximity chose not to
use the rail network and prefer other modes of transport (including private).

This graph helps us understand the usage of the rail network across London for different time frames.
It shows the necessity of the rail network for people to travel to their respective destinations depending
on the time of the day. The distributions if studied in detail, might help in predicting similar patterns
for future projections and allocate travel demand volumes appropriately.
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Figure 3.14: Distribution of flow for time frames of the day across distance deciles - MTT
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For the different time frames of the day, the frequency of hexagons for corresponding flow values is
illustrated in figure 3.15. It is observed that over most of the hexagons have had similar flow values per
destination and a few hexagons have high flow values. This confirms the above observation that most
of the hexagons follow similar characteristics. Similarly, the flow is illustrated on a similar scale for all
time frames across the hexagons of London in figure 3.16. This helps us understand the location of the
hexagons with high flow distributions, which seems to be the center. The center is observed to contain
high counts of POIs as well as flow value compared to the rest of the city.

Figure 3.15: Frequency of Hexagons for travel flow across time frames of the day - MTT

The distributions seem to be power-law with extremes on both tail ends for both the axes. The rest
of the days follow similar characteristics and hence are not showcased in the main section. They will
be available in the appendix chapter 8. As the hexagon is at a bigger level than the station radius, the
travel volumes are aggregated and representing similar characteristics for any time frame. If the level
of a hexagon is much smaller, then different distributions might have been observed. For this research,
it is assumed that all the time frames follow similar patterns in terms of distribution and would result
in similar estimated values. However, experiments would be conducted to observe any key differences
between estimating among the time frames.

Figure 3.16: Flow distribution illustrated for time frames of the day across hexagons of London - MTT

The below figure 3.17 showcases the average distance traveled to the destination hexagon. On
average, people travel 20 km to around 50 hexagons in an MTT day. After that, the frequency drastically
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diminishes as distance increases. This indicates that 20 km is the optimal distance a person chooses to
travel in the city of London using the rail network.

Figure 3.17: Average distance traveled to a destination hexagon - MTT

The distribution upon testing generated the following results represented in 3.18. Cullen and Frey’s
graph is used to determining the best possible fit among the distribution families [30] [24]. It could
follow Weibull, lognormal, or gamma distributions depending on the observation and corresponding
bootstrapped values. Depending on the distribution, data can tell us intricate information at a hexagon
level and could be used to obtain accurate estimations. This can be explored for future work. The rest
of the days - FRI, SAT, and SUN follow similar characteristics and are available in the appendix 8 for
reference.
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Figure 3.18: Cullen and Frey graph for obtaining the type of distribution represented in figure 3.17
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3.5. Discussion
This chapter explored the individual datasets obtained from multiple sources and established the final
OD dataset. The POI data were categorized and the relationship between the different POI categories
was explored. It was determined that the data follows real-life characteristics and is ideal for the
research given the limitations and assumptions. The travel data was briefly explored on a day (MTT,
FRI, SAT, and SUN) basis and it was observed that there are no critical differences in the behavior
patterns between them. The exploratory analysis of the final OD dataset was further conducted. The
key insight generated is the travel flow follows the notion that the travel flow decreases with an increase
in OD distance. This affirms that the dataset obtained is following the gravity law, as discussed in
chapter 2. Further exploration tells us that the center is the heart of the city and it attracts high
travel volumes as well as a high distribution of POIs compared to the rest of the city. The time frames
visualizations showcase that travel volumes differ greatly across the different time frames of the day
and distance plays a critical factor in determining the travel flow for the specific times.

It is also determined that linear regression (available in appendix 8)is not adequate and multivariate
regression is necessary to solve our problem. In chapter 2, it was determined that multivariate regression
is the model technique selected and POI categories will be input variables to the model. The POI counts
are obtained for each POI category and they are categorical variables. Thus, the models are to be built
for all the different days, and the models that input POI counts as variables are to be determined. This
concludes this chapter and the methods for model development are discussed in the next chapter 4.



4
Methodology

In chapter 4, initially, the findings from the previous chapter 3 discussed and summarized. This is fol-
lowed by Model development: the section where the Poisson and Negative Binomial regression methods
are introduced. The methods to determine the final models from the experimentation between Poisson
and Negative Binomial regression models are discussed in the Model selection section. The model selec-
tion methods combined form an advanced holistic model section system. Finally, the method ’Sorensex
Similarity Index (SSI)’ [82] used to validate the model results is discussed.

4.1. Introduction
In the previous chapter 3, the data preparation framework was designed and the final OD dataset was
obtained. In section 3.4, the exploratory analysis was presented in detail. There are two important
points to consider here. The primary division of the dataset is by the days and the regression models
have to be selected. There are four days of travel flows available and if time can be added as a variable,
then a singular model can be obtained for all days. From the exploratory analysis, it is discovered
that all of the days follow similar behavior patterns, and hence, a model for one day can be developed
and replicated for the other days. Next, the models that are yet to be built are to be decided. The
POI categories are categorical variables and the regression models should have the capability to process
them. This is elaborated in the model development section.

In a regression model, the dependent and independent variables exist. The dependent variable
of the regression model would be the travel flows between origin and destination. The independent
variables would be the origin and destination populations along with the distance between them as well
as the POI categories. Multiple experiments need to be conducted to determine the changes in the
dependent variable by manipulating the independent variables. An independent variable is a variable
that is changed or controlled in a scientific experiment to test the effects on the dependent variable. A
dependent variable is a variable being tested and measured in a scientific experiment [105].

4.2. Model Development
In this phase, the methods used to develop the model are discussed. The model results are discussed
in the next chapter. From the literature review, it is decided that multivariate regression analysis is
selected for model development. However, there are many variations of multivariate regression analysis
such as Logistic regression, Binomial regression, Poisson regression, and many more. Depending on the
nature of the data, the regression analysis to be performed is selected. Given the data is count data
and non-negative, Poisson regression and Negative Binomial regression can be performed. Regarding
the gravity model, researchers have performed various tests and some of them argue that Poisson
distribution is the better fit while others argue that Negative Binomial is the apt solution [63] [61] [64]
[62]. From a statistician’s perspective, it can be said depending on the distributing tests and model
fitness tests, the appropriate model is can be determined. These models are known as generalized linear
models and it is discussed in the following section.

33
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Generalized linear models (GLM)
Generalized linear models were formulated by John Nelder and Robert Wedderburn as a way of unifying
various other statistical models, including linear regression, logistic regression, and Poisson regression
[96]. They proposed an iteratively reweighted least squares method for maximum likelihood estimation
of the model parameters. Maximum-likelihood estimation remains popular and is the default method
on many statistical computing packages. Other approaches, including Bayesian approaches and least-
squares, fit variance stabilized responses, have been developed.

The generalized linear model (GLM) is a flexible generalization of ordinary linear regression that
allows for response variables that have error distribution models other than a normal distribution. The
GLM generalizes linear regression by allowing the linear model to be related to the response variable
through a link function (estimates) and by allowing the magnitude of the variance of every variable to
be a function of its predicted value.

The model development phase is completely performed in the software R. R is an open-source
free tool and is extremely popular for statistical analysis. It offers a wide range of libraries for data
structuring to statistical tests. In R, you can perform all kinds of GLM variations and check if the data
is appropriate for the model as well as to measure the estimates needed for the study. The glm package
in R is built for the same purpose [33].

The dependent variables of the model are the origin and destination populations and the distance
between them. These variables are essential to the model as they are the foundation for the traditional
gravity model and this research utilizes the gravity model as mentioned in section 2.4. The remaining
variables such as POI categories and any additional variables are independent variables for the model.
The independent variables will go through a series of experiments to determine which of them are
essential and non-essential to the model results.

Poisson regression
In statistics, Poisson regression is a generalized linear model form of regression analysis used to model
count data and contingency tables. Poisson regression assumes the response variable Y has a Poisson
distribution and assumes the logarithm of its expected value can be modeled by a linear combination of
unknown parameters. A Poisson regression model is sometimes known as a log-linear model, especially
when used to model contingency tables [66].

A characteristic of the Poisson distribution is that its mean is equal to its variance. In certain
circumstances, it will be found that the observed variance is greater than the mean; this is known as
overdispersion and indicates that the model is not appropriate. A common reason is the omission of
relevant explanatory variables or dependent observations. Under some circumstances, the problem of
overdispersion can be solved by using quasi-likelihood estimation or a negative binomial distribution
instead of [52].

Negative binomial regression
Negative binomial regression is a generalization of Poisson regression which loosens the restrictive as-
sumption that the variance is equal to the mean made by the Poisson model. The traditional negative
binomial regression model, commonly known as NB2, is based on the Poisson-gamma mixture distri-
bution. This formulation is popular because it allows the modeling of Poisson heterogeneity using a
gamma distribution [95]. The negative binomial regression indicated in Michael L. Zwillings work [122]
follows the following equation.

𝑙𝑛(𝜇) = 𝛽ኺ + (𝛽ኻ𝑥ኻ) + (𝛽ኼ𝑥ኼ) + (𝛽ኽ𝑥ኽ) + .... (4.1)

Poisson and Negative binomial regression methods are discussed and have been utilized in researching
mobility. Both models are going to be built in a series of experiments. To determine the best models
between them, the model results have to be evaluated. To evaluate the model results, a few methods
are discussed in the next section and a holistic system of model selection methods are determined.

4.3. Model Selection
Depending on the nature of the data and goodness-of-fit, we can determine the appropriate model for
our research. Apart from that, the model results provide the following metrics - AIC, p-value, and
Deviance residuals. These metrics determine if the data fits well with the model. The lower the AIC
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value, the better the data fits the model. The Akaike information criterion (AIC) is an estimator of
out-of-sample prediction error and thereby the relative quality of statistical models for a given set of
data [50] [49]. Given a compilation of models, AIC estimates the quality of each model, relative to each
of the other models. Thus, AIC could provide further insight for model selection.

In statistical significance testing, the p-value is the largest probability of obtaining test results at
least as extreme as the results observed, under the assumption that the null hypothesis is correct [116].
A very small p-value means that such an extreme observed outcome is very unlikely under the null
hypothesis. Reporting p-values of statistical tests is common practice in academic publications of many
quantitative fields [94]. Though p-value is not the best metric to rely upon, it serves as a good indicator
to differentiate the results [74].

Deviance is a goodness-of-fit statistic for a statistical model and it is often used for statistical
hypothesis testing. It is a generalization of the idea of using the sum of squares of residuals in ordinary
least squares to cases where model-fitting is achieved by maximum likelihood. It plays an important role
in exponential dispersion models and generalized linear models [47]. The deviance residuals can be used
to check the model fit at each observation for generalized linear models [7]. If the deviance residuals
are relatively high, it indicates that the data did not fit the model efficiently and other methods might
have to be used.

However, this does not tell us the effectiveness or any properties regarding the model. To understand
the model’s effectiveness and select the final models, the Root Mean Square Error (RMSE) and R
squared (R2) are key measurements chosen for this process. In statistics, the coefficient of determination
denoted R2 or r2 and pronounced "R squared", is the proportion of the variance in the dependent
variable that is predictable from the independent variable(s). When evaluating the goodness-of-fit of
simulated (predicted) vs. measured (estimated) values, it is not appropriate to base this on the R2
of the linear regression. The R2 quantifies the degree of any linear correlation between empirical and
predicted data, while for the goodness-of-fit evaluation only one specific linear correlation should be
taken into consideration. Thus, for GLM models, being not linear regression, R2 can be used as a
pseudo indicator [32] [81] [101].

Root Mean Square Error (RMSE) is the standard deviation of the residuals (prediction errors).
Residuals are a measure of how far from the regression line data points are; RMSE is a measure of how
to spread out these residuals are. In other words, it tells you how concentrated the data is around the
line of best fit. Root mean square error is commonly used in climatology, forecasting, and regression
analysis to verify experimental results [34].

The following equation would be a good representation of the model to be developed. The assumption
is considered in the study that people travel from one location to another due to the attraction of the
amenities available at the destination. The key objective of this research is to estimate the travel
flow between the origin (O) and destination (D) with the aid of POIs. The gravity model along with
the multivariate regression approach was decided in the literature review chapter 2. Given there are
multiple variables at play, the multivariate regression is the guiding arrow for developing the model.
Improving on the gravity model 2.1 and other equations 2.2, 4.1 presented so far, the following equation
4.2 is developed.

𝑓(𝑇𝑟𝑎𝑣𝑒𝑙𝐹𝑙𝑜𝑤)ፎፃ = 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛ፎ + 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛ፃ + 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒ፎፃ + 𝑃𝑂𝐼ኻ + 𝑃𝑂𝐼ኼ + 𝑃𝑂𝐼ኽ.... (4.2)

where the dependent variable Travel Flow between the origin (O) and destination (D) is a func-
tion consisting of the following independent variables: Origin Population (Population_O), Destination
Population (Population_O), the distance between OD (Distance_OD) and the remaining variables are
the POI categories determined. The traditional gravity model does not contain the POI categories and
by adding the POI categorical variables and modifying it, it is estimated that the effectiveness of the
model developed will be superior. The novel idea presented in this research is evolving to fruition now.

The methods to select for model validation are discussed. The p-value would determine the signifi-
cance of the dependent variable in the model. The AIC value helps us understand the model performance
to a certain extent. The RMSE helps us understand the error difference between the estimated and em-
pirical values. R2 aids us in evaluating the goodness-of-fit of the estimated data. The methods together
encompass a holistic system for selecting the final models. The data obtained drives the model selection
criteria and it is important to note that this is a data-driven approach. Thus we have determined that
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both negative binomial and Poisson regression models are to be developed for experimentation and
depending on the model selection methods, the final models will be decided.

4.4. Model Validation
In this phase, the methods for the model validation are discussed. The accuracy of the model is
determined by validating the estimated values against real data. The Sørensen similarity index (SSI) is
a similarity measure that evaluates the amount of closeness between two sample data sets [82]. It can
be used to assess the performance of different models using the traditional goodness-of-fit measures for
human mobility models.

𝑆𝑆𝐼 =
2Σ።,፣𝑚𝑖𝑛(𝑇፦።፣ , 𝑇፝።፣)
Σ።,፣𝑇፦።፣ + Σ።,፣𝑇፝።፣

(4.3)

where 𝑇፝።፣ and 𝑇፦።፣ are the actual and predicted trip flows, respectively, from location i to location j.
The value of SSI is between zero and one, with zero indicating complete disagreement and one indicating
equality.

To analyze if the models are performing more efficiently than the existing gravity models, the
traditional gravity models for the different days: MTT (Monday to Thursday), FRI (Friday), SAT
(Saturday), and SUN (Sunday) are also developed. Thus in conclusion, for each day selected two
models are developed and the estimated flows are compared to see the efficiency and accuracy of the
gravity models. From these results, policy recommendations can be developed.

Thus, we have determined the complete methodology framework starting from data preparation to
model validation. The methods for data preparation are discussed and the data is explored to determine
the final OD dataset. The model development section will contain eight models in total; two for each of
the days of the week - MTT (Monday to Thursday), FRI (Friday), SAT (Saturday), and SUN (Sunday).
The methods for model development and model validation are also discussed. The next chapters will
focus on the discussion of the results from the implementation of these methods.
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In this chapter, multiple models are created and among them, a few effective models are selected for the
results. A few sets of experiments are conducted to analyze the POI categorical variables’ significance in
the estimation of flow between two selected locations for both Poisson and Negative Binomial regression
models. Finally, from the various sets of experiments, the final effective models are selected.

5.1. Experimentation
In the Experimentation section, a series of experiments are designed to determine the right model(s)
to solve our main research question - "How to estimate human mobility by using points of interest?".
The purpose of this experimentation is to figure out the dependency of the variables in a model.

There are six sets of experiments conducted in this process. In all the experiments, both Nega-
tive Binomial and Poisson regressions are developed. The experiments contain combinations of the
dependent variables. The gravity models, which compromises the origin-destination population and the
distance between them, are also included in the experiments. After a series of iterations and experimen-
tation, the models in each set of experiments are chosen. The iterations consisted of removing the POI
categorical variables from a model consisting of all variables and adding variables to the gravity model.
The main methods used to determine the design of experiments and the models within the experiments
are p-value and AIC.

The experiments are conducted in a series. The first set of experiments is the foundation for the
next set of experiments. Depending on the results obtained in Set I, the other set of experiments is
actualized. The experiment overview is provided in the table below 5.1.

Table 5.1: Experiment overview

Set Sample size NB models Poisson models Description
Set I 14772 6 7 Complete flow range (Max value - 86640)
Set II 14762 5 6 The flow is limited to 30000
Set III 12579 6 4 The flow is limited to 380
Set IV 14697 7 4 The flow is limited to 10000
Set V 14772 7 4 The models are experimented for different time frames
Set VI 14772 4 4 The difference between origin destination POIs counts is chosen as the variables

First, the experiments are conducted for MTT and then the rest of the days will follow. It is
important to note that the rest of the days are crucial to the analysis as the results for the other days
will validate the model results for MTT. Apart from this, we can also learn any new insights from
the difference between days. All the models contain origin and destination population along with the
distance between them. Additionally, all the data points with distance ’0’ have been excluded from
the analysis and they are less than 1% of the sample sizes for all the days; the assumption being these
people are not traveling from an origin to a destination with a measured distance. They are the OD
travel flows between stations in the same hexagon. A new variable ’Differentiator’ is created to improve
the effectiveness of the model. The design of the Differentiator variable is outlined in table 5.2 below.

Apart from this, three new groups (variables) are created for the experiments. The groups are a
combination of POI categories and are showcased in the table 5.3 below. The categories are created
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Table 5.2: Experiment overview

Differentiator level Flow range
0 Less than 381 (Mean of flow)
1 381 (Mean) - 1000
2 1000 - 10000
3 Greater than 10000

based on the observations in Set I. Commercial and Community contain the least significance in p values
when all the variables are present in the model. The most significant variables are group 3 comprising
of Educational, Transportation, Financial, Healthcare. The rest of the variables are under group 2. The
groups all together comprise all the POI categories and each of them holds significance in the model
experiments.

Table 5.3: Experiment overview

Group Categories
1 Entertainment, Sustenance, Government
2 Commercial, Community
3 Educational, Transportation, Financial, Healthcare

Set I and II experiments are going to be discussed in detail first and then the design process of the
rest of the sets will follow. First, the sets are discussed for the day MTT and then the rest of the days
is summarised.

Set I experiments
As mentioned above, in this set, the complete dataset is used to build negative binomial and Poisson
regression models. It is important to note that all the models contain the origin and destination
population along with the distance between them and the Differentiator variable. The key difference
between the experiments is the combination of POI categories. First, the negative binomial models are
described in the table below.

Table 5.4: Set I - Negative Binomial experiments

No. Name Description
1 nb1 All variables
2 nb2 All variables excluding Commercial, Community, Government and Healthcare
3 nb3 POI categories included are Educational, Transportation, Financial and Healthcare
4 nb4 POI categories Commercial, Community, Government, Entertainment and Sustenance are combined to one group and added to model, so it has all variables
5 nb5 Group 1 and 2 are added to individual Group 3 variables
6 nb7 All 3 Groups implying all variables

The negative binomial regression allows for certain conditions to converge and generate the model.
The gravity model and any model without the Differentiator variable do not converge and thus, all
the models contain the Differentiator variable. The plots for the flow predicted versus empirical are
generated at a log scale and showcased in figure 5.1 below.

It is observed that all the models follow similar patterns and there’s a clear division between levels
of the data. This is caused by the Differentiator variable as it provides a clear distinction in the flow
causing the predictions to follow similar level patterns. It is observed that there is a dense section of
points on the left corner within 0-10000 and a few points are dispersed for the later ranges. To get a
closer look, the plot scale is limited to 20000 on both axes and presented in figure 5.2. We see a similar
nature in this scoped down plot as well. There is a dense section of points below 2500 for both axes
and the rest is dispersing as the flow increases.

To understand the data properly, the same is represented in the log scale in figure 5.3. By having a
log scale, we can observe the nature of data at a wider scale. In the log scaled plot, the nature of data
is visually clearly represented with the levels defined by the Differentiator variable. As there four levels
in the Differentiator, the output is also produced in four levels.
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Figure 5.1: Negative Binomial experiments - Flow predicted vs empirical - MTT
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Figure 5.2: Negative Binomial experiments - Flow predicted vs empirical - MTT
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Figure 5.3: Negative Binomial experiments - Flow predicted vs empirical - MTT
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Similarly, the Poisson experiments are conducted and the experiments are described in table 5.5
below. The gravity model can be developed with Poisson regression and helps us understand the model
performance of traditional methods compared against the new methods.

Table 5.5: Set I - Negative Binomial experiments

No. Name Description
1 p1 All variables
2 p2 All variables excluding Commercial, Community, Government and Healthcare
3 pg Gravity model
4 pg2 Gravity model with Differentiator
5 p3 POI categories included are Educational, Transportation, Financial and Healthcare
6 p5 Group 1 and 2 are added to Educational, Transportation and Financial (Healthcare excluded)
7 p6 All 3 Groups implying all variables

The negative binomial regression allows for certain conditions to converge and generate the model.
The gravity model and any model without the Differentiator variable do not converge and thus, all the
models contain the Differentiator variable. The plots for the flow predicted versus empirical flows are
generated at a log scale and showcased in figure 5.1 below.

The Poisson regression converges better than the Negative Binomial regression models, given the
gravity model can be generated for this method. The plots for the flow predicted against the empirical
flow are presented in 5.4. The Pg plot, being the gravity model, showcases the dispersion of the data
without any Differentiator variable. The remaining models include the Differentiator variable and follow
a similar pattern. To get a closer look, the scale for the axes is converted to logarithmic and showcased
in 5.5. We can observe that the plot looks similar to the Negative Binomial regression plots developed
above.
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Figure 5.4: Poisson experiments - Flow predicted vs empirical - MTT
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Figure 5.5: Poisson experiments - Flow predicted vs empirical - MTT
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To look at the models’ results from another perspective, the boxplot of the flow predicted and
empirical is presented in figure 5.6. We can observe that the Negative binomial flows are having tail end
values and can keep up with the high flow values. The Poisson are denser and have a maximum value
of 40000 and show different behavior compared to the Negative binomial estimations. We can also see
that the pred_p_g (Gravity model) is on the lower side and not up to mark for the estimations.

Figure 5.6: Boxplot of all flows of Set I - MTT

Set II experiments
In this set, the flow range is limited to 30000. Thus range is chosen as certain high range flow values
might affect the model performance. There are ten high range flow values above 30000 and these are
removed from the initial complete dataset. Similar to the above Set I experiments, it is important to
note that all the models contain the origin and destination population along with the distance between
them and the Differentiator variable. The Negative binomial and Poisson experiments conducted are
described in table 5.6 below.

Table 5.6: Set II - Negative Binomial experiments

No. Name Regression Model Description
1 nbx1 Negative binomial All variables
2 nbx2 Negative binomial POI categories included are Educational, Transportation, Financial and Healthcare
3 nbx3 Negative binomial POI categories Commercial, Community, Government, Entertainment and Sustenance are combined to one group and added to model, so it has all variables
4 nbx4 Negative binomial Group 1 and 2 are added to Educational, Transportation and Financial (Healthcare excluded)
5 nbx5 Negative binomial All 3 Groups implying all variables
6 px1 Poisson All variables
7 px2 Poisson All variables excluding Healthcare
8 px3 Poisson POI categories included are Educational, Transportation, Financial and Healthcare
9 px4 Poisson POI categories Commercial, Community, Government, Entertainment and Sustenance are combined to one group and added to model, so it has all variables
10 px5 Poisson Group 1 and 2 are added to Educational, Transportation and Financial (Healthcare excluded)
11 px6 Poisson All 3 Groups implying all variables

Similar to Set I, plots for the empirical vs predicted flows are developed for all the experiments and
showcased on a logarithmic scale in the figures below. The negative binomial results are available in
figure 5.7 and the Poisson results are in figure 5.8. We can see that both of the plots are similar in
nature to that developed in Set I and have the patterns differentiated in different levels. Though the
large flow values were removed, the nature of the data is still the same.
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Figure 5.7: Negative Binomial experiments - Flow predicted vs empirical - MTT
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Figure 5.8: Negative Binomial experiments - Flow predicted vs empirical - MTT
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To observe the results from another perspective, a boxplot of the flow predicted and empirical is
presented in figure 5.9. We can observe that the Negative binomial flows are having tail end values and
are exceeding the empirical flow values. The Poisson flows are denser and have a maximum value of
less than the empirical data and show better flows comparable than the Negative binomial estimations.
From this, we can deduce that Poisson models are performing better than the negative binomial models.
However, this provides information regarding the range of the flows only and no further information.

Figure 5.9: Boxplot of all flows of Set II - MTT
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Experiments Set Design
The design of the rest of the sets of experiments is discussed in this section. The plots generated in the
other sets follow similar characteristics as Sets I and II and thus, not showcased in the main section of
the report. The predicted vs empirical plots for the other sets are showcased in the appendix.

Set III comprises of the dataset where the Differentiator variable level is equal to 0. So, it comprises
of a smaller dataset where the maximum flow value is the mean value of the complete dataset. Though
it contains half of the flow values, it contains 85% of the dataset used in Set I. This indicates that there
are very few extremely high flow values, implying high popularity. This experiment is chosen to observe
the estimations developed for small flow samples.

Set IV comprises of the dataset where the Differentiator variable level is not equal to 3. This
indicates that the maximum flow value of this dataset is 10000 and it is only 75 values less than the
complete dataset. The purpose of this experiment is to observe the estimations developed for a sample
size between Set III and Set II.

Set V comprises of the models developed for the different time frames. In this case, the time frames
for which the negative binomial regression converges are Morning, AM Peak, and Early. These time
frames expect AM Peak to contain extremely low flow volumes and are not important time frames
to consider. Regarding Poisson regression, the models are developed for all time frames and the time
frames with high flow volumes are considered. The time frames with high flow volumes are AM Peak,
Inter Peak, PM Peak, and Evening.

Set VI is a special set of experiments. Given people are traveling from origin to destination locations
for the POIs available, the assumption considered here is that people are traveling for the amenities
available at the destination and not available at the origin. So, the POI categories present in this set
are the difference of POIs between origin and destination in the respective POI categories.

Experimentation Results Summary
In this section, the experiments are evaluated across 3 metrics - Root Mean Square Error (RMSE),
R-squared (R2), and AIC. These metrics help us evaluate the models’ performance and helps us in
selecting the high performing models. The Set I and Set II experiments have good models with low
RMSE and high R2 values. This indicates these models have the least errors and goodness of fit to
the empirical data. The rest of the sets do not exhibit any effective models and are presented in the
appendix section for reference. Set I and Set II results are presented in the figure 5.10 below.

Figure 5.10: Set I and II experiments summary - MTT
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Four models are chosen from these results. The Poisson models have lower RMSE values compared
to the Negative binomial counterparts though, regarding the R2 values, the Poisson models are leading.
This indicates that the Poisson models fit better and contain low errors in the estimated values. The
AIC value is only used for comparison in case RMSE and R2 metrics are not sufficient and should not
be compared across these types of regression. However, the case here looks like AIC value is not needed.
It is also quite evident that the models are effective compared to the traditional gravity models.

The models chosen are p1, px1, nb1, and nbx1. There are the best models in the class of family
models. Summarizing Set I and Set II together, there are four classes of models - Poisson and Negative
Binomial models for Sets I and II respectively. In each of the sets, the first models performed better in
the order of RMSE, R2, and AIC values. In their class of models, the first models have lower RMSE
values, higher R2 values and finally, if these values are the same also, then the AIC value can be used
to select a final model.

Initially, the idea was to choose the best models out of the sets. If that is the case, then the best
models would be p1 and px1. Model p1 has RMSE value closer to 1000 and R2 value around 0.73, being
the best in Set I (if AIC is compared to p5). model px1 has RMSE values as low as 590 while the R2
around 0.82, being the best in Set II (if AIC is compared to px5). The models are chosen depending
on the combination of dependent variables. For instance, px2 is not chosen though it has exact RMSE
and R2 values as px1 because there is a difference of only one dependent variable (Healthcare) and a
minute difference in AIC value. The models for the day MTT are selected. The same is replicated for
other days FRI, SAT, and SUN and the Differentiator variable is recreated depending on the mean of
the flow for the day. It is observed that the rest of the days follow similar patterns as MTT. The POI
categories Commercial, Community, Government, and Healthcare do not have significance in p-values
across all days. The difference would be explicit if the counts of POIs available per category changes
according to the days. Given the assumption that all the POIs are accessible to every day throughout
any day, it is plausible that the models exhibit similar characteristics across all days.

The summary results for each of the days for Set I and II are showcased in the figures 5.11 and
5.12 respectively below. We can observe that for Set I, p1 and nb1 are effective models for all specified
days and follow the same characteristics as they did for day MTT. The same is observed for Set II. The
models px1 and nbx1 are performing the best for all the specified days.

Figure 5.11: Set I experiments summary - FRI, SAT and SUN
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Figure 5.12: Set II experiments summary - FRI, SAT and SUN

One difference between the days observed is that the weekdays MTT and FRI have a maximum
flow range surpassing 80000 while for the weekend days SAT and SUN have a maximum flow of 45576
and 28090 respectively. For Set II, the limit is reduced to 15000 for SUN while kept at 30000 for SAT
(similar to MTT and FRI) as to observe the model performance for at a smaller scope while excluding
the high range values. In the next section, model validation is discussed for the selected models.

All the first models contain all the variables i.e. all the POI categories including the origin and
destination populations along with the distance between them and the Differentiator variable. Though
the p-value shows that some categories have less significance, these categories (if included) produces the
best results when compared across the other methods selected such as RMSE, R2, and AIC respectively.
This indicates that all the variables are essential to the model and more variables or accurate datasets
could enhance the model. Compared to the gravity model p_g, the rest of the models certainly per-
formed better in all model selection methods excluding p-value. the p-value can be used as an indicator
to check the significance but did not affect in determining the best model. It was utilized prominently
in designing the sets of experiments. This affirms the fact "Though p-value is not the best metric to
rely upon, it serves as a good indicator to differentiate the results" [74] presented in 4.3.

The methods were crucial in determining and understanding the models among the sets of experi-
ments created. Among the numerous sets of experiments created, they helped me determine the best
set of experiments and present in the experimentation section 5.1. Additionally, the methods helped
me determine the best models in each of the sets of experiments. They show us where the model fails
and where the models worked. R2 should be ideally 1 while RMSE and AIC should ideally be 0, if the
model is ideal and estimates perfectly. This discrepancy in the model could be explored in the dataset.
The distribution of amenities within POI categories and categorization play a critical role in the model
fits. Even the flow values and selection of sample size (handling the outliers) could make a difference
in the model results. The estimation of mobility using POIs is the objective of this study and these
methods are crucial in evaluating the models and their results.

Thus, we can conclude that the models p1, nb1, px1, and nbx1 are the most effective models from
the set of experiments and are selected for model validation. The model validation method Sorensex
Similarity Index (SSI) is conducted for all the models in Set I and II to confirm that the model selected
is indeed the best ones among the model family classes (Poisson and Negative binomial).
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5.2. Model Validation
From the above section, we have identified the most effective models from the above experimentation
section. The RMSE, R2, and AIC metrics are effective in determining the model selection. However,
the Sorensex Similarity Index (SSI) is an effective method for calculating the similarity between the
empirical and estimated data, as mentioned in 4.4. The SSI is calculated for all the models in Set I
and II. The models p1, nb1, px1, and nbx1 were determined to be best among their respective family
model classes. The gravity model is also included as a reference point at the end to affirm the fact that
these new models perform better than the traditional methods. The calculated SSI values are presented
in the below table 5.7 below for each of the class of models - Poisson Set I, Negative binomial Set I,
Poisson Set II, and Negative binomial Set II.

Table 5.7: Comparison of performances of models based on the SSI value. The best models are highlighted in Green and
the Gravity model is highlted in Gray.

Model MTT FRI SAT SUN
Set I experiments

p1 0.456851 0.4571279 0.4597455 0.4487915
p2 0.4465971 0.4470796 0.4507769 0.4489118
p3 0.4564507 0.456495 0.4587912 0.4479785
p5 0.4565711 0.4568354 0.4591144 0.4483593
p6 0.4546081 0.4547847 0.4574559 0.4466884
nb1 0.4661721 0.4647947 0.4726917 0.4701298
nb2 0.4657472 0.4644129 0.4722659 0.4698681
nb3 0.4652745 0.464081 0.4723898 0.4695762
nb4 0.4652096 0.4639936 0.4721793 0.4694893
nb5 0.4655747 0.4643112 0.4722691 0.4696272
nb7 0.4643985 0.4628222 0.4712637 0.4686026

Set II experiments
px1 0.4578144 0.4593119 0.4457552 0.4551868
px2 0.457814 0.4592551 0.4457608 0.4551759
px3 0.4571021 0.4585272 0.4448522 0.4544071
px4 0.4572318 0.458767 0.4450153 0.4547489
px5 0.4573258 0.4589 0.4450761 0.4548248
px6 0.456045 0.4575322 0.4433428 0.4531943
nbx1 0.4710257 0.4722695 0.4615867 0.4771408
nbx2 0.4702918 0.4715461 0.4611233 0.4765373
nbx3 0.4701676 0.471442 0.4609918 0.4764525
nbx4 0.4705494 0.4717109 0.4611796 0.4766391
nbx5 0.4693184 0.4703558 0.4600116 0.4757208
pg 0.3528249 0.3539256 0.3654026 0.3633367

The SSI value ranges from 0 to 1, with 1 indicating that the datasets are similar; the estimations
are in perfect order. We can observe that for the Poisson models’ SSI values are around 0.46 with p1
and px1 leading the board for all the days. The same is observed for Negative binomial models’ - SSI
values are around 0.47 with nb1 and nbx1 leading the board for this class. It is interesting to note
that, according to the model selection methods such as RMSE and R2, the Poisson models performed
better. In the case of SSI, the Negative binomial models are performing slightly better than the Poisson
models. However, the difference is minimal. The SSI value deteriorates slightly with each consequent
model indicating that removing the POI categorical variables is not the right step to execute.

Comparing across the days, SAT seems to be performing the best for Set I (p1 and nb1) with SUN
and MTT performing the poorest for p1 and nb1 respectively. For Set II, FRI and SUN seem to be
performing the best for models px1 and nbx1 respectively with SAT being the poorest. The differences
are minimal, however. The upper limit of SAT flow for Set I is 45576 and Set II is 26511 with a
difference of 8 data points. The model performance must have deteriorated slightly with the removal
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of close-range high flow values.
The first models performed better using the model selection and model validation methods. All the

first models contain all the variables i.e. all the POI categories including the origin and destination
populations along with the distance between them and the Differentiator variable. However, the sim-
ilarity between the datasets is only around 0.47. That means that there is still a difference of 0.53 to
reach optimal estimations. There could be many reasons for this difference. The data quality can play
a critical role in analyzing this issue. Starting with the data quality of OSM data and followed by the
categorization of POIs and distribution of the POIs within these subjective categories. Alternatively,
there is a possibility that the POI categories are not sufficient to estimate mobility to a complete extent
and additional variables can be added to the model. This is explored further in the upcoming chapters.

In this chapter, first, the experimentation section was discussed. Multiple sets of experiments
containing negative binomial and Poisson regression models were created for the day MTT. The variation
of the sets and the difference between them were discussed. The results were reproduced for the rest
of the days - FRI, SAT, and SUN. The model selection methods helped in determining the sets of
experiments as well as the models within them. For each of the days, certain models were selected for
model validation. In model validation, the Sorensex similarity index (SSI) was used to measure the
similarity between the empirical and estimated data. The results are discussed in the next chapter.





6
Discussion

In this chapter, the different aspects of this research are discussed. First, the model results are discussed
followed by the limitations observed throughout the study. Next, the academic value this model brings
to the future of research regarding this study is discussed. Going on, the impact this research has on
policy implications is elaborately discussed. Finally, future work is summarized in the end.

6.1. Model Results
In the chapter 5, first the experiments section 5.1 was discussed. The experiments Set I and Set II
were discussed in detail while the rest of the set designs were elaborated. The main methods used to
determine the design of experiments and the models within the experiments are p-value and AIC. the
p-value can be used as an indicator to check the significance but did not affect in determining the best
model. It was utilized prominently in designing the sets of experiments. This affirms the fact "Though
p-value is not the best metric to rely upon, it serves as a good indicator to differentiate the results"
[74] presented in 4.3. The AIC value should be close to zero and if the value of the model seemed
to be increasing, then the models were not considered for the experiments. This helped in speed up
the process as there were four days in total and given that MTT was completed first, the replication
for the rest of the days was seamless throughout the study. There were not many differences observed
between the results of the days throughout the study. The difference between weekday and weekend was
slightly observed in the SSI values. The SAT day SSI seemed to perform well better than other days.
This could be because the POI critical categories with huge amenities such as Sustenance, Commercial
are available throughout the weekend especially SAT. The critical reason is that the POIs were not
determined according to the timings of the weekday/weekend basis. The study assumed that all POIs
were available at all times given the lack of information on POI timings.

The rest of the sets of experiments that did not perform well comparatively are presented in appendix
8. The Negative binomial estimations always appear to have long tail ends. If that issue is solved, the
negative binomial regression models would probably be a good selection. However, the Poisson models
seem to be performing better in many model selection methods. The model selection methods used
are AIC, p-value, RMSE, and R2 as discussed in chapter 4 as well. The RMSE, R2, and AIC in the
specified order helped in determining the best models among the lot. They also helped understand
that each set (Set I and II) of experiments has two different classes (Poisson and Negative binomial) of
family models and thus 4 family models in total. From each of these family models, the best models
were determined.

The best models turned out to be the first models for each case. All the The first models contain
all the variables i.e. all the POI categories including the origin and destination populations along with
the distance between them and the Differentiator variable. Both the Poisson and Negative binomial
regression models seemed to be performing well compared to the traditional models. Though according
to the model selection methods such as RMSE and R2, the Poisson models performed better. However,
in the case of SSI, the Negative binomial models are performing slightly better than the Poisson models.
it is important to note that the differences are minimal. For future work, Poisson and Negative binomial
regressions along with other new possible techniques could be explored to obtain optimal estimations.
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After the model selection, the model validation was conducted using the ’Sorensex Similarity Index’
(SSI) method to find the similarity between the estimated and empirical data. From the results, it
is evident that the new models perform better than the traditional gravity models. However, the SSI
indicator being 0.46 is quite low and there can improvements in many aspects to reach the optimal
value. There could be multiple factors at play for this problem. The dataset contains flows from both
sides origin acting as destination and vice versa. Usually, in all models, the destination is fixed and
there are several origin locations. If a new framework with high server performance was facilitated then
the SSI accuracy might improve. All the destinations estimations must be calculated separately for
this to occur. Next, data quality can play a critical role in analyzing this issue. Starting with the data
quality of OSM data and followed by the categorization of POIs and distribution of the POIs within
these subjective categories. If the classification of the POIs is done using statistical methods such
as clustering techniques or other classification methods, the results could be improved. In the study
"Visualizing the relationship between human mobility and points of interest [119]", the POIs were
obtained in clean categories however the coverage was limited and not extended to all the categories
contributing to the city. In the study by Camargo [58], the OSM data was used to diagnose the problem
and it was concluded that the distribution of POI was not accurate. For example, for a football match,
10000 people could travel by rail, however, for a cafe in that region, the expected audience is only 20.
This density distribution should carefully be studied further. This is not explored in this paper as the
objective of the paper was to estimate mobility using POI within a city and that has been achieved.
Alternatively, there is a possibility that the POI categories are not sufficient to estimate mobility to
a complete extent and additional variables can be added to the model. The SSI value deteriorates
when the POI categorical variables are removed, affirming that variables could be added to the model.
The additional variables can include housing/demographic categorical variables or other metrics which
contribute towards mobility. The choice of variables can be inspired by traffic and transport models as
well. For determining the right variables to include, mobility as a topic should further be explored.

6.2. Limitations
There are multiple limitations considered in this research for the study to be completed. Starting
with the location, London. The city of London was chosen for its data availability primarily. Similar
researchers were conducted in different countries (macro-level) and cities (micro-level) in the western
world including England, France, Spain, Netherlands, Germany, etc, and cities such as San Francisco,
New York, Paris. In the eastern hemisphere, cities in China and other metropolitan areas such as
Hong Kong and Singapore have been utilized in research. There is no complete proper data coverage of
mid-range cities and third world countries at all for at least research purposes and let alone commercial
implications. The technologies to capture and maintain the information is developing rapidly and in
the future, we can hopefully have real-time measurements to obtain the best policy implications for the
improvement of the livability of human life. London also exhibits multicultural aspects and boasts one
of the biggest and oldest transportation (rail network) systems in the world making it attractive for the
case study of this problem.

The biggest challenge was putting together a final dataset from various sources and developing the
framework. There is not a lot of open free source datasets regarding the points of interest or amenities
available in a region. The commercial sources might exist but they must also be working towards
achieving complete coverage such as Google or Uber as they haven’t achieved it yet. If everything is
available at a single source, then the research would be much faster and smoother.

Next, the limitations in OpenStreetMaps is discussed. The coverage of the points of interest (POI)
is not complete for the city of London. The limitations were briefly discussed in section 3.4. The POIs
available for offices are extremely low, for a city such as London where the working-class population
(white or blue-collar) constitutes the major proportion of the population. They are the people who
travel during the weekdays in the morning and evening, back and forth from home to work. The city
of London contains multiple 30 storied buildings and many more with greater level buildings. These
buildings, if commercial spaces contain multiple operating businesses that are also open during the
weekend sometimes. The other limitations regarding OSM data are that operating times of the POIs
are not available. For instance, if we find out a lot of people are traveling to a place with a lot of
nightlife, it makes sense to open a restaurant/bar there as the target audience is readily available. This
applies to all categories of POIs and is observed in many cities as well. By having the operating times
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available, we can find out that the POIs available per hour given on any day. This information could
be extremely useful for estimating the travel data from a deeper, closer, and accurate perspective.

The travel mode chosen is the rail network. The study is limited to one transportation mode as there
are time limitations as well as rail transportation is quite complex with multiple modes within the city
itself. Also, if the research proves to be effective it can be replicated for the other transportation modes.
Another limitation is that the population who use the rail network need to be identified. It could be
possible that the largest proportion of people who use the rail network belong to the low economic class
(blue-collar people, students, families, etc). If this is identified, then the purpose of the amenities can
be identified critically.

6.3. Academic Progression
The academic perspectives were discussed in the Literature Review chapter 2. The studies about
mobility as well as mobility with points of interest or amenities are very limited (regarding techniques)
or at a buzzing stage. The scope for urban development is immense and with a growing number
of cities, urban sciences need to flourish and make an effect on the real world. This paper lays the
foundation for several academic perspectives. From the technical literature, it affirms several studies
confirm that Poisson regression is a better fit for gravity models (mobility and economic). It affirms
several researchers’ future work proposals that points of interest categorized together improves the model
compared against the traditional models. But the models can be improved considering the Sorensex
Similarity Index (SSI) is not above 0.5 where 1 is the maximum. If models can truly achieve 1, then in
implementation they’ll achieve close to perfection outcomes. the methods were discussed in the above
section 6.1 and if explored, could reach the optimal value.

Additionally, the studies about mobility as well as mobility with points of interest or amenities are
very limited (regarding techniques) or at a buzzing stage. There are mobility models such as radiation
model, IO, PWO, etc which can be fitted with the POI data and measured against the traditional
methods respectively. Due to time limitations, only the gravity model was chosen. However, now that
it has been proven that gravity models perform better with POI data, the other models can be replicated
with similar techniques. The radiation model was developed by Simini < addresses the problems with
the gravity model and is a parameter-free model for predicting human mobility. In this model, the total
traffic going from A to B depends not only on the population in both locations, but also on the number
of opportunities between A and B, and is measured as the total population within a circle of radius r,
where r is the distance between locations A and B. The POIs could be a substitute for opportunities
and this can be researched as the immediate step.

In addition to POIs, the model can include other variables such as land use, economic variables
such as income levels at individual and household level or economic class, and demographic categorical
counts based on age, gender, and much more. Additionally, happiness or life satisfaction variables can
be of immense value to maintain harmony in the region. The key is to balance all the factors to create
a perfect Utopia. Land-use data can be used to add additional information regarding the POI data but
the data was not available in the format required. However, OSM data has the column landuse and is
utilized in the categorization of POIs. Though the data points containing the landuse column is low,
the data might get updated and can be utilized for future work.

There is research regarding people’s choice or purpose of their destination and there are a lot of
factors considered such as demographic, socio-economic, etc on why people chose to go a destination and
the journey’s purpose. That is explored in the transport and choice models. This study is to understand
how existing amenities attract humans to go to certain destinations and fulfill their activities. This study
can be explored to find a bridge between policy and choice models.

Regarding the categorization of POIs, it was done from a perspective of assigning each POI to
one category depending on the result or the objective of the amenity. For example, all health-related
amenities such as hospitals, pharmacies to swimming, working out, and yoga summing to be Health
wellness and improvement. It can be argued that some amenities can belong to multiple categories, but
categorization purpose has to discrete and engaging to the general audience as well. As long as that
is clear, the POIs can belong to multiple categories. One should not make up the categories as well as
try to increase the counts just to obtain the data. The data should have good volume as well as crisp
content. After all, it’s quality over quantity. If the classification of the POIs is done using statistical
methods such as clustering techniques or other classification methods, the results could be drastically
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improved as discussed in the above section 6.1.
Regarding model validation, the model performance can be explored by observing the POIs closely.

There are high-density data points that might influence the model over a large portion of singular
identities. These singular identities might not be balanced correctly and would not reflect in the model.
The density is an important factor to consider. A new method needs to be developed or discovered to
handle this issue of density between amenities functioning in a city.

The case study chosen can be done in wide ranges. The transportation mode can be extended
towards other modes such as bus, car, bike, and maybe even, pedestrian. The city chosen can also
differ. Instead of London, another city with the right data availability can be selected and replicated.
The results might differ and this can draw some interesting insights.

6.4. Policy Impact
From a policy analyst perspective, urbanism is a sitting diamond mine. The world is rapidly growing and
connecting seamlessly just like the ocean currents are one as a whole. The city can be interpreted as a
living organism on its own with a heart that is the people who shape the culture in it. By understanding
how people are and how they interact with the amenities available in the city, the city can be planned
effectively. The locations which attract similar kind of people towards similar kinds of amenities can
be planned effectively. This is quite evident in probably all countries subconsciously as well as inspired
planning from history; all shopping amenities are in one location (shopping districts), government
buildings are mostly close, and this can go on for every category of amenities when categorized effectively.
However, there is another approach to this. Spatial planning with providing all kinds of amenities within
the citizens’ accessibility range is a unique and well-known design. This is prominent in the cities of
Europe and Japan. The shape and geography of the city are also crucial to the design process. For
instance, a city can be concentric circles or a grown from minor villages and relocated depending on
the available land. A lot of factors are into play and history plays a major role in this context.

This model will help policymakers understand the importance of the impact of points of interest and
help improve their policies to reduce congestion, improve infrastructure, and improve transit lines. For
instance, the transit lines with high traffic volumes could be predicted and new policies such as shared
vehicular usage or an increase in the width of roads could be implemented. A good example might
be the frequency of transit could be determined depending on the flow between certain locations. The
supply and demand for accessibility of transit can be understood forehand and implemented without
causing any disruptions to people’s lives. This paper can potentially show the importance of POI data
and how the attraction of POI is affecting mobility. Urban planning can be improved by understanding
the importance of activities’ impact and develop policies for a smooth transition towards developing
new functions within the city.

According to the Travel in London report generated by the Transport of London 2019 [109], the
central aim is to achieve an 80 percent mode share for active, efficient, and sustainable modes by 2041,
and follows important three themes - 1) Healthy Streets and healthy people, 2) A good public transport
experience and 3) New homes and jobs. This is in alignment with the purpose and usage of this study.
By understanding the travel demand from different perspectives, city planning and performance can
be improved drastically across all metrics. The recommendations for the city of London cannot be
determined now as the study is at the minuscule stage of urban planning. However, the distribution of
amenities can be rearranged to control traffic flows. Especially, the center attracts heavy travel flows
and this can be redirected by reallocating heavy attraction POIs (a single POI such as a concert might
attract 2000 people). The outer regions can establish new POIs to divert traffic flow from surrounding
regions. If the models obtain optimal estimations, then the quantified values associated with POI
categories could be experimented with and played around with to determine the flow between two
locations within a city. This would help greatly in determining the travel flows within a city if the
amenities are modified in a region. This could drastically change the field of urban planning.

For policymakers, there are multiple ways this can be interpreted with and argued with. This can be
related to the Smart City development program running across the world as well. As mentioned above,
by including certain categories which are not just amenities but also in the context of people as well
as the history of the city. This study can also be utilized for traffic models which are estimating and
predicting traffic flows within a city. This would vastly decrease congestion in cities which in turn would
improve the livability factor for people in multiple ways; improve health due to less pollution, decrease
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noise/mental disturbance due to multiple vehicles, free space to facilitate new amenities (prominently
arts), reduce all types of inequality, to name a few. As mentioned in 1 chapter, the last mile problem
can be observed from this perspective. By making sure, people have necessary amenities within their
vicinity in sufficient quantities (POIs include bikes or other transport modes) with the bare necessities
of ranges of categories of any kind will ensure in solving the last mile problem. This will ensure in
promoting a sustainable lifestyle and open mindset to the citizens.

6.5. Future Work
The possibilities for future work are enormous as discussed in all the sections above - In the fields of
model results, academic research, policy/decision making as well as psychology and sustainability of the
city. The model results section discusses the inefficiency in model results and methods to reach optimal
estimations. it also acknowledges that the new model developed is effective than the traditional Gravity
model, especially for estimating mobility within a city. In academic research, the academic progression
section 6.3 explains the different mechanisms to progress the study further in a technical aspect. The
policy impact section 6.4 discovers the possibilities for policymakers to design cities effectively, efficiently,
and harmoniously. It also talks about the objective to design a Utopia and this could be one of the
ways to look forward to it.

Regarding the usability and reproducible ability of the study, it can be easily replicated. The key
variables such as Origin and Destination populations along with the distance between them and the
points of interest available in the comprising region should be obtained for any given city and the work
can be easily reproduced. The steps to further explore this work are discussed in chapter 8.





7
Conclusion

7.1. Revisiting Research Question
In this section, the research question "How to estimate human mobility by using points of interest?"
and the sub-questions are revisited. Human mobility was estimated using the points of interest and
the model developed is certainly better than the traditional gravity model. The research conducted
for a city and that is a novel idea by itself. From an academic perspective, this research provided
proof that POIs can be used to estimate mobility and the models incorporated with POIs are certainly
performing better than the traditional models. it also outlines new methodologies and techniques to
solve the problem. For London and policymakers, this research provides the foundation for a new
thought process in urban science and elaborates in detail the ripple effect this study can provide. The
research aimed to 1) Quantify the influence of POI on mobility and 2) To estimate mobility with the
aid of POI. this research has satisfied and achieved both these objectives.

the problem was introduced in the Introduction chapter 1. The methods to explore and solve the
problem was discussed in the literature review chapter 2 along with the limitations and assumptions.
The methods to solve the problem was explained in chapter 3 and a new data preparation framework was
laid in place. Also, the limitations and assumptions were discussed and justified accordingly to solve the
problem in the best way possible given the time and technical capabilities. The visualizations are placed
in a fashionable order to give the reader a clear understanding and the researcher’s perspective. The
model results 5 shows why the points of interest data help improve in estimating mobility. Quantifying
the points of interest is also justified and the categorization of POIs though can be improved lays the
foundation for a new thought process. This answers the final research sub-question - "Do modern
techniques and models exist for estimating mobility using POI?". The model validation section 5.2
shows the similarity between the empirical data and estimated data. Though the models performed
poorly overall, it is still better than the traditional gravity model and can be improved further by
incorporating new ideologies presented in the Discussion chapter 6.

the sub-questions which guided this study are revisited and evaluated if the purpose of the study with
their help. The first sub-question is "Do modern techniques and models exist for estimating mobility
using points of interest?". The models and techniques for estimating mobility with POI were relatively
low but there was enough evidence that POIs could improve the model performance in estimating
mobility. The second sub-question is "What are the existing models to estimate mobility?". The
existing models such as the Gravity model, radiation model, etc were explored and it was determined
that the gravity model performed the best among all and is used as the inspiration for the new model
development. The third sub-question is "What role do points of interest play in assessing the Origin
Destination travel flows?". The points of interest certainly influence mobility. From this research, it
was determined that within a city, the points of interest cover-up 46% variance (SSI) of the travel flow
estimations. the methods to improve this are also discussed in section 6.1. The final sub-question is
"How does the new model compare and contrast against other existing models?" and this is the right
question to conclude this study. The new model performs better than the traditional gravity across all
model selection (RMSE and R2) and model validation (SSI) methods. However as mentioned, there is
room for so much improvement as the scope of this research is immense.
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7.2. Reflection
Before coming to the Netherlands and attending the Engineering and Policy Analysis (EPA) Masters
program, I was a problem solver at heart and earned for new challenges while looking to make the world
a better place with the skill sets I possess. But I did not know how but the drive was always there
and the feeling I should try was rooted in me. The thirst for knowledge and curiosity enabled me to
explore and understand Policy analysis from various perspectives and always trying to achieve a global
understanding. I was never satisfied with the program in many ways, however, I appreciated the vast
amount of knowledge presented by the faculty of Technology, Policy and Management (TPM) faculty,
and TU Delft. I realized it was not possible to understand everything and so, I had to take what is
important and the methods and different ideas that are available in the best way possible. I had no idea
about the scope that urban development had to offer until I stumbled upon this project and realized it
in the end stages of the thesis. Imagine "You’re watching a movie and you don’t understand everything
in the beginning, but in the climax everything makes sense and your mid explodes". That’s the feeling
I got at the end of this thesis and I felt like I finally understood the impact of urbanism.

However, there were challenges as the thesis is a project that had to be done with a new novel idea
as well as should be within the EPA framework. Urban Science is a growing field and encompasses
multiple Sustainable Development Goals (SDG) designed by the United Nations (UN). the core of EPA
is the Sustainable Development Goals and urban science is a complex system with multiple holistic
systems acting within it. this is a perfect fit for the program. the reporting methods and quality was
learned during the program and it would not be possible to write this thesis without the numerous
courses where reports had to be submitted. The literature review could not have been possible if I
did not understand how to analyze scientific papers. The EPA program helped me understand how to
utilize technical methods as tools to solve a problem rather than focus on the tools entirely and miss
the big picture/policy aspect. The most critical takeaway from the master’s program is the thinking
capability. The different thought processes such as Discrete Simulation, System Dynamics, and Agent-
based modeling courses have taught me how different systems operate, how to understand complex
systems, and how to study and represent data. EPA has taught me that any problem however complex
can be solved via multiple methods. Coming from a technical background, EPA has expanded my
thinking and helps me understand how to use the right tools for a problem and how to understand
the value of a complex problem. Apart from this, EPA has helped me understand the importance of
scientific communication and the different mechanism to communicate with an international audience.

This thesis would not have happened with the committee team backing me and I am thankful for
them guiding me in the right direction. It was tough to finish the thesis during the pandemic, especially
without the proper workspace infrastructure. I hope that this research inspires someone the way it did
to me, to find something you care about and work towards it. A city functions in all areas of life and
without any component it would be lacking. For a city to prosper, there needs to be peace, harmony,
and dedication from the people to lead better lives. The mindset of the people has to be primarily
developed and might be possible for it to happen. However, this is idealistic and requires huge complex
systems in design.
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This inspires me to work towards a major project - "Design of Utopia - A land prosperous due to
perfect design". Every city has problems however, the issue can be minimized and a sustainable and
happy lifestyle can be achieved. That is the core idea. I leave this study with a quote written by yours
truly,
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8
Appendix

8.1. Experiment Sets Predicted vs Empirical plots
Set III
The Predicted vs Empirical plots for Set III for MTT are presented below. The figure 8.1 (Negative
binomial) shows that the ratio of empirical to estimated flows are dominated towards the left and this
is a poor case of regression. For a closer look, the figure 8.2 is represented on a log scale. The same is
conducted for Poisson regression models and they exhibit similar characteristics. This is represented in
figures 8.3 and 8.4.
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Figure 8.1: Negative Binomial experiments - Flow (380) predicted vs empirical - MTT



8.1. Experiment Sets Predicted vs Empirical plots 79

Figure 8.2: Negative Binomial experiments - Flow (380) predicted vs empirical [Log scale] - MTT
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Figure 8.3: Poisson experiments - Flow (380) predicted vs empirical - MTT
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Figure 8.4: Poisson experiments - Flow (380) [Log scale] predicted vs empirical - MTT
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Set IV
The Predicted vs Empirical plots for Set IV for MTT are presented below. The figure 8.5 (Negative
binomial) shows that the ratio of empirical to estimated flows are dominated towards the left and this
is a poor case of regression. For a closer look, the figure 8.6 is represented on a log scale. The same is
conducted for Poisson regression models and they exhibit similar characteristics. This is represented in
figures 8.7 and 8.8.

Figure 8.5: Negative Binomial experiments - Flow (10k limit) predicted vs empirical - MTT
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Figure 8.6: Negative Binomial experiments - Flow (10k limit) [Log scale] predicted vs empirical - MTT
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Figure 8.7: Poisson experiments - Flow (10k limit) predicted vs empirical - MTT
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Figure 8.8: Poisson experiments - Flow (10k limit) [Log scale] predicted vs empirical - MTT
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Set V
The Predicted vs Empirical plots for Set V for MTT are presented below. The figure 8.9 shows that the
ratio of empirical to estimated flows are closely dense to the left corner and this does not give us much
information. For a closer look, the figure 8.10 is represented on a log scale. In this set, only Poisson
models are available for the following time frames with high flow volumes are AM Peak (t2), Inter Peak
(t3), PM Peak (t4), and Evening (t5).

Figure 8.9: Poisson experiments - Time frames Flow predicted vs empirical - MTT
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Figure 8.10: Poisson experiments - Time frames Flow predicted vs empirical [Log scale] - MTT
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Set VI
The Predicted vs Empirical plots for Set VI for MTT are presented below. The figure 8.11 shows that the
ratio of empirical to estimated flows on a log scale and do not represent ideal regression characteristics.
They exhibit strange patterns, far from expected behaviours. In this set, two Negative binomial and
two Poisson models are available.

Figure 8.11: POIs difference experiments - Flow predicted vs empirical [Log scale] - MTT

8.2. OD Exploratory Analysis - FRI, SAT and SUN
Distribution of flow for time frames of the day across distance quantiles
The distribution of flow for time frames of the day across distance quantiles are represented in the
figures 8.12, 8.13 and 8.14 for the days FRI, SAT and SUN respectively. They exhibit similar patterns
between themselves and similar to the day MTT.
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Figure 8.12: Distribution of flow for time frames of the day across distance quantiles - FRI

Figure 8.13: Distribution of flow for time frames of the day across distance quantiles - SAT

Figure 8.14: Distribution of flow for time frames of the day across distance quantiles - SUN
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Distribution of flow for time frames of the day across distance deciles
The distribution of flow for time frames of the day across distance deciles are represented in the figures
8.15, 8.16 and 8.17 for the days FRI, SAT and SUN respectively. They exhibit similar patterns when
compared between themselves and similar to the day MTT.

Figure 8.15: Distribution of flow for time frames of the day across distance deciles - FRI
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Figure 8.16: Distribution of flow for time frames of the day across distance deciles - SAT
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Figure 8.17: Distribution of flow for time frames of the day across distance deciles - SUN
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Frequency of Hexagons for travel flow across time frames of the day
The Frequency of Hexagons for travel flow across time frames of the day are represented in the figures
8.18, 8.19 and 8.20 for the days FRI, SAT and SUN respectively. They exhibit similar patterns when
compared between themselves and similar to the day MTT.

Figure 8.18: Frequency of Hexagons for travel flow across time frames of the day - FRI

Figure 8.19: Frequency of Hexagons for travel flow across time frames of the day - SAT
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Figure 8.20: Frequency of Hexagons for travel flow across time frames of the day - SUN

Average distance traveled to a destination hexagon
The average distance traveled to a destination hexagon are represented in the figures 8.21, 8.22 and 8.23
for the days FRI, SAT and SUN respectively. They exhibit similar patterns when compared between
themselves and similar to the day MTT.

Figure 8.21: Average distance traveled to a destination hexagon - FRI

The plots for Set VI for MTT are presented below.
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Figure 8.22: Average distance traveled to a destination hexagon - SAT

Figure 8.23: Average distance traveled to a destination hexagon - SUN
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8.3. Experiment summary
Set III experiments summary - MTT
The experiments summary for the models in Set III (MTT) is presented in the figure 8.23. The R2
values is extremely poor and the results should not be considered further.

Figure 8.24: Set III experiments summary - MTT

Set III experiments summary - FRI
The experiments summary for the models in Set III (FRI) is presented in the figure 8.25. The R2 values
is extremely poor and the results should not be considered further.
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Figure 8.25: Set III experiments summary - FRI
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Set IV experiments summary - MTT
The experiments summary for the models in Set IV is presented in the figure 8.26. The R2 values is
extremely poor and the results should not be considered further.

Figure 8.26: Set IV experiments summary - MTT

Set VI experiments summary - MTT
The experiments summary for the models in Set VI is presented in the figure 8.27. The R2 values is
extremely poor and the results should not be considered further.
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Figure 8.27: Set VI experiments summary - MTT

8.4. POI Scatter Plot - Linear Regression
Linear regression is fit to the plots to measure the goodness-of-fit metric. For any of the categories,
the 𝑅ኼ value is quite low indicating that all the categories are not following a linear regression and are
widely distributed. Thus, linear regression is not suitable for estimating POIs and other methods such
as multivariate regression is necessary.
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Figure 8.28: Set VI experiments summary - MTT
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8.5. Abbreviation table
The table 8.1 below presents the abbreviations used in the report and their corresponding explanations.

Table 8.1: Abbreviation table

Abbreviation Explanation
MTT Monday to Thursday
FRI Friday
SAT Saturday
SUN Sunday
POI Points of Interest
GLM Generalized Linear models
NB Negative Binomial
OSM OpenStreetMap
SSI Sorensex Similarity Index
AIC Akaike information criterion
RMSE Root-mean-square error
R2 Coefficient of determination (Rsquared)
LBSN Location based social network
OD Origin- Destination
ML Machine Learning
GIS Geographic Information System
TfL Transport for London
LU London Underground
LO London Overground
DLR Docklands Light Railway
OA Census Output Areas
MAUP Modifiable Areal Unit Problem
O Origin
D Destination

8.6. Reproducible research
The source code is available at https://github.com/karanizer/Estimating-Mobility-POI. Moreover, al-
most all of the data sources can be downloaded via notebooks that are provided. Thus, a researcher
can operate with raw data, run prepossessing scripts, and verify the results. For the data sources that
were retrieved manually, a comprehensive description of the process is provided in the chapter 3.
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