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Abstract

Previous research has shown automated robotic mechanism design to be both deceptive (prone
to local minima) and rife with linkage problems (having highly interdependent parameters).
This results in a barrier to optimization that is unable to be breached by simply applying more
iterations and computational power.

The research also indicates that a graph structure model of the robot in combination with
an evolutionary algorithm yields useful robotic mechanisms for a limited set of simple problems.
This thesis expands on this pre-existing representation by introducing an indirect model that
can be used to include both controllers, motors and other new elements in the representation.

Besides this extension of the mechanism model, a framework for the automated design
optimization task itself is introduced. This thesis shows an equivalence between an operator
based representation of the mechanisms and the graph based representation. These operators
represent modifications on the mechanism structure and/or parameters. By recognizing the
operators as paths in this model a graph of the search space itself can be constructed. In this
graph the vertices are mechanisms and the edges are operators.

Using the the operator-mechanism equivalence it is shown that designing an optimization
algorithm is equivalent to (1) choosing how vertices in the space are grouped together. (2)
choosing how the vertices of this search space are connected beforehand by either implicitly or
explicitly picking operators and projecting onto their corresponding domain. (3) picking which
of the connected paths to traverse based on accumulated information at runtime.

This represents a framework that allows the accumulation of knowledge about optimization
algorithms acting within it by defining a set of meta-heuristics. With these it is possible to
make informed choices to build better optimization algorithms.

To show the effectiveness of the framework a novel quality diversity algorithm is devel-
oped, Reduced Operator-Space Evolution (ROSE), which uses the insights mentioned above
to generate a large diversity of well performing mechanisms simultaneously on a representative
pick-and-place task. This confirms the theoretical results about the effect of the operator-
mechanism equivalence and locality properties. A new step forward to breaching the barrier
to optimization.

Alongside this thesis a performant simulation and analysis Python library for mechanisms
was developed called PyMechs. The library visualizes the framework and handles mechanism
simulation and evaluation, as well as implements ROSE.

It is available at https://github.com/kooswestra/pymechs.
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Preface

This document is part of the graduation project for the master BioMechanical Design (BMD) at
the Delft University of Technology (TU Delft) in The Netherlands. The choice to do a project on
evolutionary robotics requires some explanation.

| have always been interested in robotics. Having been inspired, like so many others, by the
possibilities presented in literature, movies and art. Robotics lies on the crossroads between com-
puters and mechanics, artificial intelligence and motion control. Making it a true multidisciplinary
engineering field. It is the interface between computer software and the real, physical world.

During my studies | encountered the work of Michael Schmidt and Hod Lipson where through
the application of genetic algorithms they were able to automatically discover and describe natural
laws. The fact that it was possible to have computers generate such creative results inspired me,
leading me down the rabbithole of evolutionary computation and computational design.

| knew then that | wanted to do my thesis on an application of artificial intelligence to physical
systems. Through discussions with friends | came across dr. ir. W.J. Wolfslag, who suggested a
continuation of the work of ir. P.R. Kuppens on evolutionary robot design. | picked up this chance
to combine my two core interests immediately. The result is the document you see before you now.

J.A. Westra
Delft, University of Technology,
May 24, 2021
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Chapter 1

Introduction

1-1 Embodiment

Robot design is a complex task consisting of many different subproblems and spanning multiple
engineering fields. To make this complex, multi-disciplinary task manageable to engineers the
problem is split into different tasks and each element considered separately, often even by
different teams. This results in robots where each subsystem, such as the mechanical structure,
control loop, electronics, motors, high-level planning and more is in principle designed and
acting independently.

Yet in the natural world which inspires robotics there is no such separation; each sys-
tem evolved to act upon others in advantageous ways. This synergy allows a large reduction
in both energy usage and system complexity; the mechanical and physical structures allow
pre-computation of control and sensory information, natural stability properties reduce con-
trol effort, mechanical leverage effects reduce the required muscle force, and many more such
advantageous relations. Such synergy is known as embodiment and is ubiquitous in the natu-
ral world [1-3]. A schematic of embodiment is shown in Figure 1.1. Embodiment effectively
reduces muscular and cognitive load.

A good example is the data structuring morphology in the eye of a fly. The front of the
eye has more facets than the side [4]. This irregularity naturally compensates for the effect of
motion parallax: the effect that objects to the front appear to move slower than objects on the
side. The placement of more facets to the front results in a similar overall signal amplitude for
the same velocity as on the side: the natural layout of the eye provides the compensation [5].

The properties of embodiment would be a great benefit to the artificial world of robotics as
well. With possible advantages such as lower energy usage, less material cost, increased stability
and lower motor torques it comes as no surprise there is active research into discovering and
consequently leveraging such synergy between systems. For example by exploiting natural
dynamics to achieve lower energy usage of a robot arm [6], using natural kinematic properties
to create walking robots [7,8] and many other applications such as e.g. [3,9-12].

Contrary to the usual design methods designing embodiment requires an “all at once ap-
proach” of the relevant systems, which is more costly in terms of engineering time and resources

J.A. Westra Master of Science Thesis



1-1 Embodiment 5
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Figure 1.1: A schematic of embodiment in a biological system. The mechanical system acts as
a pre-processor of sensory information through internal physical stimulation. Figure from [2].

than traditional robot design. Any synergy put into the design relies to a large part on the
engineer’s intuition and deeper understanding of all the systems involved. It quickly becomes
overwhelmingly complex and time consuming as every system involved needs to be consid-
ered and understood simultaneously. This limits the current level of embodiment that can be
obtained.

To create robots that leverage embodiment reliably, a process to discover and apply these
synergies is required. If we can offload the need for a creative “eureka moment” the cognitive
load on engineers is reduced, the complexity of the problem becomes manageable again.

We can achieve this by providing automated design tools. Using the continuously increasing
processor power to automatically discover novel synergy, significant improvements to robotic
systems could be achieved while simultaneously reducing the engineering effort required to do
so. Great success has been had in various fronts using this approach, including deep learning,
circuit design, controller synthesis, as well as many other fields [13].

Automated design routines often find designs that are nowhere near what a human designer
would think of, yet are far more effective. A good example of this is the cantilever truss
shown in Figure 1.2. An irregular design found by an evolutionary algorithm based automated
design routine managed to be two hundred times more effective in reducing vibrations than a
traditional design [14].

Yet the performance of robot automated robot design algorithms has thus far been relatively
stagnant. Despite a significant increase of available processing power which sparked great
success in for example deep learning [15], automated robot design has yet to make great strides;
it is clear that significant improvements of the performance of existing algorithms can’t be
achieved by simply throwing more processing power at the problem due to the poorly behaved,
infinite and discontinuous search space [16]. This suggests a different approach is necessary,
which invites a more detailed look at the automated design problem.

Master of Science Thesis J.A. Westra



6 Introduction

Forcing Point

Figure 1.2: A cantilever truss for use in space, the goal was to design a shape that would min-
imize vibration transfer, while maintaining integrity and strength. On the left is a traditional
design, on the right is a solution found by an automated design algorithm. Its highly irregular
shape is two hundred times more effective at reducing vibrations than the traditional one.
Image from [14].

1-2 Computational design

A design task can be thought of as a search through the space of all possible designs for a design
that optimally satisfies design requirements such as effectiveness, cost and aesthetics. Engineers
are implicitly doing a form optimization when they are creating and refining a design, even if
they haven’t made the actual parameters, goals and constraints explicit. By reasoning about
function, calculating fitting parameter values and similar tasks they are exploring the space of
possible designs for a best fit. It follows that, given a design task with sufficiently quantifiable
system parameters and requirements, a design task can be modeled as an optimization problem
[17].

The general design space is infinite, reflecting that any design is possible. To make the
problems tractable we must bound the problem by parametrization, which imposes a mod-
elling structure. A successful parametrization is a model that breaks the design problem down
to fundamental elements, while ignoring superfluous details. Clearly, designing a model and
parametrization that is aligned with the problem is important. Extending the model to be
more general is likely to yield a better optimum, but that comes with the trade-off that the
resulting optimization problem becomes harder to solve [18].

The ideal models for the system represent the Pareto front of complexity and descriptiveness
for the problem they are applied to, a front of optimal trade-off between the two. Good models
for the problem represent approximations of these unknown “truly optimal” ideal models. Fig-
ure 1.3 visualizes what this means in a concrete sense: approximating the circles using a model
that only admits squares uses a lot more parameters than strictly necessary while introducing
model error. This results in high complexity with comparatively low descriptiveness. If a circle
model is adopted an obviously much less extensive description is required that simultaneously
achieves better accuracy.

In this trivial case the truly optimal model is the description of a circle but in general such
models not so easy to find. Note that when using a circle description squares can no longer
be well described. Trying to account for this by being more general and modeling both circles
and squares simultaneously results in an optimization problem that is harder to solve instead;

J.A. Westra Master of Science Thesis



1-2 Computational design 7

X

Figure 1.3: Using squares as a model parametrization for circular shapes is poorly aligned:
infinitely many squares are required to fill a single circle. When using a circle model instead
this system goes from infinite parameters to only three per circle: (radius r,  and y position
of the center).

the no free lunch theorem in action [18].
We can identify three necessary components to cast the design problem as an optimization
problem:

Model: A model parametrization of the candidate designs is required. The model needs to
be as aligned with the problem as possible to reduce the amount of free parameters
and thus complexity of the optimization problem while simultaneously capturing
as much of the design as possible. A good representation shapes the search space
such that a good solution becomes easier to find. The model ideally encapsulates
tangible design choices.

Objective: The design requirements need to be quantified in an objective function, a mathe-
matical measure which directly relates the degree of performance of a design with
respect to the requirements to a numerical (fitness) score.

Solver: A solver is required to find the optimal design. The solver is a routine that explores
the design space admitted by the model parametrization for an optimal solution
on the objective. The type of solver that is effective is highly dependent on the
relation between the model and the objective.

The combination of the representation and objective function fundamentally shape the search
space of the problem. The shape of the search space in turn has a very large role in the quality
of the designs that can be automatically obtained. In general there is no explicit relation known
between the parameters and the performance on the objective function, requiring a simulation,
and thus an optimization method that can deal with the fact that no explicit relation and
gradient is known. The usual result is a black box optimization problem and compatible solver!.

! Although an explicit gradient and solver can be available in some cases, notably when designing neural
networks backpropagation is one such solution.

Master of Science Thesis J.A. Westra



8 Introduction

Evolutionary algorithms are well suited to solving the kinds of optimization problems that
arise when applying automated design. Usually the model used for the design has a com-
bination of discrete (structure) and continuous (parameters) elements: it is a mixed-integer
optimization problem. The mechanisms in particular are part of that group, as the structure of
the mechanism is discrete (e.g. the number of links and the way they are connected) while the
parameters are numeric (e.g. the positions, masses, spring constants). The objective function
for complex problems also tends to be multi-modal: it has lots of local minima. The stochastic
element of evolutionary algorithms allow them to search these local minima to find a better
solution, while the gradient-free approach of evolutionary algorithms allow them to deal with
the discrete and continuous parameters simultaneously.

1-3 Linkage, Deception & Redundancy

It seems at first glance that the problem is easily solved using the automated design formula:
develop a model for robots, model the objective and solve the resulting optimization problem
using an evolutionary algorithm. Yet this answer and many variations on it has been tried
before [19-26] and in practice the results have been limited, especially when active control
comes into the mix [27]. From literature we can identify three fundamental problems that
automated robot and mechanism design systems run into:

Linkage  Evolutionary algorithms naturally require that sub-solutions can be found that rep-
resent parts of the final solution, i.e. each building block has to have a consistent
impact on the objective by itself [28]. However, when studying the mechanism
representation structure it is clear that combining building blocks generates an en-
tirely new mechanism with completely different behavior, and thus fitness, than the
parents as shown in Figure 1.5. When applying a controller this problem becomes
even more pronounced: as shown in Figure 1.4 the controller is only able to act
through the mechanism. This indirection creates a linkage between the controller
and mechanism. As a result the mechanism elements can fundamentally not be
considered independently during optimization [27,29].

Deception The search space has many local minima: it is deceptive, which means that it is not
possible to reach the objective by making incremental improvements with respect
to the objective [30].

Redundancy The search space has many mechanisms that have a different representation yet
are functionally identical [19], resulting in large amounts of redundancy and cor-
responding wasted evaluations leading to large computational inefficiency in the
exploration of the design space by the solver.

The linkage and deception problems have proven to be highly resistant to simply throwing
more processing power at the problem [16]. Yet solving them is paramount to generate better
automated designs and eventually reach embodiment for robots.

J.A. Westra Master of Science Thesis
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e
|

DNA |—| Morphology |—| Fitness

Figure 1.4: The natural structure of a robot allows the controller to only influence the fitness
through the mechanism structure.Note that the DNA can also have a direct influence on the
fitness through a complexity and/or diversity score.

Figure 1.5: Crossover creates mechanisms that are significantly different in behavior from
either of their parents. Image from [19].

1-3-1 Mapping issues to computational design functions

As automated mechanism design is a complex problem it is not immediately clear how these
three issues arise and relate to the different elements of automated mechanism design. To
this end we can break automated mechanism down into manageable subfunctions and pinpoint
exactly where, what problem occurs and why. We can map the three issues described by
previous research to different steps in this breakdown. This is illustrated in Figure 1.6.

Master of Science Thesis J.A. Westra
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Figure 1.6: The breakdown of automated mechanism design as based on the computational
design method. The breakdown indicates the areas of issue dealt with by this thesis as the
white blocks. It is also indicated how these areas relate to the three known issues. Note that
for clarity other subfunctions that are not directly treated are not shown.

As seen in the figure the three issues relate to different elements of the automated mechanism
design recipe:

Linkage  Linkage problems are coupled to the definition of the design space and sampling
and/or mutation strategy of the optimization algorithm. The representation is not
matched to the actual functionality of the design that is represented which means
that the individual building blocks of a design are highly coupled with respect to the
overall functionality of the design. This requires an investigation into the mutation
strategy of the evolutionary algorithm and the design space of the representation.
This will be treated in Chapters 3 and 4 leading to the introduction of operator-
representation duality and the ROSE algorithm which decouples the definition of

J.A. Westra Master of Science Thesis



1-4 Representative practical problem 11

the design space from the sampling/mutation strategy.

Deception Deception is coupled to the sampling and/or mutation strategy and the quantifi-
cation of the objective, if the sampling strategy is ineffective for the shape of the
objective function the optimization strategy will be ineffective. For example having
a gradient descent strategy on an objective function with many local minima. This
requires an investigation into the quantification of the objective function and again
the mutation strategy. This leads to the definition of the parameter mapping func-
tion, parameter invariants and parameter bounding in Chapter 3, and the injection
of novelty and the concept of operator-space projection in the ROSE algorithm in
Chapter 4.

Redundancy Redundancy is coupled to the uniqueness of the representation, the design space,
the search space and the objective. An isomorphism strategy from prior art is used
to reduce redundancy as will be explained in Chapter 2, parameter invariants are
also introduced in Chapter 3 to reduce redundancy. Finally, in order to deal with
the significant redundancy still present a high-performance simulator is developed
in Chapter 5, which attacks the redundancy problem from the angle of reducing
evaluation time, thereby making wasted evaluations significantly less costly in real
time.

1-4 Representative practical problem

Although these problems are not limited to the domain of automated robot design, we select
it as a representative task. The methodology of Reduced Operator-Space Evolution (ROSE)
developed in this thesis is not limited to automated robot design specifically and can be gen-
eralized to other domains such as machine learning, electrical circuits, etc.

But to generate results and solve them we need a representative automated mechanism
design problem that specifically has them. To that end this thesis will focus on 2D mechanisms,
applied to a pick-and-place task. The developed methodology can in principle be extended
to three dimensions, but staying in two allows significantly reduced computation time and
complexity while the discovered principles will still hold for both 2D and 3D.

Pick-and-place tasks are a commonplace task in robotics, extending from warehouses man-
agement to industrial robots in factories, with for example Amazon having over 200,000 robots
working in its warehouses [31]. The strict constraints around the task definition, combined
with their practical usefulness, make them an excellent choice for more theoretical research
purposes [32]. They provide easily identifiable markers of performance and success, and task
complexity can be scaled relatively easily.

Because the pick-and-place robots found by the algorithm will be actuated using motors
with control both the linkage and deception problems appear in this otherwise straightforward
task. It is of particular interest if the algorithm will find mechanisms and controllers that
effectively reduce energy usage, perhaps even discovering embodiment.

Master of Science Thesis J.A. Westra



12 Introduction

1-5 Research goals

The goal is to design an evolutionary algorithm that is able to quickly generate concept designs
for actuated mechanisms. In this case the specific test cases are pick-and-place tasks.

Research on the evolution of mechanisms and mechanical systems in combination with
active control indicates that there is a boundary of complexity that algorithms are unable to
break, no matter the amount of computational power applied to solve the problem [16,27,33].
A survey of existing literature, including [19-21,23,24] and others?, indicates this boundary
lies below the complexity of the pick and place task. In order to achieve our goal we have to
extend the functionality of, and improve on the existing evolutionary algorithms.

The complexity boundary suggests there is a structural problem within the optimization
landscape; the search space itself exhibits a very high level of irregularity. This sabotages the
effectiveness of evolutionary algorithms as the underlying assumption that successful building
blocks combine to a successful whole fails; the search space has significant linkage problems [30].
There is some indication that in that case abandoning the classic objective function itself and
instead using Novelty Search will lead to better results [35,36].

However, in optimization there is no such thing as a free lunch [18], improving the algorithm
always requires the injection of domain knowledge into the workings of the algorithm. In the
case of Novelty Search this is a distance-, or novelty measure for mechanisms. The definition
of this measure has significant impact on the behavior of the algorithm, and consequently has
to be well understood to be effectively applied.

Note that the danger in adding knowledge is that while it has to be specific enough to
provide benefits to the optimization algorithm, it simultaneously has to be general enough to
not narrow the scope of the search such that it excludes good or inventive solutions. Yet so far
there exists no way to quantify what is “good” knowledge and what is “bad” knowledge to add
to the automated mechanism system.

The first subgoal of this thesis is to generalize the graph representation of mechanisms to
allow any type of element, including general active controlled motors. [Chapter 3]

The second subgoal is to analyze the mechanism design space and the workings of the
automated design algorithm from a more theoretical point of view, in order to generate a
framework in which to study the behavior of optimization algorithms in automated mechanism
design. It is shown that the mechanisms can be represented by a series of operators in parallel
to the graph representation. By splitting the mechanism representation into a structural graph
and parameter function it is possible to define the concept of a mechanism space with distance
measure. A novel quality diversity evolutionary algorithm based on abstract operators called
Reduced Operator-Space Evolution is derived from the structure of this mechanism space.
[Chapter 4].

The third subgoal is to create the necessary software to computationally explore the mech-
anism space, by simulating, evaluating and analyzing both the mechanisms and search space
based on the representation of both presented in the preceding parts. The result is the open-
source Python library PyMechs, implemented in C++. [Chapter 5]

2See also the literature survey accompanying this thesis [34]

J.A. Westra Master of Science Thesis



Chapter 2

Prior Art

This chapter first introduces the necessary theoretical background on computational design,
evolutionary algorithms, linkage problems and deception in more detail in Sections 2-1 and 2-2
for those unfamiliar with them. Section 2-3 discusses the prior art representation used as a
base design.

2-1 The computational design equation

The automated design optimization problem described in Section 1-2 can be mathematically
defined as finding the optimal parameters p of the chosen model representation ¢ (p, u), given
inputs u, such that the error f (y, 9, p) between the specified desired behavior y (u) and model
behavior § (p,u) is minimized. Additional penalties can be applied based on the parameter
values p, such as a complexity penalty so that generally the function f is itself also directly
dependent on p. Additionally, constraints g (p) may be present on the parameters of the model.
This results in the following optimization problem for the optimal design parameters:

p = argmin f (y,9,p) subjectto g(p) <0 (2.1)
P

Traditionally this would be solved with gradient descent, as is often done in Machine Learn-
ing problems [15]. However to do this, the relation between the parameters of the model p and
the model behavior § has to be known so that y can be substituted in the objective function
f- This makes f an explicit function of p so that the gradient of the objective function with

respect to the parameters g—g can be obtained.

In automated design there is in most cases no explicit relation known and model behav-
ior can only be determined through simulation i.e. sampling. This complicates the problem
considerably, especially if the sampling computation cost is high. The resulting black box
optimization problem is usually solved with evolutionary algorithms [17].
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2-2 Evolutionary Algorithms

2-2-1 The canonical evolutionary algorithm

Evolutionary algorithms [13] are a class of optimization methods that mimic natural evolution
as described by Darwin [37] in order to find an optimal solution. They are particularly useful
when there is no explicit relation known between the objective function and the optimization
parameters, as they use sampling as the evaluation method for individuals. It follows that
no explicit gradient is required. Additionally they are also very effective when the search
domain is poorly behaved, containing many local optima and discontinuities; this is because
the stochastic nature of the variational operators and the diversity maintained in the population
lets the algorithm explore the search space in more directions than just the one of immediately
increasing fitness.

Since both these characteristics are generally the case for the modeling problem presented
by automated design as equation 2.1, evolutionary algorithms present a natural and popular
solver choice [13].

Evolutionary algorithms work by initially generating a population of possible candidate
solutions. These are evaluated using a fitness function. This fitness function is usually the
objective function of the optimization problem, but can be augmented in order to boost the
performance of the algorithm as is done in e.g. Quality Diversity algorithms [35,38,39]. In-
dividuals are selected from the population to reproduce based on their fitness value, with the
goal of propagating successful building blocks. During this reproduction step variational oper-
ators are applied, such as mutation and crossover. This injects new genetic material into the
population and mixes up existing genes which allows the algorithm to effectively explore the
search space.

— Mutation is the analog of biological mutations, by inserting a random (small) change in
the representation of the individual new information is injected into the population.

— Crossover is the analog of natural sexual reproduction, where the representation (DNA)
of 2 individuals is mixed together into a new child individual. Mixing the elements of
both parents together can combine successful building blocks.

Poorly performing offspring are discarded, successful offspring are promoted to the population,
possibly replacing a worse performing existing individual. These steps can be applied to the
entire population at a time, creating a fresh generation every iteration, but they can also
be applied per individual or any combination of individuals. A schematic of the canonical
evolutionary algorithm is shown in Figure 2.1. The result is that the population as a whole
moves in the direction of better fitness.

2-2-2 Schema theorem

Perhaps the most fundamental theoretical result that explains why evolutionary algorithms
work is Holland’s schema theorem [28]. It shows that genetic algorithms accumulate successful
building blocks called schemata over the generations'. These schemata are fractions of the

genotype, that describe some part of the system under consideration.

1To stay concise the exact mathematical details and proofs are omitted here. They are explained thoroughly
however in many different papers and books such as [25,28,40]
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Figure 2.1: The canonical evolutionary algorithm. Individuals are selected as parents from
the population and transformed by a variational operator (analogous to mutations and sexual
reproduction) to generate offspring. This offspring is evaluated. Fit offspring gets promoted
back in the population, unfit offspring gets discarded.

As an example, let’s take a simple genetic encoding consisting of just 4 bits describing some
sort of system. Schemata in this 4 bit world for example are (where the * denotes a wildcard,
it could either be a 1 or 0):

[1 % % %] [* 0 1 % (2.2)

Where individuals are for example:

1 0 0 1] 1 0 1 0 0 1 0 1] (2.3)

In this case individual 1 contains schemata 1, individual 2 contains both and individual 3
contains neither.

The schema theorem proves mathematically for a simple genetic algorithm that schemata
which have higher individual fitness, and thus provide some evolutionary benefit to individuals,
tend to accumulate in the population in an evolutionary algorithm over the generations. The
schemata also increase in complexity, increasingly focusing the search in the hyperplanes in the
search space spanned by these schemata [28].

As more of these successful building blocks accumulate the algorithm converges to areas of
higher overall fitness for all the members in the population, as these members are increasingly
made up of successful schemata. This explains how evolutionary algorithms can approximate
optimal solutions.

It follows that the success of objective-based evolutionary algorithms lies in the assumption
that the building blocks of a successful solution, are by themselves partially successful at solving
the problem. As the building blocks need to be beneficial on the objective to be selected for
by the algorithm. If this is not the case, the search is focused on the wrong hyperplanes of the
search space and, for complex problems, is likely not to find the solution at all. This is known
as deception [30,41].
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Figure 2.2: A maze domain problem to illustrate deception. Using naive fitness maximization
will lead to the algorithm getting stuck in the position denoted by the square

2-2-3 Deception

In order to illustrate deception we can take the simple toy optimization problem where the
representation is given by a bitstring of size 4. Let’s assume the globally optimal solution is
given by:

0 1 1 0 (2.4)

It is a deceptive problem when the schemata of the optimal solution [O 11 0] all result in
individually low fitness. While the schemata of a globally poor solution all perform relatively
well on the problem.

We can make the toy problem intentionally deceptive by shaping the fitness function as
an example. If we assign the bitstring [0 11 1] a poor fitness score and give otherwise
completely wrong solutions [1 00 1] and [1 0 0 O] a good score we generate deception.
This occurs because according to the schema theorem the schema [1 00 *] is propagated
in the population rather than [0 11 *] Yet where [O 11 *] contains three out of four
elements of the optimal solution, [1 0 0 *} contains none. Clearly the search will in that
case be focused on the wrong area of the search space, because a single mutation or crossover
event can shape the solution from the worst to the best.

The stochastic nature of evolutionary algorithms generally allow them to deal with these
cases to a certain level. In the toy problem example the odds of finding the optimum just by
random generation is already 1/16. Yet, in the real world problem of mechanism design the odds
of randomly stumbling on the solution in a usual given population size becomes astronomically
small. When the complexity of the required combined successful blocks is too great to discover
randomly, an evolutionary algorithm will still struggle to overcome it.

An example of deception occurring in an evolutionary algorithm is illustrated in Figure
2.2. In this problem controllers are evolved to guide the robot through a maze from the open
circle to the closed circle. Using the naive optimization technique of minimizing the distance
to the objective the algorithm will get stuck in the dead-end of the maze denoted by the square
instead of finding the true (dotted) path. The problem is deceptive with respect to the objective
function.
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2-2-4 linkage problems

Linkage problems occur when successful building blocks are disrupted by the variational oper-
ators. This is more likely to occur in complex problems as they tend to have more complex
building blocks. It is a result of the success of one element of the representation being tightly
coupled to the success of another element.

While deception is a property of the objective, linkage problems are a property of the used
variational operators and representation. This means that with proper choice of representation,
linkage problems can be avoided. In practice this means identifying any linkages a priori, which
generally is a hard problem in it’s own right [42]. If the problem is multi-objective this becomes
even more complicated, as linkages might occur with respect to one of the objectives but not
the others and vice versa [43].

Linkage problems occur in practice when evolving the morphology of mechanisms for a
specific desired behavior, removing even one connection in a four bar linkage for example will
completely disrupt the overall behavior of the entire system. The system as a whole produces
resultant behavior which can not be easily decomposed into fundamental individual building
blocks.

2-2-5 Novelty Search

Novelty search is a variant of evolutionary algorithm that, rather than maximizing the perfor-
mance with regard to a fixed objective, is driven by the search for behavioral novelty [36,41]
i.e. it is driven by creating an as large variety of candidate solutions as possible. The greater
diversity has been shown to reduce the threat of deception [36]. The behavior is compared to
that of the current population and an archive of past behavior. A higher likelihood of reproduc-
ing is obtained by doing something new, rather than maximizing a criterion. This aggressively
encourages exploration of the behavior space. In fact, the algorithm can be considered as
exploration only, albeit in an intelligent way.

Novelty search works by taking an existing evolutionary algorithm and replacing the ob-
jective function by a nowvelty metric. Defining this novelty metric requires careful planning,
as it determines the behavior space through which the algorithm will search. Defining which
behaviors are considered novel and distinct, and how to explicitly quantify this, becomes one
of the key design problems. It is known as behavior characterization [44].

However, there are some drawbacks. An archive of past individuals needs to be maintained
and compared to, which can grow to be very large. Additionally, if the search space is un-
bounded there is always new novelty to be found by going somewhere meaningless. This means
boundaries (such as the outer edges of a maze in a pathfinding problem) have to be defined a
priori.

Novelty search has been applied to generate virtual creatures [26]. The algorithm Lehman
et. al. presented was able to create a variety of functional and distinct walking creatures in a
single run.

2-2-6 Quality Diversity

Quality diversity algorithms [35] aim to generate a repertoire of high quality, diverse solutions to
a problem in a single run. A quality diversity algorithm takes the diversity generating power of
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novelty search, and combines it with a direct objective based approach to give more direction
to the search. They represent some of the newest developments in the field of evolutionary
computation [29,38,45,46]. It is interesting to note that they have shown to be more resistant
to deception and linkage problems in the search space while maintaining performance on the
objective, at the cost of taking more function evaluations.

Instead of looking for the best overall individual in the search space, quality diversity
algorithms split the search space into different regions and look for the best individuals for
each separate region. The result is that, rather than returning a single most fit solution, the
algorithm generates a QD collection; a collection of the best performers across the entire space
divided along a measure known as the characterization.

It follows that in order to use a quality diversity algorithm, a method to divide the search
space is required. Generally a behavior characterization (A metric for the difference between
two behaviors ¢ (p,u)) is used [44] but other divisions are possible such as along parame-
ters [38,47]. The performance of the algorithm is significantly influenced by this choice of
characterization: clearly it is important to align this characterization with the design problem
similar to the way the model should be aligned with the problem. The division of the search
space has to make sense.

A great benefit over classic optimization algorithms is that the result of a quality diversity
run is a set of independent varying designs, rather than a single optimal one. A designer
could pick any one of the solutions that satisfies other objectives that are not represented in
the objective function. This is a great benefit to automated design problems as often not all
requirements can be encapsulated in the objective function, such as for example aesthetics.

2-3 Encoding Mechanisms

2-3-1 Modeling mechanisms

A model representation and parametrization of mechanisms is fundamental to apply automated
design to the design of mechanisms. There have been quite a few attempts over the years at an
unambiguous mathematical description of mechanisms, such as Denavit-Hartenberg parameters
[48], screw-theory based descriptions, graph-theory based representations and more. But these
representations were developed to provide an easy way to model the kinematics of mechanisms,
not necessarily to be conducive for automated design.

As explained in Section 2-2 the representation should ideally consist of small but effective
and general building blocks called schemata to be processed by the evolutionary algorithm,
yet these building blocks have proven hard to identify exactly, as indicated by the numerous
different competing representations and approaches [16,21,23,27].

However, success has been achieved using a graph based representation for mechanisms for
automated design using an evolutionary algorithm as solver [19]. It has as particular benefits
that identical mechanism structures can be easily identified and many mechanism properties
can be related to useful fundamental graph properties [25,49].

2-3-2 Graph representation of mechanisms

In graph-based mechanism modeling the mechanism structure is represented by the ordered pair
of an undirected, rooted, labeled graph G and corresponding parameter map P [19,20,25,50].
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Figure 2.3: A mechanism encoding example, the mechanism on the left can be encoded as the
labeled graph shown on the right. While multiple elements can have a ground connection at
different positions the ground is still represented by a single vertex in the representation.

The graph defines the discrete elements, such as elements, connections and their types. The
parameters represent the numerical elements such as weight, size and spring constants. An
example of a mechanism encoded as a graph G is shown in Figure 2.3. Formally an undirected,
labeled graph is defined as the ordered triple G = (V, E, ®) where

— V is a set of vertices, also known as nodes, e.g. Figure 2.3 the vertices are the masses m,,
and ground g.

— FE is a set of edges, which are unordered pairs of vertices: an edge always connects two
distinct vertices, e.g. in Figure 2.3 the edges are the hinge H, and spring connections
K,.

-V FE— {{a:,y} | (z,y) EVZAT # y} is an incidence function which maps every edge
to an unordered pair of vertices, e.g. in Figure 2.3 the edge K7 is mapped to the vertices
meo and ms.

All mechanisms graphs are rooted because a single vertex, in this case the ground g, is both fixed
and unique. This is considered the root vertex of the graph. To complete the representation a
list of numerical parameters P corresponding to each of the labels has to be given.

The connections in the graph are specified by the incidence function @ which maps every
edge to a pair of vertices. As incidence function we use an incidence matrix: an incidence
matrix is a Boolean matrix where the columns represent edges and the rows represent masses.
If a mass is connected to an edge, the value at that row, column combination is set to 1. All
other entries are set to 0. It follows that columns can only contain two nonzero values, while
rows can contain multiple. The incidence matrix belonging to the mechanism of Figure 2.3 is
shown in equation 2.5:

Hy Hy Hs K

g 1 1 0 0

U= |mg 1 0 o0 1
me9 0 1 1 0

ms3 0 0 1 1

Each label carries its own parameters as defined by the parameter list.
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Figure 2.4: Two graphs describing the same simple mechanism consisting of two pendulums
connected to the ground and to each other by a spring. The graph on the left can be obtained
from the graph on the right by exchanging the numbering of the masses m; and my: the
graphs are isomorphic.

2-4 Related graph properties

Several graph properties are closely related to properties of the mechanisms represented by
them and will be used to refine the encoding. This section gives a short, qualitative overview
of these. For a more detailed treatment see e.g. [49].

2-4-1 Graph isomorphism

Representing the structure of mechanisms with labeled graphs is intuitive but has a distinct
pitfall: the resulting encoding is not unique. Multiple different labeled graphs can result in
identical mechanisms. This follows from the fact that the elements are interchangeable; the
order of numbering is irrelevant, only the label type matters. Figure 2.4 illustrates this problem
for a simple mechanism structure.

The two masses are not initially numbered but to assign parameters we need to label the
graph such that the vertices are distinct. However, there is more than one way to label the
masses as there is no distinct starting point available. Depending on whether the left or right
mass is picked as the starting point m; a different graph representation and incidence matrix
is obtained.

From the graphs shown in Figure 2.4 we can determine the incidence matrices as:

Hy Hy K; Hy Hy K;
g 1 I 0|l |g 1 1 0
myp 1 0 11 |mp O 1 1 (2'6)
my 0 1 1 mo 1 0 1

While the incidence matrices and graphs are not identical, they actually represent the same
mechanism. It’s still possible to say that the two graphs are closely related because if the num-
bering is discarded, they are in fact identical. They share the same elements and connections.
In that case the graphs are considered isomorphic. (Denoted by 22).

Two graphs are considered isomorphic if they can be transformed into each other by moving
around the labeling but keeping all connections and elements intact.

By checking the mechanism graphs for isomorphisms the effective search space can be
significantly reduced [25].
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Figure 2.5: This graph is fully connected since a path exists between every vertex. However,
if the edge denoted by e is removed this is clearly no longer the case: it becomes disconnected.

2-4-2 Graph connectivity

Another quirk of the representation is that, in principle, mechanisms can be defined that are
disconnected. It’s possible to define elements that are entirely free floating, mechanisms that
consist of several different disconnected sections. Even two unrelated complete mechanisms
can technically be defined within a single representation.

The connectedness of mechanisms is defined by another important graph property: graph
connectivity. A graph is considered connected if it has at least one vertex and there exists a
path between every pair of vertices in the graph. Figure 2.5 illustrates this concept.

It can be checked if a graph is connected by traversing the graph, following all the edges
from the starting vertex, and marking any traversed vertices as visited. If no more edges are
available to traverse and all vertices have been marked the graph is considered connected. By
enforcing that a graph that represents a mechanism has to be fully connected loose ends and
disconnected elements can be prevented.

2-5 Conclusion

In this section an explanation was given of the issues of automated mechanism design that
prior techniques ran into. Significant strides have been made to reduce the complexity of the
search space [19, 20, 50]. Graph isomorphism can be used to significantly reduce the search
space. However, graph isomorphism checks are very computationally expensive and should be
performed as rarely as possible to keep performance up.

Novelty search and quality diversity algorithms have been successful by injecting the neces-
sary exploration to avoid deceptive attractors [26,35,38,51]. However, these approaches require
strict boundaries on the search space to prevent the algorithm from generating functionally
meaningless novel solutions.

None of the approaches have thus far solved the underlying linkage problems in the mech-
anism design search space.
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Chapter 3

Mechanism model Extensions

This section will explain the modifications to the mechanism representation structure. The
original structure is summarized in Section 2-3-2. These are necessary because the prior graph-
based mechanism model fails to satisfy the following requirements:

— The mechanism representation should have clear, pre-defined points of interaction with
the environment. Requiring the introduction of the end-effector element. This is necessary
to reduce redundancy.

— The mechanism representation model should include active motors to facilitate possible
control elements. This requires the introduction of an active motor element and controller
map. This is necessary to make the representation generalizable.

— The mechanism representation should allow parameters to be defined arbitrarily, i.e.
possibly indirectly through an external function. This requires the introduction of the
parameter map. This is needed in particular to functionally decouple the representation
of the parameters from the representation of the discrete elements.

3-1 Additional elements

While the graph-based representation of mechanisms has proven to be effective [25], it lacks the
proper extensions to deal with motors and control. In addition, a pick-and-place robot usually
has a single end-effector, to properly model a robot the end-effector should be included in the
model. This requires the inclusion of newly defined end-effector, motor and controller elements
to the mechanism representation.

3-1-1 The end-effector

Robots and mechanisms often have fixed points of interaction with their environment, either
a gripper, linkages to external systems or other such connections. To model these kinds of
relations the end-effector element is introduced to the representation.
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Figure 3.1: A mechanism with added end-effector ey, the end-effector is visualized as a gripper
and modeled as a point mass.

The end-effector (e), like the ground (g), is a unique vertex that can be added to the
structure of the mechanism. It represents the ability of the mechanism to manipulate the
world around it. To account for connections with varying degrees of freedom a fully constrained
connection type (F') is introduced alongside the end-effector.

The end-effector behaves like a variable mass point-mass. Picking up an object can be
simulated by adding the mass of the object to that of the end-effector, external forces can also
be applied to the end-effector to model the interaction with the environment. Like the ground
vertex is always the first, the end-effector is always the last. This aligns with the concept that
a mechanism structure is defined by the (parallel) chains of elements between the ground and
the end-effector.

3-1-2 Motors

The motor element is a special element in the mechanism representation structure as it is
able to add and extract mechanical energy, it is a non-conservative element. It provides the
connection bridge between the controller and mechanism representation structures. A controller
must be attached to the motor, which applies a (possibly state-feedback) control torque to the
mechanism. This controller representation is independent from the mechanism representation,
but can be correlated to the mechanism structure.

A controller in the mechanism representation is considered a black box function, in which
the mechanism state and time is provided as input and a control torque results as output. If
no controller is attached a motor will be treated as a passive hinge.The separation of represen-
tations facilitates a co-evolutionary approach to the optimization problem.

3-1-3 Controllers

As controllers are part of more complex mechanism structures it is important to keep them in
mind as well. In order not to inherently limit the possibilities of controller encodings these are
considered as a separate attachment.

Controllers don’t fit neatly into the rest of the mechanism representation since the controller
itself can technically be considered a parameter of the mechanism representation. I.e. to fully
define a controlled mechanism the parameter set contains not just real-valued vectors defining
the mechanism element parameters and positions but also controller objects, which have their
own respective independent representations. The result is a nested structure.
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A controller is defined as a function that maps the time ¢, states x and velocities X of the
mechanism to a control output torque 7:

C(t,x,x)=1 (3.1)

A mechanism M can be assigned an ordered set of controllers C = {C1, Cy, ..., Cy, } to result
in a controlled mechanism Mo = {M,C}. Where the number of controllers is equal to the
amount of motors present in the mechanism.

The controller representation itself is purposely left unspecified in the general model of the
controlled mechanism representation. Many different competing evolutionary controller models
exist [10,52-55] and the optimal control strategy choice is ultimately highly problem-dependent.
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3-2 Parameter map

3-2-1 Parameter List

The parameter list is the general structure used for a single mechanism definition, the parameter
function is defined as a list lookup of uncorrelated parameters. This can be viewed as a trivial
case of a parameter assignment function: rather than generating a set of parameters the set is
completely predefined.

Each label in the list fundamentally corresponds to an element type, which has a known
predefined structure of parameters. The position of the element is always represented by the
first two parameters, except for springs which define two connections and no constraint. For
the elements in the representation this leads to the following definitions from prior art [19]:

Ground (g): The ground g is the root vertex and has no corresponding parameters
(positions are encoded in edge connection locations)

Mass (m): [a: Y m], the mass of the element, as well as the position of the center of
mass at t = 0. This position is only used in case the position is not already fully defined
by the connection elements.

Hinge (H): [m y], the x and y position of the hinge at t =0

— Spring (K): [ml y1 T2 Yo o kz], the two connection positions at ¢ = 0, the zero
length [y and the spring constant k of the spring

And the new elements introduced here:

— Torsion Spring (T): [w y O k:], the position of the hinge, the zero angle 6y and the
spring constant k.

— Motor (M): [ac Y C’n], the position of the hinge, and the number of the assigned con-
troller C,.

— Fixed connection (F): [a: y], the position of the fully constrained connection.

— End-Effector (e): [m], The end effector e is the second fixed vertex element, which only
has a mass parameter (the position is fixed through the connection elements)

Other elements are possible in this representation by defining them on the graph structure and
defining the required parameters to describe these new elements.

3-2-2 Parameter function

The parameters of the mechanism determine the mechanism behavior to a significant degree,
as exemplified by the large amount of 4-bar linkage mechanisms in existence [56]. Every 4-bar
linkage has the same graph structure so clearly it are the relations of the parameters that
explain the behavioral differences between these mechanisms.

There also exists an underlying structure within these parameters; effective motor param-
eters depend on the mass and length parameters, torsion spring constants on the moment of
inertia. Many such relations exist.
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As a result rather than the absolute parameters it is the relative relation of the parameters
with respect to each other that ultimately determines the mechanism behavior. A simple
example to illustrate this concept would be to imagine changing the units from Metric to
Imperial, while the numeric values change the mechanism behavior remains exactly the same.
This property can be shown from Newton’s laws of motion [57].

Simply describing the parameters as a list is not able to capture all these properties. Fol-
lowing the realization that the parameters are both correlated and subject to constraints the
following definition is proposed:

Definition 1. Given a labeled graph G, a parameter assignment P : G — {{J, {pi} | pi € R* ANk = |G|}
s a map that, to each vertex and edge, assigns a corresponding real-valued vector of numerical
parameters.

Applying P to a labeled graph structure G results in an ordered set of parameter vectors
{p1, P2---, Pr} where the total amount of parameter vectors k is equal to the sum of the amount
of vertices and edges.

By defining parameter assignment as a function, rather than more weakly tying the numer-
ical parameters to a list, it is possible to define a parameter generation function that explicitly
takes the parameter correlations on the mechanism into account. The set of all possible param-
eters can be mapped to a space, the domain of possible parameter assignments. This domain
represents the set of spaces of possible mechanisms corresponding to each mechanism graph
structure.

In a general sense P is an indirect encoding (a function which generates parameters encoded
in a generator function rather than drawing from a list) which has shown to be effective for
neural networks [58,59]. Additionally the parameter function can be split off from the graph
representation, resulting in a structure representation given by the graph G, and a parameter
representation given by P (G).

3-2-3 Parameter invariants

Mechanism parameters can be transformed by a behavior preserving transformation: one that
scales, rotates and otherwise influences the parameters but does not change the behavior. These
are transformations on the parameters such that the mechanism fitness does not change. I.e.
these transformations lie in the nullspace of the gradient of the objective function. To be more
specific, it is possible to specify operations for which the behavior in question is invariant.

An interesting consequence is that the parameter assignment function can be designed to
be aware of these invariants. This allows a reduction in search complexity, as mechanisms that
are different only in parameter scale are treated as identical. The domain of P is contracted
such that any regions that represent parameter invariants of the objective function are reduced
to single points.

To makes this a bit more concrete we can look at the example of finding a particular
resonance frequency for the simple mass-spring system in Figure 3.2.
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Figure 3.2: A simple Mass-Spring system described by the set of parameters m, k, g

We can derive the resonance frequency of this system as w = \/%. Clearly any transfor-

mation of k, m and [y that preserves the ratio % lies in the nullspace of the gradient of the
objective function. We can simplify the complexity of this problem by looking for the ratio
r= % instead of all parameters k, m and [y, a reduction from three to one dimensions that is
achieved by contracting the search space using the parameter function.

Doing this for the mechanism parameter function is not as trivial as forces, inertia, mass,
lengths all interact to produce the final behavior of the dynamics of the mechanism but this is
already very useful to for example fix an end-effector starting position or to correct for trajectory
scaling. This significantly reduces search space redundancy, one of the major problems of

automated mechanism design.

3-2-4 Constraints and correlations

Constraints on the parameter assignment function provide boundaries for the parameters and
are implemented as rules on P. They explicitly modify the domain of possible solutions.

The parameter assignment function is considered correlated if for some element of the
assignment function depends on the values at other edges or vertices. While in a way a trivial
observation, existing correlations provide valuable information that can be provided as input for
an optimization algorithm: Assume a correlation exists, when adding or removing an element
to the mechanism a correlation rule h could then look like:

i.e. when an element is added or removed the new parameters (which have a different size) are
some function of the old parameters. For example a rule such that, when adding another mass
and spring to the mass-spring damper of Figure 3.2, the new parameters are such that the first
eigenfrequency of the new system is identical to the eigenfrequency of the single spring-mass
System.

3-2-5 Effect on the evolutionary algorithm

As per the chain rule the gradient of the objective function with respect to the parameters,

while keeping the structure fixed, is now defined as:
0 of oP
or _ofop -
op OPop
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e.g. the gradient is projected along the directions spanned by the parameter function. In an
evolutionary algorithm we normally provide a change in parameters Ap and observe the change
in fitness Af. By using a parameter map function to generate this change in parameters we
ensure the effect is always along gTJ;’ such that desired properties will be maintained.

This leads to the important result of the introduction of the parameter map function: dif-
ferent parameter functions can be used as input for the creation of operators, each of which can
represent possible sampling strategies that explore the objective function along directions that
maintain certain desired behavioral properties. By doing this, multiple parameter invariants
can be explored simultaneously.

3-3 Representation example

To summarize, the representation structure M = {G, P,C} defines an actuated mechanism:

1. The labeled graph structure G = {E,V'}, with the unique end-effector and ground ver-
tices. Including the edge labels of the connections.

2. The parameter assignment map P, which provides either the parameter set explicitly or
defines a function to generate that set.

3. The controller set C = {C4,Cy, ...,Cy} , if applicable. The controller has it’s own nested
representation which is separate from the mechanism.

To illustrate the complete representation of a mechanism and controller we can use the example
mechanism shown in Figure 3.3: a spring-connected double pendulum that is driven by a motor
with a PD controller at the base with reference signal 6,.y and input state 6, which is the
angle of rotation of the mass element m; in Figure 3.3.

5 Y
| = o

-2.0 -15 -1.0 -0.5 0.0 0.5 1.0 15 2.0
x-pos (m)

>
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) «
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Figure 3.3: The motorized mechanism (left) and it’s graph representation (right), the ground
and end-effector are a unique vertices. The motor is represented by the dotted circle, the
ground locations by the black triangles and the end-effector by the gripper.

From the graph structure in Figure 3.3 we can deduce that it has the following incidence

J.A. Westra Master of Science Thesis



3-4 Conclusion 29

matrix:
EFE My Hi K,
g 0 1 0 1
V=|m 0 1 1 0 (3.4)
mo 1 0 1 1
e 1 O 0 0

The mechanism has the following parameter set, representing the connection locations and
parameters:

my=[1 0 0 )
mgz[l 0 0]
E=[1 2 01]
P= (3.5)
My =1[0 0 1]
Hy=1[05 1]
Ki=[-1 07 0 0.7 1.6 10])

The motor is assigned controller 1, which has its own independent representation which is
separate from the representation presented here.

3-4 Conclusion

This section introduced additional elements which extend the prior graph representation of
mechanisms. The motor element allows the addition of controlled motors, while the end-effector
is introduced as a pre-defined point of interaction used by the objective function.

This section also introduced the concept of the parameter map function. The parameters
can be derived from functions, which represent invariants in the search space. These invariants
can be captured by using parameter functions. By sampling the gradient of the objective
along the directions of these parameter functions which describe invariants the overall search
complexity of the evolutionary algorithm is reduced. This can be achieved in practice by using
these parameter functions as input for operator generation rules in an evolutionary algorithm,
which reduces both deception and search space redundancy.

Master of Science Thesis J.A. Westra



Chapter 4

ROSE: Reduced Operator Space
Evolution

This section will explain the core concepts of reduced operator space evolution. First operator-
representation duality is shown, which uses the decoupling of the parameter function from the
representation introduced in chapter 3, then the mechanism space is constructed based on this
duality. Using the newly defined mechanism space a new evolutionary algorithm is introduced.

This novel algorithm is necessary in order to solve the linkage problems that have plagued
automated mechanism and robot design algorithms. In particular, it decouples the mechanism
representation from the optimization algorithm sampling strategy through the use of abstract
operators.

4-1 Introduction

In order to solve the linkage and deception problems we need to build an understanding of
how the algorithm operates and how these problems manifest in the search for an optimal
mechanism design.

Section 3-2 shows that the set of parameter functions has an associated domain of possible
mechanism designs. By applying a set of constraints on these parameters we can bound and
contract this domain, and thus the possible mechanism designs corresponding to that structure
which reduces deception. Adding effective correlations such as done for the mass-spring system
lets us map the problem to a lower-dimensional space as well while dealing with linkage problems
effectively.

This inspires an investigation into how these insights can be applied to the structural
(discrete part) of the computational design optimization problem as well.

These obtained insights are used to develop an effective evolutionary algorithm.

4-1-1 Fitness function

Ideally we want to explore the fitness space in a structured way, as this is the value we desire
to optimize. Yet in practice it is only the mechanisms which we can influence directly through
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Figure 4.1: A mechanism corresponds to an n-dimensional fitness value in some subset of
the reals 2 C R™ as mapped by the objective function f : M — Q. The mapping from
mechanism to fitness is obtained through simulation. The resulting question that defines any
optimization algorithm is then: how do we relate a desired change in fitness Af back to a
change AM on a mechanism? This is nontrivial as the inverse mapping f~! :  — M is
unknown a priori and not unique.

operators. A direct relation is not known, as the fitness function requires simulation to be
evaluated; it can only be sampled. The question that arises: How can we map a desired
transformation in fitness space to a transformation on a mechanism, doing essentially the
inverse of the evaluation step. The intuition behind this concept is illustrated in Figure 4.1.

Evaluating f requires simulation, so it follows that while f (M) is known exactly it’s gradient
{?TJ;I is unknown. In fact, since the mechanism structure representation is discrete the gradient
only exists locally as a function of the parameter function P when the structure G is kept
fixed. Yet the gradient of the mechanism in fitness space, but expressed in mechanism space
coordinates. Or more simply, how fitness function evolves with respect to the mechanism
parameters, is precisely the knowledge need to move in the direction of better fitness.

So while % isn’t available we need to use some estimate of it, either implicitly or explicitly,
to move the mechanisms in the direction of better fitness i.e. we need it in order to construct
an optimization algorithm. We can however sample the fitness function.

Using the sampled fitness values we can construct an a posteriori estimate f (M) of the
fitness function f (M). These estimates can guide the optimization algorithm.

4-1-2 Operators

In order to study an optimization algorithm in the context of mechanisms it is necessary to
look at AM from Figure 4.1 in some more detail. It is clear what Af is since it is a real valued
number or vector:

Af = f (M) — f (M) (4.1)

What is AM? We might try just applying the above expression but for mechanisms which
results in:

AM = My — M, (4.2)
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but this actually has no meaning, since the minus operation for mechanisms is not defined.
We know that the new mechanism can obtained from the old one by applying some operation
o which acts on the graph representation and parameters of the mechanism representation: by
adding the spring K7 and connecting it to the ground g and to the link m; we obtain Ms from
M. This is visualized in Figure 4.2. Using this insight we can define operators on mechanisms

Figure 4.2: A general operation on a mechanism can itself be visualized as a section of
mechanism to be added or subtracted from the structure, combined with possible parametric
changes to any of the shared elements.

in the following way:

Definition 2. An operator ¢ : M — M is a transformation that maps a mechanism to another
mechanism

Armed with this definition we can now determine the meaning of AM:
AM = [p: @ (M) = M) (4.3)

In words: The difference AM between two mechanisms M; and Ms is given by the operator ¢
which maps M; to My such that My = ¢ (Mj). This gives a nice interpretation to the question
posed by Figure 4.1: Finding the mechanism with increased fitness means finding the right
operator to apply.

As shown in chapter 3 a mechanism is represented as the combination of a labeled graph
defining the structure, and a list of parameters of the elements in the graph. The graph
structure is discrete, while the parameters are continuous. As a consequence operators are also
described as labeled graph structures, fundamentally they describe pieces of mechanisms to be
connected to or removed from the mechanisms. In the special case where the structure of the
mechanism remains the same the operators reduce down to parametric maps, which can be
represented in a much simpler way.

Inverse operators also exist for every operator i.e. ¢~ o ¢ = ¢ where ¢y is the identity
operator: ¢y (M) = M. A trivial example is the operation of adding a link, where the operation
to remove that link is its immediate inverse.

1

4-1-3 Operator representation

To utilize the operators in practice we need to be more specific about their representation. An
operator ¢ can be represented as a chain of possible parameterized operations on the mechanism
representation, of which we can identify the following fundamental base types for a mechanism
exploiting the fact that they are described as labeled graphs.
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— {pc} The set of canonical graph operators for labeled graphs [49]: add a node, remove a
node, add an edge, remove an edge, relabel a node, relabel an edge.

— ¢p The parameter point mutation

We can use this operator base to define the general structure of a mechanism operator. Note
that the order of the operators is important. For example we can define an operator ¢; that
adds a link with a hinge connection in the following way: first add a link (vertex), add the
parameters for the link, add a hinge connection for that link (edge) and then add the parameters
for that hinge connection:

o1 =92 (pe (05 (0o (--2))) = @20 peo @) o, (4.4)

The symbol o represents the ordered composition of the operators as shown in equation 4.4.
For notational simplicity the superscript on the parameter mutation indicates the number of
chained parameter mutations. This composition of operators can be visualized as a chain of
base operations as shown in Figure 4.3.

(pv q)p (pe (pp

[ s >® i >®

Figure 4.3: A chain of base operators defines the operator to add a link ¢;, each vertex in
this chain represents an in-between mechanism representation.

A note on crossover

Crossover in an evolutionary algorithm is the recombination of sections of the representation
between two members of the population, essentially mixing both representations together. In
contrast to generating a mutator operation which is only a function of a single mechanism a
crossover operator generator is a function of two mechanism representations.

It is possible to represent any crossover event as a general operator so it is not necessary
to explicitly include them here from a theoretical viewpoint. Studying crossover operators is
however of great interest for further research.

While crossover has been shown to be possible for mechanisms [19] it’s effectiveness suffers
from the linkage problems, the behavior of the parent mechanisms that makes them successful
is not preserved. A good example of this is shown in Figure 1.5. For this reason only mutations
are considered here.

4-1-4 Complexity measure

We have obtained a description for AM, but still no ability to quantify and compare these
differences explicitly. Logically an operator that does a lot of modifications should result in a
larger AM than one that only does a few. By applying concepts from information theory we
can quantify this more specifically.

To quantify the complexity of a mechanism I propose the following definition:

Definition 3. The complexity measure ¢ : M — Rxq is a function that for each mechanism
assigns a positive real valued number. It is equal to the self-entropy of the mechanisms repre-
sentation
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The self-entropy [60] is given by:

¢(M) = —In(p(M)) (4.5)

Where p (M) is the probability of this particular mechanism randomly occurring on it’s repre-
sentation.

In other words: the complexity of the mechanism represents the log-inverse of the odds of
the mechanism to occur when randomly generating mechanisms. This definition of complexity
has an important corollary: changing the base of the representation can increase or decrease
the complexity value of a mechanism. This happens because modifying the base can exclude
or include possible mechanism structures, modifying the probability p (M).

We can obtain an explicit form by calculating the probabilities. The probability of a mech-
anism occurring randomly is given by the multiplication of the probability of each of it’s
elements:

pO) = [[p () (4.6

The complexity of the mechanism is given as the negative logarithm of the probability, using
equation 4.6 for the probability of the mechanism:

¢ (M) = —In (p (M)

=—1In (Hp(Mz'))

)

==Y m(p () (47)

This means that the complexity of a mechanism is the sum of the complexity of it’s parts. The
exact probability p (M;) of an element occurring technically depends on factors such as the
bit-depth of the representation. But since it is a constant multiplication factor that is identical
to every parameter and every mechanism, we can filter it out. We care about the about the
comparative complexity between mechanisms rather than the exact numerical value.

If we assume py is the probability of randomly drawing exactly one value for the parameter
from a uniform distribution', which is a shared constant factor between all elements. Then an
element’s probability is determined by it’s degrees of freedom n, as given by table 4.1.

p(M;) =[] ps = (0s)" (4.8)

if a parameter has n degrees of freedom then (py)" is the probability of drawing that parameter.
This results in the following equation for the mechanism complexity:

c(M) == () = ~n(pp) Y (4.9)

"When using double-precision floating-point representation and every number is equally likely py ~ 274
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Element Degrees of freedom
Ground 0
End-effector 0
Mass 3
Hinge 2
Spring 6
Torsion spring 4
Motor 2%

Table 4.1: The amount of parameters required to fully describe particular elements are the
degrees of freedom of the element. Note that for the degrees of freedom we only care that the
connection exists, not what two masses it connects: the connection is guaranteed to always
be between two masses that already exist in the structure and these are already counted.
The motor is a special case, it has two degrees of freedom but also an associated controller
object. The controller has it’s own representation and degrees of freedom which adds more
complexity to the mechanism. If no controller is added, a motor simply acts like a hinge in
every way.

We don’t care about the value of py, but note that it is by definition smaller than one, so
that In (py) < 0. We can drop this negative constant and cancel out the minus signs to get a
simplified complexity equation for the mechanism:

e(M) =" (n) (4.10)
(2
The mechanism complexity from definition 6 is, apart from a constant factor —1In (py), equal
to the sum of the degrees of freedom of it’s elements if every possible parameter permutation
is assumed to be equally likely.
From the definition of mechanism complexity we can also infer that there is a minimal
representable mechanism. This minimal mechanism is defined as:

Definition 4. The minimal mechanism M € M is defined as the (possibly not unique) mech-
anism with the lowest complexity score, such that for every M € M on that representation it

follows that c <M> <c(M).

In an identical way we can define the complexity of an operator and the minimal operator.
Note that the minimal operator is a walk where all vertices are distinct, known as a path [49]. If
any vertex appears twice in a walk this means that somewhere along the line two base operators
acted as each others inverse and canceled out, which means that a shorter walk is possible and
such an operator is not minimal.

4-1-5 Distance metric

Using the complexity measure we can finally put a number on AM, this number can actually
be interpreted as a (pseudo) distance metric. From the mathematical definition of a metric
space [61] we obtain the properties that are required in order for a distance metric:
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The mechanism distance metric is defined as a function d : M? — Rx( that maps two
mechanisms into a positive real valued number such that:

The distance from a mechanism to another mechanism is than zero d (M;, M;) > 0, M; #
M;

— The distance from a mechanism to itself is exactly equal to zero d (M;, M;) = 0, M; = M;.

The distance satisfies the triangle inequality d (M;, M;) + d (M;, M) > d (M;, My,)

The distance satisfies d (M;, M;) = d (M, M;).
Note that we can identify the following relation between M; and Mj:
M; =gl (M), ¢l (411)

Where ¢! is the minimum complexity operator which, when applied to mechanism Mj, results
in mechanism M;. We can use this relation to define a distance measure in mechanism space:

4 (M, M) = e (i) (4.12)

Where ¢ () is the complexity of the operator ¢, again given by the self-entropy of the operator
representation. Intuitively it scales such that mechanisms which require more operations to
turn into eachother are further apart than mechanisms which are closer. It satisfies the relation
d(M;, M;) =0, M; = M; as ¢ = @1 if M; = M and ¢y by definition has a complexity of zero
as it is an empty operator. Similarly it satisfies d (M;, M;) > 0, M; # M; since c (4,05) =0 if,
and only if M; = M;.

The triangle inequality also holds, the minimum operator represents the shortest possible
chain of operations between two mechanisms. Any vertices not on this path require additional
operations to reach and as such d (M;, M;) + d (M;, My) > d (M;, My). This follows from the
close relation to the edit distance of graph spaces and proof is given in e.g. [ref].

That leaves the final requirement d (M;, M;) = d (M, M;). This requirement holds if ¢ (¢) =
c (4,0_1) for all ¢ € @, which is not inherently the case for all possible operator sets: it is easy
to imagine a destruction operator with no parameters which takes any existing mechanism and
returns an empty mechanism. This means that when designing an operator some care should
be taken that the requirement c(¢) = ¢ ((pfl) holds when using the distance metric in a strict
sense. In practice this distinction is of lesser importance and the resulting pseudo-metric is still
very useful. The base set of section 4-1-3 satisfies this requirement.

Remember from definition 6 that the complexity measure is dependent on the set of base
operators ® selected. This has an important implication: By selecting a different set of base
operators, mechanisms can be moved closer or further away from each other.

4-2 Dual representation using operators

It is possible to use the operators to represent mechanisms in the form of deltas on some
predefined mechanism structure by applying equation 4.3.
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Mapping the mechanisms onto an operator domain has some distinct benefits, it lets us
analyze the resulting space, map evolutionary algorithms and reinforcement learning algorithms
to pseudo-random walks on this graph and it lets us bound the search space in easily understood
ways.

To begin we need two definitions:

Definition 5. The domain Q% of a set of operators ® is defined as the subset of mechanisms
Q% C M where, for any pair of mechanisms M;, M; € Q% there exists an operator gog S
such that M; = ¢} (Mj).

Definition 6. Given an operator ¢ € ® the associated minimal operator ¢ € ® is defined as
¢ = argminc(p), subject to ¢ (M) = ¢ (M), where c(p) is the complexity of the operator.

The domain Q% corresponding to a set of operators ® can be visualized as the slice of
the larger set of all mechanisms that is interconnected by that particular set of operators.
This is closely related to the notion of graph connectivity from section 2-4-2: if we map all
mechanisms as vertices to an infinite graph where the operators ® are the edges there will be
a single connected embedded subgraph, the vertices of this subgraph span Q2.

Lemma 1. Given a set of operators ® with domain Q® C M, any mechanism M € Q% can
be represented by the unordered pair {pm, My} of a fived seed mechanism My € Q® and corre-
sponding representational operator p,, € ®

Proof. The result follows immediately from the definition of the domain Q% by specifying that
M; = M. O

Lemma 2. A mechanism M that can be represented by an operator and seed mechanism pair
M (om, Ms) can be minimally represented by a minimal operator and minimal seed mechanism

pair M (ap}n,Ms>
Proof. By definition a minimal operator ¢ exists for every operator ¢ if min ¢ (p) exists. From

the definition of ¢ (¢) we note this is the case for every ¢ € ®. As by Lemma 1 M, can be
chosen freely we can simply specify it to be equal to M O

The resulting structure is a type of labeled graph known as a directed walk [49]. An
example of this parallel encoding is shown in Figure 4.4. This parallel encoding is important
since it is these walks that the evolutionary algorithm explores in an immediate sense. This
structure allows us to gain intuition on deception in the operator based representation: The
optimization problem is deceptive if there exists no path @% € ® from the starting mechanism,
to the optimal mechanism, for which the vertices are traversed on order of increasing fitness.

This has an interesting result, changing the operator base will change this path, which
directly affects deception in the search space.

4-3 Mechanism space

4-3-1 Definition

The set of possible mechanisms M that can be encoded by a specific representation can be
considered a space. Where a mechanism represents a single unique point in this space, and
operations ¢ on them represent transformations.
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(pM

Figure 4.4: The mechanism M (right) can be represented by the operator ¢js on a base
mechanism S (left): M = @ar (S). The operator ¢ps can be expanded into any suitable
choice of operator base. In this example ¢ = ¢ 0 @, 0 ¢; where ¢; adds the mass mo, @;
adds the hinge connection Hy and ¢y adds the spring connection K;.

The algorithm is effectively searching through this mechanism space, which contains all
possible mechanism solutions given this specific encoding. Evaluation of a mechanism is the
mapping of a point in mechanism space onto a corresponding point of the fitness space, which
is spanned by the fitness values of all possible mechanisms for this specific problem. There is
a single, but not necessarily unique, fitness value associated with every point in mechanism
space. As it is likely that the encoding does not capture every possible mechanism, only a
subset of the fitness space is explored.

An encoding provides a base for the mechanisms and allows them to be described with a
coordinate system (parameters), but the mechanism itself exists independently of the encoding;
the mechanism can be transformed from one representation to the other? without changing it.

The set of all mechanisms in combination with the distance measure defined in section can
be viewed as a space. This leads to the following definition:

Definition 7. Mechanism space M = {M,d} is a metric space which consists of the set of all
mechanisms M and the mechanism distance measure d : M? — R>0.

4-3-2 Structural representation

A mechanism consists of both a structural and parametric element, by setting the mechanism
structure fixed we obtain the following special case for operators:

Theorem 1. Let P; be the parameter function belonging to mechanism M; € M, and P; the
parameter function belonging to mechanism M; € M. If M; is structurally identical to Mj,
i.e. their graphs G;, G} are isomorphic, the operator ¢ : M; — M can be reduced to a bijective
numerical mapping ¢ : R — R".

20f course keeping in mind that the mechanism must exist within the intersection of the space spanned by
both representations.
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Increasing C(M)

Figure 4.5: A slice of mechanism space defined as a rooted graph structure starting at the
seed mechanism My, the edges represent the base operators used to represent transformations
in this space. The vertices represent fundamental structural mechanism types. The opera-
tors transform one mechanism into another. The amount of "hops’ required to go from one
mechanism to another, weighted by the complexity of those hops, is the mechanism distance
d (M;, M;).

This result is particularly notable since operators in general are not bijective.

By separating the parameter assignment function P from the mechanism representation the
parameter mutations ¢, can be ignored. By additionally specifying a complexity bound 1 such
that ¢ (M) < n for all M € M the space becomes finite in size. It is possible to construct and
visualize that part of the mechanism space itself as a graph structure and gain insight in what
it looks like.

As the minimal seed mechanism M is by definition the minimum complexity mechanism
allowed by the representation, any operations on it can only increase the complexity. Setting the
minimal seed mechanism at the root of the graph, each node represents an allowed structural
variation of a mechanism (i.e. independent of the parameter values) while the edges represent
possible operators that are applied on the mechanism. This is visualized by Figure 4.5. The
depth of the graph is the level of complexity of the node as given by the complexity function
¢ (M) up to n.

The structural operators represent paths from mechanism nodes to other nodes in this
representation, while the parameter variations are internal to the nodes in this graph. A
theoretical maximum fitness value for each of these nodes exists, but in practice only an estimate
of this fitness value can be obtained.

The nodes are natural to the space, not to the operators or the algorithm, the nodes always
exist. Structural operators provide the paths between the nodes, showing the possible traversal
options for an optimization algorithm. The shortest path traversal between two mechanisms M;
and M is equal to the mechanism distance d (M;, M;), which can be clearly visually identified
in this graph structure.
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Figure 4.6: A simple evolutionary algorithm can be visualized as a walk through mechanism
space. At every vertex surrounding vertices are sampled randomly, the vertex showing the
most promise will become the new base for further sampling. Dotted nodes and paths are
unexplored. Arrows represent applied operators. Clearly an evolutionary algorithm represents
a stochastic exploration of the mechanism space graph, resulting in a subgraph of that space.

4-3-3 Operator space projection

We can exploit the dual representation of mechanisms and operators presented in section 4-
1-3 to reduce the search complexity. by formulating a good choice of operator base ® the
mechanisms can be projected from their representation onto an operator domain Q% C M
with desirable properties.

Projecting a problem onto a simpler parametrization leads to an easier optimization algo-
rithm since (1) less parameters need to be found and (2) deception is reduced. If the projection
preserves all the desired solutions this can be achieved without loss.

Nodes which are not connected and parameter values that are not reachable will be ignored
completely by the optimization algorithm. Additionally, shortcuts in the mechanism space
can reduce deception. Figure 4.7 illustrates how introducing these shortcuts can simplify the
optimization problem.

A run of an optimization algorithm is a path through this space, where it attempts to guess
the maximum fitness at each node it passes through, and picks nodes to ’survive’ based on
their fitness value.Because the graph nodes and their maximum fitness values are persistent
when using the same objective every run of the algorithm explores the same set of nodes, even
when using a different set of operators ®* = ®. This makes it possible to compare two different
algorithms and their effectiveness and fundamentally allows the accumulation of knowledge
about mechanism space. This provides a useful set of meta-heuristics for algorithm analysis.

The building blocks processed by the evolutionary algorithm can be identified as the blocks
preserved by operators. This provides a fundamental link between the schema theorem and
operator structure. Operators introduce higher levels of abstraction and it is these higher
abstractions that handle the linkage between the different elements in the mechanism represen-
tation. Because the operators handle the linkage problems and not the representation multiple
differing linkage issues in the representation can be handled simultaneously.

This is a generalization of using parameter map functions to generate operators as in Section
3-2 to to the mixed continuous-discrete case. Rather than capturing just parametric invariants
for numeric parameters, structural invariants such as connectivity can be captured as well.
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Base 1 Base 2
All nodes reachable Some nodes unreachable

New shortcuts introduced

O )
L U

Figure 4.7: A change in operator base can be visualized as a change to the way the vertices
(representing mechanisms) are connected. If the domain of the new operator base is smaller
than before there will be vertices that become disconnected. The change in base will also
modify the distance between the vertices. Both these properties can be highly beneficial for
optimization as they fundamentally change the behavior of the evolutionary algorithm.

4-4 Reduced Operator Space Evolution (ROSE)

4-4-1 Motivation

We can draw an important conclusion from the structure of the search space derived in the
previous sections: the operators define the behavior of the evolutionary algorithm and the
preserved schemata. The actual representation of the mechanisms is only relevant to the
building blocks processed by the algorithm insofar the representation informs the operators.

Let’s illustrate how we can use this to our benefit with a simple example. Assume we have
a beam structure such as represented in Figure 4.8: a beam that has to connect two points.
During previous design operations the beam itself is already constructed, using a model that
takes each separate link into account. But, there is a flaw: the end-point position is off by
just a bit. To obtain the optimal solution the optimization algorithm will have to modify the
parameters of every element such that the end-point is placed exactly where we want it to be
while preserving the relative structure, a clear linkage problem.

Figure 4.8: The beam structure is off by just a little bit as the endpoint is a vertical distance
d from the desired endpoint, it has to be scaled and rotated as a whole to be just right.

The effect when using point mutations is dramatic: every single element will have to be
modified individually, yet doing this will compromise the structure of the beam. Because
performance on the other objectives also has to be maintained the result is that the algorithm
will struggle to find the right solution because it tries to get there by modifying each individual
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link one coordinate at a time. The model representation is not conducive for this particular
optimization task.

Yet something different occurs if we include a new operator to the base set ®, an abstract
operator that modifies every coordinate parameter in the system by a scaling factor s and
rotation around the ground connection 6. This operator can be defined on the base as the
combination of a large amount of point mutations, identical to the amount of links:

7 (5,0) = @sop (4.13)

Where the composition () is over all the parameters of the mechanism, in any order.

The complexity of this operator is only 2, as the operation can be fully described by two
parameters. A much simpler operator compared to the complexity of 22 for the full combination
of point mutations that it contains. The operator has such a comparatively simple description
as it is generated from a parameter function which captures a fundamental parameter invariant,
the relative beam structure.

We can visualize what happens in the mechanism space graph structure as shown in Figure
4.7. If we introduce this abstracted operator the correct solution is suddenly only one operation
removed from the current solution, the abstract operator introduced a shortcut in the search
space that can be used by the evolutionary algorithm; this shortcut introduced a path of
increasing fitness from the current structure to the optimal solution. In order to achieve this
we did not actually have to fundamentally modify the representation of the beam at all. It is
fully contained within the abstract operator of equation 4.13.

In the light of this insight I propose a novel algorithm based around the operators, their
representation and operator constraints. An algorithm that exploits the dual representation of
mechanisms: Reduced Operator-Space Evolution (ROSE).

Instead of the usual point mutations and crossover design operators that represent actual
design choices, ignoring the underlying representation except for the eventual implementation.
These higher level operators represent combinations of the base operators. This set of operators
is defined by a set of constraints on the full possibilities given by the base operators by only
allowing specific combinations. As a consequence this abstract set is always some subset of the
possible operators spanned by the original base. This leads to an overall reduction in operator-
and algorithm complexity.

The constraints can be used to shape the search space, because any mechanism can be
represented using operators, constraints on the mechanism can be represented as constraints
on those operators. This provides an easy way to implement prior knowledge by shaping the
domain Q% with the operator set. It is for example possible to select operators such that any
mutated mechanism will always have one degree of freedom [50,62]. Such an approach could
inform a possible implementation of ROSE.

The operators represent a connection map of the mechanism space nodes. I.e. the nodes of
the mechanism space, the structures, are independent of the choice of operators. But picking
operators defines the set of edges of that space, it determines how the mechanism structures
are connected and these connections ultimately determine how an optimization algorithm in
this space behaves.
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4-4-2 Description

The algorithm can be divided into three phases, initialization, local fitness estimation, and
search space exploration.

Initially the algorithm spreads out randomly from a seed mechanism using the operators,
this mechanism can be the minimal mechanism, but could just as well be a mechanism already
close to the desired design. The path from the seed mechanism to the initial structural nodes
is mapped out.

The nodes are optimized using a local optimization strategy, in this case an evolutionary
algorithm. This leads to a fitness estimate for every explored node. This is similar to speciation,
where the species are determined as the unique structures.

Search space exploration occurs when the local populations are considered to be sufficiently
optimized. A generator function generates operators to apply to the most successful nodes that
connect to new structural nodes, these nodes are checked for isomorphism with existing nodes
to prevent duplicates. If a new node is a duplicate the old node will simply be reactivated. The
worst performing nodes of the original population are deactivated so the algorithm maintains
the same amount of active nodes at all times.

The end result is a ranked map of the explored section of mechanism space. A graph
where each explored node contains the best discovered performing mechanism for that par-
ticular structure, the edges of that graph represent the operator paths and provide relational
information.

We can identify the following two requirements on top of the usual evolutionary algorithm
requirements:

— Operator set

— Operator generator function

Note that the representation model is no longer important to the effectiveness of the algorithm,
as long as the operators can process the model.

4-4-3 Operator generator function

To use the abstract operator set in an evolutionary algorithm a random generator function is
required. It is a function that, given a mechanism, generates an appropriate random operator
from the defined set. To implement such a function an operator will be generated in accordance
to a set of predefined rules. These rules enforce the parametric constraints as well.

This puts hard bounds on the possible set of resulting operators rather than on the mech-
anisms explicitly. Because the operator and mechanism structure are so tightly coupled this
also results in implicit constraints on the mechanism search space, many nodes are made un-
reachable by the algorithm because the paths to them are removed. This removes the need
to explicitly check for connectedness, groundedness and other necessary properties that are
required for the mechanism to be functional which eat up additional computation time.

By default all paths are closed off, picking operators means choosing which paths to open
up. Because the operators are higher level their effect is easier to visualize and design. It is
also possible to avoid linkage problems by picking the right combinations of operators, as the
linkage in the mechanism dna can be reflected as linkage in the operator set. As is illustrated
by the scaling operator of the beam structure example.

Master of Science Thesis J.A. Westra



44 ROSE: Reduced Operator Space Evolution

4-4-4 Relation to deception, linkage and redundancy

Reduced Operator-Space Evolution can solve the fundamental problems in the system in the
following ways:

— Linkage: Linkage can be taken into account by the operators, but it is not forced into
the model itself. This means that using a single model a problem can be solved where
for one of the objectives the linkage problem occurs, while for others it does not.

— Deception: Deception can be countered by the right choice of operators, abstract opera-
tors can create paths of increasing fitness to the solution. Additionally, by always having
a large amount of active nodes and locally optimizing these it is also much less likely to
get stuck in a local minimum. Every node represents a variation, and the large amount
of nodes means large variance is maintained throughout optimization which is shown to
be beneficial to guard against deception [41].

— Redundancy: Redundancy can be avoided in parameter space by using parameter func-
tions to contract those areas of the parameter space that the behavior is invariant to.
Additionally, the search space can be effectively bounded by maintaining desired proper-
ties such as connectivity through the operators as well by making sure these properties
are structural invariants of the used operators.

4-5 Conclusion

A parallel representation of mechanisms using operators was developed, this provides more
insight in the workings of the optimization algorithm and, because it is persistent, allows an
in-depth definition and analysis of the problems encountered applying automated design using
a graph-based representation.

This analysis led to the design of a novel operator based evolutionary algorithm called Re-
duced Operator-Space Evolution (ROSE) to solve the automated design optimization problem
while bypassing the linkage and deception problems. This is achieved by designing operators
which preserve useful properties of the mechanisms, such as the relative structure, connectivity
or degrees of freedom. These properties are invariant to those particular operators. The search
space is projected onto the domain of these operators, which is effective in dealing with linkage
problems represented by the invariant property.

By splitting the search space further into parametric and structural optimization and in-
jecting novelty into the search, a map of the entire search space is built and evaluated. This
leads to an overall collection of solutions ranked on the objective and mapped across the space.
This way meta-heuristic information is obtained and a quality diversity collection is created.
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Chapter 5

PyMechs: The Mechanism Library

HOW STANDARDS PROUFERATE:
(665 AC CHARGERS, CHARACTER ENCODINGS, INSTANT MESSAGING, ETC)
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Figure 5.1: How standards proliferate, from xkcd.com (CC BY-NC 2.5 license) [63]

The choice to develop another new planar multibody simulation engine among many dif-
ferent existing implementations requires some explanation, after all it is of no use to reinvent
the wheel as aptly illustrated by xkcd in Figure 5.1. Initially I investigated the option to use
existing simulation libraries as well as matlab implementations developed by previous students.
Takeaways

Yet while existing planar engines such as Box2d are fast and fully featured, they generally
use approximation methods to obtain a result which can cause problems as the energy present
in the system will not be constant. They have overhead that will not be used such as collision
detection, and creating an interface adaptor for the mechanism representation and controllers
to an existing library to get the right data in and out is also a time consuming process with no
guarantee of payoff.

Existing matlab implementations turned out to instead not be fully featured enough, were
hard to extend and incompatible with other libraries and software such as python graph-tools.
Due to the nature of matlab the simulations were also slow and the lack of proper object
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oriented programming in matlab meant the code is very hard to maintain and not particularly
modular. This limits the potential significantly.

By developing a custom library the library can be deeply tied to both the mechanism
representation and the evolutionary algorithm.

Finally, developing this library has proven a valuable learning experience.

5-1 Design goals

As it is expected that the evolutionary algorithm will require many calls to the simulator
it is essential that this simulator is computationally efficient, multi-threadable and accurate.
Additionally, the code should be easily possible to extend to mechanism design with new types
of components. Finally, each element should be modifiable independently of the others so many
different controller types, evolutionary strategies and mechanism types can be tested with only
minor modifications to the same core library.

From these requirements it follows that a modular approach would be the most successful.
Where the heavy lifting is done by a c++ physics solver to obtain optimal performance, while
the analysis, algorithm design and visualization is done from python to provide it’s usability.

5-2 Object-based representation

This section provides a quick overview of the core objects of the library and their main purpose.
Note that every object has a direct relation to the description of mechanism space given by
chapter 4. To keep this section concise only the objects that provide a python interface are
mentioned. Detailed documentation is available at https://github.com/kooswestra/pymechs.

5-2-1 DNA

The Dna class is the software form of the graph representation of the mechanisms. It stores
the labeled graph structure and the set of parameters. In addition to being a data structure
it provides helper functions to determine if the dna is valid according to specific criteria. The
dna is checked on construction to be valid as a representation, but note that dna of an invalid
mechanism structure (e.g. containing disconnected elements) may be defined as long as the
representation of that structure is complete and internally consistent.

5-2-2 Mechanisms

The Mechanism class is the core object of the library. Where dna objects represent the geno-
type, mechanism class objects represent the phenotype. When constructing a mechanism a
dna object has to be provided, the mechanism takes ownership of the dna, applies mechanism
validity checks such as connectivity, and stores it. A translation is made from the encoding
to obtain the links and connections that make up the structure. As a final step the initial
conditions and equations of motion of the mechanism structure are assembled.

The resulting mechanism object is a container that stores all the individual elements such
as links and hinges but also the mechanism state and equations of motion. It presents methods
that can be called for analysis, simulation and animation.

J.A. Westra Master of Science Thesis



5-2 Object-based representation 47

Mechanism

+dna: DNA DNA

+ fitness: Vector<double>

+ connections: Vector<Connection>
+ state_equation: StateEquation

+ solver: Solver

+ controllers: Vector<Controller>

+ incidence_matrix: Matrix<int>

+ edge_labels: Vector<int>

+ masses: Vector<Vector<double>>

+ parameters: Vector<Vector<double>>

A\ 4

+ simulate(time, steps): + isConnected(): bool

+ evaluate(Objective, time, steps): + isGrounded(): bool

+ assignControllers(Vector<Controllers): + isDynamic(): bool

+ animate(): + toGraph(): networkx graph
+ plot():

+ graph():

Figure 5.2: Structure of the python accessible mechanism and DNA classes

Note that once constructed the structure of the mechanism object is not modifiable. This is
in keeping with the idea that it should only be possible to get a new mechanism when obtaining
a new dna object. It is however possible to assign a different controller object to a mechanism
motor after construction.

The StateEquation class is an internal helper class that is always part of a mechanism
object and represents the dynamics model of the equations of the mechanism. It translates
the elements and connection logic of the mechanism into the mathematical objects that are
required to solve for the trajectory, such as the constraint Jacobian or the equations of motion.

An overview of the structure of the mechanism class is shown in Figure 5.2.

5-2-3 Operators

Operators are defined by the Mutator! class. They represent instructions acting on dna object.
An operator can be generated and then applied to a dna object to construct a new, modified,
dna object. They have their own internal representation given by the series of base operators
and corresponding parameters as described in section 4-1-3.

Several wrappers around the mutator class are provided that implement specific types of
operations that can be easily identified, such as adding a link. These represent higher level
abstractions of base operators as described in section 4-3-3. It is possible to implement new
operators in a similar way. A complete list of the implemented operators and an implementation
example is given in the appendix. These operators also implement a generation function, which
allows the random generation of the operators for use with an evolutionary algorithm. I.e.
randomly add a link, mutate a random parameter, etc.

5-2-4 Controllers

The controller class provides an interface to connect controllers to the mechanism motors, it
is a virtual class and as such an implementation has to be chosen or provided. Any controller
model can inherit from this class and will work with the library given that it implements
the controlOutput method, which is the function given by equation 3.1. Both a PID controller
model and the feedforward controller model used later on in section ... are provided as example
implementations.

T have opted to use the term Mutator for the class name rather than Operator because the latter has too
much overlap with the protected operator keyword in c++. Mutator is an unambiguous alternative.
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5-2-5 Objectives

Similar to the controllers the objective class is an interface to calculate the fitness function. An
implementation has to be provided, the objective functions for the tests used in this thesis are
included with the package.

5-2-6 Search graph

As shown in section 4-3 an automated mechanism design algorithm can be represented by a
rooted, directed graph structure. Where the nodes represent mechanism structural variations
and the edges represent structural operators. This graph structure is implemented as the
FitnessGraph class. It provides a method to visualize the graph structure and stores the
explored portion of mechanism space.

In line with the theoretical structure of the mechanism space, isomorphic mechanism graphs
are considered identical structures and are grouped together in a single node. Inside this node
a local population exists which can be modified by appropriate parametric operators. This
local structure is implemented in the FitnessNode class.

To allow exactly reproducible results the evolution section of the library has a function to
set the seed of the random generator used for the algorithms, parameters and other random
numbers by the evolution.

5-3 Physics engine

In order to simulate a mechanism the equations of motion of the mechanism have to be de-
termined and numerically solved. Fundamentally the equations of motion for solid bodies are
given by the Newton-Euler equations, where for simplicity the angular accelerations and acting
moments are added to the state and force vectors:

Mk = > f (5.1)
Where x = [a:l y1 01 ... Tk Yk Hk]T is a vector of the states of each of the k solid body
links present in the system. The equation is subject to a set of holonomic constraints D,, (x)
resulting in internal forces that are included in f. To determine the reaction forces we can
exploit the fact that the reaction forces are unable to add energy to the system. By applying
the principle of virtual power we can add these reaction forces to the equations of motion using
lagrange multipliers, which leads to the following relation:

. oDT
MX + = A=) f (5.2)

However, this adds the vector of n unknown variables A representing the magnitude of the
reaction forces, with %—ET representing the direction of those forces; this leaves the equations
of motion undefined as we now have k equations for n + k variables. However, the constraints
define k£ additional equations that have to be satisfied. We can add the constraints on the
accelerations to the equation system in order to solve for X.
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Using the chain rule for D (x) and noting that the constraints added by mechanism elements
are not directly dependent on time (scleronomic) we can calculate the first derivative of the
constraint equations with respect to time as:

0D OD dx

ot ox dt
oD
x>0

Additionally, by noting that gt (;3( g ]gt if the constraint equations in question have continuous
2nd derivatives?we can calculate the second derivative as:

D o (0D,

o ot <8xx>
oDox D
“ox ot T otox

_ 0D, 0 (DY,
ox - Tox\aot ) ¥

~0D. 0 (0D,
8x +8x(8x )X_O (5:3)

Isolating the terms containing X results in the following set of k£ equations which represent
constraints on the accelerations:

BD 0 (0D
— | =—x | A4
ox <8x (8){ X> X> (54)
Combining equation 5.2 with equation A.4 results in the following system of n + k variables in
n + k equations for the equations of motion:

[1}/[ JOT] [i] - [ %15)5(] (5.5)

Where for simplicity J = %= is defined as the Jacobian of the constraints. In order to solve
this equation numerically We can recast the equation as a first order D.E. by setting v = x
resulting in the following first order algebraic differential equation:

-1

X 1 0 v
V=1, M JT > f (5.6)
A J o Ay

We can reduce the form of this equation to significantly increase the computational efficiency:
note that the equation of motion given by equation 5.5 has a block structure where M specifi-
cally is not time dependent, as the mass is assumed constant throughout. As a consequence it
follows that M~! can be precomputed, saving valuable computation time. In order to achieve

2This is a consequence of not allowing collisions, a collision constraint does have a discontinuity and special
care has to be taken in that case.
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this we can solve the algebraic part of the algebraic differential equation by decomposing the
blockmatrix inversion into inversions of the submatrices to obtain explicit equations for A and

By applying a LDU decomposition on the left hand side matrix, and noting that M is
invertible we obtain the following:

[1?1/1 JOT ] - [lelll (I)} [1\(;[ —Jl\/?lJT] [(I) M_IIJT] (5.7)

This decomposition can easily be inverted to solve equation 5.5 in terms of the inverse of the
Jacobian and mass matrices:

m - B _MI_IJT] [MO_1 —(JMolJT)_l] [—JI{/Il g] [—%’5&] (5.8)

Writing out the terms results in the following set of equations:

5

The bottom row of which gives the independent solution for A:

(IM-137) " am (IM-137) ! %) %

ox

v e e (5]

A= (M7 <JM1 S aé‘f) x> (5.10)

And the top row the independent solution for X:

=M~ <Zf—JT (IM137) <JM_1Zf— 82{?;&)) (5.11)
M (3o f-37A)

From these equations we can immediately discern some useful properties:

— M is time independent and diagonal, as a consequence so is M1, this means it is only
necessary to calculate it once for every mechanism simulation instead of for every time-
step. Since M is by definition a nonsingular diagonal matrix the inverse is trivial to
compute.

— Solving equation 5.11 really only requires solving equation 5.10 and applying a few matrix
multiplications. The result is a set of equations of which the linear system to be solved
with a costly matrix decomposition only has size n, in comparison to the complete 2k +n
system when solving equation 5.6. As solving a linear system scales computationally as
O (n3) this represents a significant performance gain when running numerical simulations.

— The matrix (JM_IJT) is positive definite, square and symmetric by construction since
the mass of an element can only ever be positive and larger than zero. This means
a Cholesky decomposition is always possible and the symmetry of this matrix can be
exploited to speed up computation further.
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— For a solution to exist (J M_IJT) has to be nonsingular. This can be understood in
simpler terms as the fact that the mechanism links should remain distinguishable at all
times: identical links in identical positions become indistinguishable, they can be freely
interchanged with no change to the system, causing a singularity in (J M-1J T).

— It is the reaction forces that are solved numerically each time step. l.e. the simulation
has the following structure: Algebraically solve for the reaction forces at x,, subtract
these from the external forces f at x,, estimate x,41 using the total force vector and
trivial M~! and integrating, then refine the estimate of Xp+1 by solving D (x,,4+1) = 0.

5-3-1 Assembling the equations of motion

In order to solve equation 5.11 for an arbitrary general mechanism we need to assemble M, D,
J, > fand %5{ automatically from the mechanism representation given by chapter 2-3.
We can directly determine from the Newton-Euler equations that the overall state of the

system can be defined in terms of the states of the K separate links x; = [;, y;, Gi]T as:
X1
X2
x=|. (5.12)

XK

For link L; with state x; the mass matrix and it’s inverse are given by:

m; 0 0 1/m7; 0 0
M;=|0 m O, Mj'=| 0 1/m O (5.13)
0 0 I 0 0 1/

The complete mass matrix and inverse mass matrix of the mechanism can be obtained by
placing the mass matrices of each of the K links present in the mechanism along the diagonal:

My 0 0 0 MY 0 000
0 My 0 0 . 0 My* 0 0
M = , M= (5.14)
0 0 . 0 0 0 .0
0 0 0 Mg 0 0 0 Mg

The force vector can easily be constructed by elementwise concatenation of the forces affecting
each of the K links:
> f

> 6
=" (5.15)
>tk
While we don’t know what the full state looks like as the mechanism structure is variable, we
can already define the constraint equation for the n** constraint inducing edge element as a
function of the states of the two connected links:

D, (x) =D, (xi,x;) =0 (5.16)
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Every constraint equation has to be equal to zero, consequently we find the full set of constraint
equations by concatenation:

D,
D,

D=| . | =0 (5.17)
Dy
We can also immediately calculate two derivatives for this constraint, the ones in terms of the
states of the connected elements. These are given by:
Ji oD,

" 8xi ’

. 0D,
P = 1
5= e (518)

because D, is by definition only a function of ; and z; it follows that %2: =0fork #i,j .

Using this relation the actual Jacobian for the nth constraint for a system with K states can
be obtained from the two relations of equation 5.18 as:

Jn:[OL.z'—l Jo 04151 3, 0j+1..K (5.19)

Where J? is the part of the Jacobian corresponding to x; and Ji'b corresponding to x;, 0;.;
represents a zero matrix of size 2 by 3 (i — j). The full Jacobian of the entire system with N
constraints and K states can then be obtained by the concatenation of each of the N Jacobians
given by equation 5.19:

J1
Jo
J=| . (5.20)
Jn
Finally we need to assemble the Coriolis terms %5{. Applying 5.19 results in:
3] [ X1 Jiki + J %1 X1
Jx Ja | | %2 X2 Jixio + J)%; X
ZACLIPRNUAS N Est B o - s _ (5.21)
ox 0x : : : ox :
IN]| XK XK Jix;n + JN XN XK

Evidently only the states of the connected elements have a nonzero contribution to J,x. Ad-
ditionally, for the nth constraint it follows from equation 5.16 that:

oJ,x
an

=0fork#1i,j (5.22)

By combining this property with equation 5.21 we obtain a way to assemble the Coriolis term
for the entire system as a concatenation of terms belonging to the separate constraints:

Cq

oJx%x). | Co
o X : (5.23)

Cn
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Where:
0 (JInXij) . .

Cn = Xi,j (524)

8xi,j
In conclusion: we can assemble the equations of motion for the complete mechanism in an
elementwise fashion, if, for each element, we have at least the following definitions available:
For each link:

— The equation for the moment of inertia around the center of mass of the link.
For each constraint inducing element:
— The constraint (equation 5.16).
— The Jacobian of the constraint w.r.t. the states of the connected masses (equation 5.19).

— The Coriolis terms belonging to the constraint, in terms of the state of the connected
elements.

For each force inducing element:

— The force as a function of the state of the connected elements.

An example that shows how to define these equations for a rotational hinge joint which
connects two masses is given in appendix A-1. The moment of inertia for a rod is given by
%, the inertia equation for more complex polygonal elements is derived in appendix A-2.

5-3-2 Numerical solver

The equations of motion given by equation 5.11 are solved for each timestep by using a Cholesky
decomposition implemented by the Eigen library [64]. This particular method was chosen
because it is computationally efficient, while more accurate than iterative solvers.

The result is integrated using a fized-step explicit Runge-Kutta 4 method. This method is
chosen since it has much better stability and accuracy properties than for example fixed step
Euler integration at identical computational cost [65], while requiring no implicit solution for
Vnt1. A fixed time step makes mechanism trajectories easily comparable; the scale of each
simulation is identical. The method is given by (for a fixed step size h, state vector x, time ¢
and first order O.D.E. x = f (¢,x)):

h
Xp+l = Xp + 5 (k1 + 2ks + 2k3 + ky)

(5.25)
tn+1 - tn + h
where:
kl - f (tnaxn)
h k
ko= f (tn“‘ = Xn + 1)
2 2
(5.26)
ks=f|t1 —i—ﬁ X —i—E
3 = n 27 n 9

k4:f(tn+hyxn+k3)
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After the solution is obtained the error on the constraints is checked using equation 5.17, if the
error is too large as defined by the desired precision ¢ the state is corrected by taking a step of
Newton’s method to find X,+1 &~ X, 41 such that D (X,,4+1) < e:

)A(n+1 = Xn+1 — J+D (Xn+1) (527)

Where the pseudoinverse J* = J7 (JJT)f1 is used, as the Jacobian of the constraints is not
invertible.

5-3-3 Numerical stability

J* exists only if the rows of J are independent [66]. This implies that the constraints on
the velocities must be independent. When JJ”" becomes (nearly) singular the solver becomes
unstable and the mechanism simulation stops and sets a failure flag. Note that increasing the
step size generally resolves this issue unless it is a true singular state of the system, which can
happen in mechanisms exhibiting exact symmetry.

A practical result of explicit integration is that the simulator is not particularly suitable
for stiff mechanisms which result in a stiff differential equation [65]. A simple temporary
workaround for stiff mechanisms is to decrease the step size if the simulation fails. Creating
a more stable numerical integrator based on an iterative solver method to perform implicit
integration would solve the stability problems for stiff mechanisms but such a solver is non-
trivial.

It is also important to mention that the solver is not optimized for sparse matrices, which
appear when building very large mechanisms.

However, both very large and stiff mechanisms are not considered to be suitable for the
task goals discussed in this thesis and as such solving these edge cases is not part of the current
simulator design goals. I invite anyone with the interest reading this to implement a sparse
and/or implicit physics solver.

5-4 Additional functionality

Not every mechanism in the mechanism space is functional, some will fall apart immediately
because they lack enough connections, some will fall into infinity because they lack a ground
connection, others cannot move. We can significantly reduce computation by discarding these
without having to do a costly evaluation by simulation them. the library applies these checks
on every mechanism that is constructed.

5-4-1 Sanity checks

Dna objects are checked for validity on construction. If the parameters, labels and incidence
matrix do not match up or are simply invalid an exception is raised. The same is done for
operator objects.

If negative parameters are provided for a parameter that can only be positive, such as the
spring constant of a spring, the constructor will use the absolute value of that parameter by
default. It is also possible to disable this behavior and raise an exception instead.

To prevent the algorithm spending costly evaluations on mechanisms which can be deemed
invalid each mechanism can be checked for the following properties on construction
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— Grounded: Returns true if every element of the mechanism is connected with the ground
in a constrained way. It checks if the graph with spring edges removed is fully connected.
This prevents mechanisms with dangling or floating links.

— Connected: Returns true if every element of the mechanism is connected, excluding the
ground. This prevents mechanisms that consist of many different separate parts that do
not connect. It checks if the graph with ground node removed is fully connected.

— Dynamic: It is checked if the resulting mechanism has at least a single degree of freedom
available.

Trying to generate a mechanism that does not satisfy these three requirements will raise an
exception. These checks are enabled by default but can be disabled so it is still possible to
create such mechanisms if desired.

Other general warnings and exceptions with helpful feedback will usually® pop up if a user
will try to do something that is not possible. For example when trying to animate a mechanism
without simulating it first or trying to assign a controller to a mechanism with no motors.

5-4-2 API

A method is provided to convert dna objects of the mechanism library to graph-tool [67] graph
objects as well as networkx [68] graph objects. These external Python libraries can then be
used to determine useful graph properties such as isomorphism and edit distance. The dna
graphs can also be plotted using the graph-tool toolbox. The full possibilities of these external
libraries are given by their respective documentations.

5-4-3 Storage

Methods are provided to store and read mechanisms, operators, and evolutionary space graphs
into json files on disk. This lets users easily store and load interesting mechanisms they or the
algorithm discovered.

5-5 Program flow

A script using the library can generally be broken down into two different types
— Construction and simulation of singular actuated mechanisms.

— The evolutionary algorithm, which uses the simulations and manages entire populations
of mechanisms.

Note that the evolutionary algorithm embeds the mechanisms.

The modular structure of the code is visualized in the schematic shown in Figure 5.3.
A mechanism is constructed once and many of it’s properties are precomputed, this logic is
only processed once. This provides a big benefit over the previous implementations, which
required many comparisons and memory allocations every run to rebuild the equations of
motion equations for each time step of the simulation.

3Not every possible issue is guaranteed to be handled, .

Master of Science Thesis J.A. Westra



56 PyMechs: The Mechanism Library
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Figure 5.3: Schematic of the program structure of the simulation of a mechanism.
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5-6 A few notes on computational optimization

Because the library had to be particularly fast for relatively small mechanisms it has been
optimized using extensive profiling.
Some of the used practices include:

— Preallocation of memory, only relevant dynamic elements of matrices and vectors are
updated. In some cases only these elements are stored.

Precomputation of sines and cosines of the state that are reused by different elements

— Minimization of copy operations and comparisons

Minimization the amount the Jacobians and constraints have to be calculated

5-7 Conclusion

The goal was to design and build a modular library suitable for the evolution, simulation
and analysis of planar mechanisms. Both functionality and performance has been adequately
determined using testing and profiling. Python bindings are made available to increase the ease
of use and a set of example scripts is included with the package. . The full library is available
as a python wheel package and source code is available at [gitlab link] or on request from the
author of this thesis.
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Chapter 6

Results

6-1 Algorithm and simulator evaluation

6-1-1 Objectives

It is shown in Chapter 4 that the mechanisms can also be represented by a series of operators
and mapped onto a metric space. A novel quality diversity evolutionary algorithm based on
abstract operators is derived from the structure of this mechanism space: ROSE. This algorithm
is used to computationally design mechanisms for a pick-and-place task.

In Chapter 5 the necessary software to computationally explore the mechanisms and search

space was described and developed. High performance was required and this is put to the test
in a simulation performance benchmark in Section 6-2.

ROSE provides meta-heuristics to analyze the algorithm run, these are visualized and an-
alyzed in Section 6-3. since ROSE can be classified as a Quality Diversity algorithm [35] the
properties of the resulting solution space are analyzed in Section 6-3-1.

Finally the ROSE algorithm is also compared to previous iterations of automated mecha-
nism design algorithms in Section 6-4.

These questions will be treated separately using the example application of a 2D pick-and-
place problem.

6-1-2 Methods

6-1-2-1 Mechanism simulation benchmark

The double pendulum shown in Figure 6.1 is simulated for 10 seconds in 200 timesteps using
a naive Python implementation of the equations of motion that uses Numpy [69] and then

compared to both multi- and single-threaded simulation of that same double pendulum by the
mechanism library presented alongside this thesis.
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Figure 6.1: The double pendulum without end-effector that is used to generate the profile

results, shown here in it’s initial position.

6-1-2-2 Pick-and-place task

The automated design task is designed around a basic pick and place task, a common and
representative practical robotics application [32]. Because the algorithm could otherwise always
find simple single pendulum solutions by moving the ground the original ground connection
is kept fixed at [0 0]. This should result in more interesting solutions as a more complex
mechanism is required to satisfy the task.

The pick and place task is visualized in Figure 6.2. The task itself is time dependent
resulting in a dynamic objective: the optimal solution would be a stable limit cycle. This
is of particular interest as the generated mechanisms should not only have to have the right
kinematics, but also tune the parameters such that their periods match the specified task time

exactly.
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Figure 6.2: Visualization of the task, the positions where the boxes should be picked up
on the top and put down at the bottom are represented by the striped-dotted boxes. The
fixed ground at [O 0] is also shown. An example end-effector trajectory for the full cycle is

illustrated as the dotted path.
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The position error is defined by a time-based closed-loop trajectory reference based on a
Poincaré map; be at place x, with velocity zero at time dt,, at the end of the simulation the
mechanism should be back at the starting position:

Er=) |x(te) = x]|* — [I% (te)]* (6.1)

A complexity penalty is applied to pressure towards simpler mechanisms, this has the effect of
the algorithm reducing redundant elements:

E.=c(M) (6.2)

While the mechanism search space is technically unbounded (see chapter 4), the mechanism
complexity fitness puts soft limits on the parts of the mechanism space that are explored. This
soft cap helps in practice to avoid the unbounded novelty trap [36].

A total distance traveled penalty is also used, which is the total traveled distance minus
the minimum distance required for the task to be completed.

1

By = ‘ /Ote x () dt — Lo (6.3)

A side-effect is that the average velocity of the mechanism is also soft capped, as a large average
velocity will lead to a high distance traveled for the end-effector. An optimal mechanism on this
task will have a closed end-effector trajectory such that x (0) = x (t.) and % (0) = % (¢.) = 0,
which highly increases the likelihood of this mechanism trajectory being quasi-stable as well.
Although there is no stability guarantee beyond t. because only the end-effector trajectory is
tracked, not the entire mechanism trajectory.

The final objective function is a weighted rms sum of these values, the weights are applied
such that they scale the fitness values to the same degree of contribution, otherwise one fitness
contribution will dominate over the others. As each of the contributions define an error the
negative is taken as the fitness value. This results in the total fitness equation to be maximized:

E = /(OB + (0B + (MEo) (6.4)

Scaling weights were heuristically determined from test runs as A, = 1, A, = 0.1 and A, = 0.03
resulting in an approximately spherical distribution. These weights are used in all further tests
except where specifically noted.

6-1-2-3 Algorithm seed

Every algorithm run uses the same seed mechanism: the single pendulum grabber mechanism
shown in Figure 6.3. In addition every run uses the same parameters as well as the same
random number generator seed 0. This provides consistency across runs and platforms and
makes it easier to reproduce the results using the scripts accompanying this thesis which are
also provided as examples in the mechanism library.
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Figure 6.3: The seed mechanism M, for all tests is a single pendulum with end-effector at
[1 1] and a fixed ground connection at [O O] which is initially a hinge Hj.

6-1-2-4 ROSE operator set

Compounded operators were defined for use with ROSE. The compound operators are combi-
nations of the fundamental base operators; an abstracted operator set ® with corresponding
domain Q% as described in section 4-3-3. These operators and their generation function provide
the core of the evolutionary algorithm. The following combinations were used:

Add Link

Adds a mass, but also always adds a hinge connection for that mass to another non-ground
link. Preserves connectivity. It is defined on the base operator set as:

oF =¢bopl 0wl (6.5)

Remove Link

Only removes a link if it has no more than one constraint connection which prevents removal
of middle out links. It is defined on the base operator set as:

QL =¢bop, 0w, (6.6)

Add Connection

Adds a connection with label and appropriate parameters. Never add a connection such that
the mechanism becomes fully constrained. Additional ground connections are only possible as
springs as these are non-constrained. It is defined on the base operator set as:

ol =@y ot (6.7)
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Remove Connection

Only removes connections if doing so keeps the mechanism grounded and connected. It is
defined on the base operator set as:

Oo = Pp O Pe (6.8)

Where n is the number of parameters of the connection.

Relabel

When relabeling, preserves the connection location. It is defined on the base operator set as:

YR =@p 2o (6.9)

Where n is again the number of parameters of the connection.

Transform

Transformation operator, that scales, rotates and moves the mechanism as a whole. It acts on
the positions of all elements. It is defined on the base operator set as:

or =)l (6.10)
M

Where the composition () is over M, all the elements of the mechanism, in any order.

Move End-Effector
Operator that specifically moves the end-effector to another link while preserving it’s position.
It is defined on the base operator set as:

YE = o, (6.11)

Mutate Parameters

Mutates the parameters of an element all at once by adding or subtracting the existing pa-
rameters with new random values. Every mutation operator there is a 50% chance another
mutation is created, modifying the mechanism further. It is defined on the base operator set
as:

om = o (6.12)

Where k is a random number from a geometric distribution.
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6-2 Simulator performance

First the simulator is put to the test. Due to the high required number of simulations perfor-
mance was of the essence when developing the simulator. To illustrate the performance gained
by the library a comparison test has been set up in Python. All the timings for the tests in
this section and the following sections are generated on an Intel core i5 9300H CPU with 16Gb
DDR4 RAM. The CPU has 4 cores and 8 logical processors using hyper-threading, resulting in
8 effectively usable threads by the library.

Time to simulate 50 mechanisms Time to simulate 5000 mechanisms
34
1014 9.0055 10 701.76
102 -
100 4
@ C
(] o
£ £
101 4 8.4063
1071 4 0.0830
0.0203 1.1429
100 4 ]
Pymechlib 8 threads Pymechlib Python Pymechlib 8 threads Pymechlib Python

Figure 6.4: Simulation timing results averaged over 10 runs. Using the multi-thread im-
plementation PyMechs is approximately 600 times as fast on simulation than the Python
implementation when simulating 5000 mechanisms.

There is a clear difference in performance, the mechanism library PyMechs is on the order
of 450 times faster in the case of 50 mechanisms and over 600 times as fast in the case of 5000
mechanisms. The PyMechs implementation manages 5000 simulations in less time than the
Python implementation needs for 50 simulations.

Using more cores beats single threaded simulation by just over a factor 4 in the case of
50 mechanisms. However when simulating 5000 mechanisms the result is in an increase in
performance much closer to the theoretically optimal factor of 8. As the amount of simulations
goes up the time per mechanism goes down. This effect is caused by the inherent overhead of
the Python interface.

6-3 ROSE meta-heuristics

A run of the ROSE algorithm for the 2D pick-and-place problem results in a rooted graph
structure as described in section 4-3. The exploration of the projection presented in section
4-3-3 can be visualized and analyzed because of the close integration with graph-tool [67]. This
structure where the vertices represent mechanism structures and the edges represent operators
is shown in Figure 6.5. The red vertex is the seed mechanism as shown in Figure 6.3.

A first glance shows that many different paths between mechanisms are present, the graph
is densely interconnected as can be expected from the quite general operator base that is used.
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The shortest paths to the 40 best performing mechanisms are represented as bold edges in
the image. These paths are the corresponding minimal representational operators ¢ s of these
mechanisms as represented on the base operator set ®.

Of note is the presence of loops, some operators connect a node to itself. This is the result
of symmetric mechanism structures where for example moving the end-effector to another link
actually results in an isomorphic mechanism structure.
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Figure 6.5: A visualization of the stochastic exploration of the domain Q% as generated by a
ROSE run. Every node represents a unique mechanism structure and every arrow represents
an operator from the generation set that is applied to that node, connecting it to neighboring
nodes. The nodes are ranked by order of the fitness of their best member and sorted radially
by their complexity from the seed mechanism. The original seed mechanism structure is
denoted in red. Clearly the graph is densely interconnected. The minimum paths connecting
the 40 best nodes ¢, are printed as bold lines.
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Figure 6.6: The same exploration of mechanism space but reduced to the minimum paths ¢
connecting the 40 most optimal mechanism structures (The bold lines from Figure 6.5).

Figure 6.6 shows the same exploration but projected onto the domain of the minimal rep-
resentational operators of the 40 best performing mechanisms. A clear reduction of complexity
occurs which suggests that the used operator base ® can be refined further to one that admits
a smaller domain without reducing the quality of the resultant solutions. This shows that the
ideal mechanism structures for this problem are embedded within a significantly reduced subset
O* C Q2 of the already reduced space Q% used by the ROSE algorithm. The clusters of good
solutions visible in this graph represent groupings of highly similar solution strategies. It is also
visible that some sections of the good solution subspace require the algorithm to pass through
a significant amount of poorly ranked nodes, indicating the presence of deception.

The behavior of the fitness over time of the vertices is shown in Figure 6.7. While the maxi-
mum fitness eventually remains stagnant the average fitness of active vertices keeps fluctuating
with an upward trend. This shows that the algorithm is still exploring other promising paths
for possible breakthroughs.
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Figure 6.7: Fitness of the explored mechanism space vertices from Figure 6.5 over time.
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6-3-1 Solution diversity

Due to the ROSE algorithm processing many prospective nodes at once and keeping the suc-
cessful nodes active in the graph the end-result is not just a single optimal mechanism, but a
listing of the best mechanism of every vertex. As each vertex represents a unique structural
variation the result of an algorithm run is a diversity of possible solutions. ROSE provides an
estimate of the maximum fitness of every single vertex present in it’s structure. This represents
a great diversity of solutions each with varying fitness values on the objective function given
by equation 6.4, each vertex represents different combinations of properties such as complexity
and position error.

Some of the resultant varying strategies are shown in Figure 6.8, representing the best
mechanism for their particular structural vertex in mechanism space. Note the usage of a
counterweight link to balance against the weight of the end-effector for the mechanisms with
rank 6.
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Figure 6.8: Some of the diverse strategies found by the ROSE 40 algorithm to solve the pick
and place task. Ranked by their performance on the objective.
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6-3-2 Multi-objective analysis

An effect of the high diversity of solution strategies is that we can analyze the resultant mech-
anism space graph structure as if it were a true multi-objective optimization result.

To study this further we can analyze the passive mechanism pick and place results from
section 6-3-1. The fitness of each node separated out into complexity A.FE,. and position error
A E,. is shown in Figure 6.9. Despite not actively solving as a multi-objective optimizer the
algorithm still generates a front of solutions on the different variables of the objective func-
tion. Notably a significant amount of mechanisms satisfies the minimum requirement of overall
fitness > —1. The log plot clearly indicates an inverse correlation between complexity and
minimum position penalty: to achieve a smaller position penalty, the mechanisms has to grow
in complexity and vice-versa.
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Figure 6.9: The complexity versus position penalty for the best mechanisms of the explored
mechanisms space nodes plotted linearly (left) and plotted as log-log (right). The color of the
node represents the mechanisms rank in the ROSE graph, with green being the best and blue
being the worst.

Of particular note is the line-shaped cluster of solutions visible at a position penalty of
approximately 1, which looks like a soft boundary on the fitness. Two mechanisms from this
line are shown in Figure 6.11.

The line represents single-pendulum mechanism solutions, which have a theoretically opti-
mal position error of exactly 1. This boundary represents a deceptive attractor in the search
space, which the algorithm manages to bypass by constantly injecting more diversity in struc-
tural possibilities. This is also visible in the violin plot of Figure 6.13, the 10 island algorithm
in particular tends to get stuck in this particular attractor.
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The fitness of each node separated out into weighted excess distance traveled penalty A\gEy
and weighted position penalty A\, FE, is shown in Figure 6.10. The log-log plot shows there is
quite a bit of variance still between the best performing mechanisms on these two penalties.
It also indicates that in this case there is no clear trade-off. Contrary to the complexity and
position trade-off it is possible to reduce the position penalty and traveled distance penalty
simultaneously with the best performing mechanisms doing both.

Again we can identify visible clusters in this plot, but in this case it is not a line but
two distinct clusters, the difference is explained by the difference between clockwise and anti-
clockwise rotating single spring-pendulum mechanisms as shown in Figure 6.11. Contrary to
Figure 6.9 there is no clear trade-off between these penalties. Instead, mechanisms with small
position penalty also tend to have small traveled distance penalty.
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Figure 6.10: The traveled distance versus position penalty for the best mechanisms of the
explored mechanisms space nodes plotted linearly (left) and plotted as log-log (right).
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Figure 6.11: Two mechanism structures that have a position error of approximately 1. Both

structures employ a single rotating pendulum structure for their end-effector. The right has

better overall fitness as it manages to reduce the excess traveled distance error by rotating

counter-clockwise rather than clockwise around the ground. Ranked on complexity penalty.
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6-4 Comparison to prior art

The initial test is a comparison of the performance of operator guided evolution versus the
performance of a more classic island model [70] approach as used previously to automatically
design mechanisms [19]. This island model still fits within the operator approach: by specifying
the operators accessible for local node optimization as the full set, rather than just the para-
metric operators, and by specifying an exchange operator which exchanges the best operators
of the nodes as is done in the island model, a version of the island model is obtained within
the framework of operator guided evolution. This version does not exploit any of the structure
present in mechanism space however.

Finally a comparison is made with classic evolution with no islands or other diversity
maintenance tricks. The PyMechs multi-thread implementation presented with this thesis is
used to generate and analyze all results. The parameters displayed table 6.1 were used for the
tests. The higher initial spread for the Island models is to account for the differences in initial
population generation of those algorithms [70].

ROSE 40 | ROSE 10 | Island 40 | Island 10
Parameter Value Value Value Value
Epochs 50 50 50 50
Generations 32 32 32 32
Active leaves/Islands 40 10 40 10
Population 32 32 32 32
Initial spread 5 5 10 10

Table 6.1: The parameter values used for the algorithm comparison results.

First the ability to generate passive mechanisms is tested for these algorithms. The fitness
vs the amount of used simulations is plotted in Figure 6.12. Comparing the median optimal
fitness over 50 separate runs shows that the ROSE algorithm is much more likely to converge to
an effective solution than either of the island model runs. The ROSE algorithm even achieves
a 100% convergence rate on this test when using 40 active nodes.

Using statistical non-parametric mapping, a form of statistical parametric mapping [71] we
can compare the resulting data over time. A non-parametric approach was used because the
data is not normally distributed. The result is displayed as the bars on the top of Figure 6.12.

Even though for the initial epochs there is no significant (p < 0.05) difference between the
40 node ROSE algorithm and the Island model algorithm after approximately 10 epochs the
ROSE algorithm gains a decisive lead over the Island algorithm. After 50 epochs the confidence
of ROSE being better than Islands grows to p < 0.001. This clearly improved performance in
the long run can be attributed to the ROSE algorithm continually injecting more diversity into
its solution population making it much less likely to get trapped in local minima.
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This effect is also qualitatively evident in the violin plot of the final fitness values shown
in Figure 6.13, which illustrates the distribution of the maximum fitness found by the algo-
rithm between different runs. There are clusters at lower fitness values visible for both Island
algorithms and they have a larger variance of fitness endpoints because they get stuck in the
deceptive attractor. Both ROSE versions have a higher median fitness and a tighter distribu-
tion than the Island algorithms, indicating that they converge to better solutions and do so
more reliably.

Comparison of ROSE vs. Islands, 50 runs
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Figure 6.12: A comparison of the median optimal fitness obtained from 50 separate runs,
the shaded area represents the range between the 25th and 75th percentile optimal solution
respectively. The bars on top indicate p < 0.05 confidence intervals as obtained by applying
a pairwise SnPM t-test.
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Figure 6.13: A violin plot illustrates the distribution of the best mechanism fitness after
50 epochs. The top and bottom bars represent the maximum and minimum value of the
distribution respectively while the middle bar represents the median fitness value.
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Figure 6.14: The best pick-and-place mechanisms of ROSE 40 (top left) ROSE 10 (top right)
Island 40 (bottom left) and Island 10 (bottom right) after 50 epochs.

The best resulting mechanisms of all four algorithms for the first run, which uses seed 0, are
displayed in Figure 6.14. Both ROSE algorithms converged on the same structure, a spring-
loaded double pendulum that moves counter-clockwise. Island 40 found a solution that uses
a counterweight to balance against gravity instead, while Island 10 found a solution with the
same structure as the two ROSE solutions but moving clockwise rather than counterclockwise
resulting in a much larger overall path and lower position accuracy.
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Chapter 7

Discussion

7-1 Summary

The objective was to build a system that could aid designers of mechanical systems and mecha-
nisms to better exploit natural dynamics and embodiment in their design process. From further
analysis this goal could be split up into two fundamental tasks:

— The development of an algorithm that achieves automatic generation of mechanisms with
desired natural dynamics and kinematics.

— The creation of a software package for the construction, visualization and simulation of
mechanisms. Of which the simulator in particular is required to be very fast due to the
needs of the computational design algorithms.

The development of the algorithm followed from the mathematical analysis of the search space
introduced in Chapter 4, which leads up to the creation of the Reduced Operator-Space Evolu-
tion (ROSE) algorithm. A Quality Diversity algorithm which exploits the dual representation
of mechanisms introduced in Section 4-2 and the resultant metric space introduced in Section
4-3.

The requirement for a software package led to the creation of PyMechs. A fully documented
mechanism simulation, visualization and computation library in Python. With API’s for further
graph analysis using graph-tool [67] or networkx [68], and the possibility for the addition of
active controlled elements in the structure through the provided controller API.

As shown in Figure 6.1 the PyMechs library simulator is up to 600 times as fast as a
Python simulator based on Numpy, representing an order of magnitude of performance gain
over previous iterations. It also provides visualizations and animations of the mechanisms,
such as in e.g. Figures 6.8 and 6.14. This satisfies the design goal of building a performant
simulation and visualization package.

The ROSE algorithm developed in this thesis manages to produce viable pick-and-place
mechanisms that satisfy the task criteria as shown in Figure 6.8. Satisfying the design goal of
a viable computational design system. It outperforms the previously used Island model [25] in
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the number of simulations required to find a solution, in the quality of the resulting solutions
and in the diversity of the solutions as shown by Figures 6.12 and 6.13.

The combination of all the ROSE algorithm and the PyMechs simulator results in a system
where an entire set of high-quality solutions to a pick-and-place problem is found in a matter
of minutes, compared to the days required for a single solution by the system that inspired this
thesis [25].

Of particular benefit is that it generates a large variety of viable solution strategies which
makes it more effective as a design aid. An engineer can study the resulting mechanisms and
decide which one to use or be inspired by based on any criteria of their choosing.

The ROSE algorithm and mechanism space framework also provides a set of meta-heuristics
to give deeper insight into the structure of the search space and the behavior of the algorithm
during a run such as shown in Figures 6.5 and 6.10. This allows designers to create their own
task-specific operator generator rules and analyze the results in a structured way.

In conclusion the objective to design an automated mechanism design aid was achieved.

7-2 Results

The underlying representation of the mechanisms has no effect on the performance of the ROSE
algorithm when using operator based evolution, because the operators become the representa-
tion used by the algorithm as shown by the duality presented in Section 4-2.

ROSE uses the mechanism space model to generate a large variety of effective results. This
can usually be expected to be relatively costly in terms of computation because it maintains
a lot of diversity. In practice however it turns out to actually be less costly than the Island
model, while obtaining better results as shown by Figure 6.12. It appears that for this prob-
lem exploration, e.g. diversity, is more important than exploitation. This matches well with
previous adjacent research by e.g. [26,33,35] and supports the notion that the search space is
highly deceptive.

A deceptive attractor is clearly visible in the analysis of Figure 6.9, which matches the
clusters around —1.25 in the endpoint fitness violin plot of Figure 6.13 presented by the Island
runs. Clearly the Island algorithms tend to often get stuck in this attractor while ROSE
manages to deal with it effectively. As can be seen in Figure 6.7 the ROSE algorithm is still
exploring other promising paths for possible breakthroughs even when apparently stuck on a
local maximum, which explains how it is able to escape.

Using a more basic island model, but maintaining the complex operators results in greatly
improved performance as well as shown in section 6-4. There clearly is great benefit to using
abstract operators even with random vertex groupings. The benefit of obtaining the resultant
graph structure like Figure 6.5 for analysis is lost however when using just a simple island
model. An Island model without the complex operators fails to converge entirely.
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7-3 The three problems

7-3-1 Linkage problems

Linkage problems occur because of the disruption of behavior when a mechanism changes
structure or parameters. These linkages can effectively be taken into account in ROSE by
implementing an operator for them. In the proof of concept operator set presented in Section 6-
1-2-4 the transformation operator for example deals with the linkage of mechanism parameters.
By applying it the mechanism can be scaled and rotated as a whole. Taking this linkage into
account already results in significantly improved performance.

Other linkages can be dealt with simultaneously in ROSE by creating more such operator
generation rules, for example to deal with the mechanism control and morphology linkage
explained in the introduction.

7-3-2 Deception

Deception represents the presence of solutions in the search space that are powerful local
maxima which are particularly hard to escape.

The version of ROSE used for the results in chapter 6 constitutes a proof of concept.
It shows that by utilizing the theoretical analysis it is possible to straightforwardly define
meaningful heuristics on operator space through operator generation rules of an operator set
®. The corresponding domain Q® can then be analyzed such as is done in Section 6-3.

In the meta-heuristics analysis a deceptive attractor is clearly visible in the fitness space
of Figure 6.9. This is further reinforced by analyzing the domain in Figure 6.6, which shows
that despite the use of abstract operators the algorithm still has to pass through several low
performing structures to reach the high performing mechanism structures. When no operators
would be used the number of poorly performing nodes in between would be even larger, since
the current domain excludes for example disconnected mechanisms. By introducing shortcuts
around these with operators while introducing more diversity the ROSE algorithm manages to
deal with it very effectively. This is especially clear in the violin plot of Figure 6.13.

Mechanism and operator complexity are closely related, it has been shown in chapter 4 that
a mechanism M can be represented as an associated operator ¢js. Solution complexity is also
closely related to the difficulty of the optimization problem, a complex solution is harder to
find on a given representation than a simpler one in much the same sense that a small maze is
easier to navigate than a large one.

This leads to the interesting conclusion that it is possible to lower the difficulty of the
optimization problem: by reducing the complexity of the mechanism on it’s operator represen-
tation. This can be achieved by for example picking the right combinations of operators as a
set of base operators for the search. By projecting onto the domain of the right set of operators
deception can in theory be bypassed altogether.

7-3-3 Redundancy

Redundancy is the lack of uniqueness of the representation, the design space, the search space
and the objective. An isomorphism strategy from prior art was used to condense the structural
nodes in the ROSE algorithm. The parameter invariants 3 are used to reduce redundancy,
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in particular the scaling operator which maintains the relative mechanism structure. The
high-performance simulator reduced the cost of simulation as well, making redundancy a less
important problem.

7-4 Drawbacks

Keeping track of the space exploration graph requires memory, the usage of which can in theory
grow to be very large. For any of the tests the size of the graph even with no optimization of
memory usage at all is reasonable (<200 Mb) even for very long algorithm runs that explore
most of the effective search space. But, due to the penalty on the complexity the total search
space is bounded to be relatively small for most test problems. More advanced optimization
problems might run into memory issues when highly complex graph structures are explored.
Dividing and bounding the search space effectively for Quality Diversity algorithms such as
ROSE is an ongoing research topic [35].

Generating a new vertex requires comparing it to every vertex already in existence to check
if it is isomorphic to an existing structure, as the amount of vertices grows this comparison
scales poorly. To avoid a lot of very expensive isomorphism computations the algorithm already
checks if the complexity is equal, and only then checks for isomorphism.

In the practical tests the cost of adding new nodes is very small compared to the cost of
simulation, not in small part because this only happens every epoch. In different problems
with very computationally cheap evaluations and lots of possible nodes, the epoch step of the
algorithm can quickly become comparatively computationally expensive.

The mechanism distance is only used implicitly and the mapping of the mechanism space is
stochastic. The result is that it can actually be possible for nodes that are very far away from
each other in the fitness space graph to actually be really close to each other in mechanism
space. This means that the graphs drawn by the algorithm can occasionally be misleading, it
is important to keep this in mind.

Many of these problems can be avoided by picking another type of vertex grouping, as the
current grouping is itself a heuristic overlaid on top of the infinite mechanism space structure as
explained in Section 4-3. When exploring larger, more complex spaces the groupings themselves
could also be made larger and more complex.

Another solution is obtained by picking the right operator set to reduce the space complexity
further, already many possible mechanism structure nodes are discarded as these are unviable.
When dealing with more complex problems using the right operators with the right domain is
likely to be even more effective.

7-5 Further research suggestions

7-5-1 Operator generation

The operators defined in Section 6-1-2-4 used to generate the results are just one among many
different possible sets. However it is clear that through careful study of the mechanisms it is
possible to create many more effective operators. For example ones that preserve the degrees
of freedom of the mechanism.
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It is possible to convert existing mechanisms from a database of successful existing mecha-
nisms into the representation defined in this thesis. It should be possible to find operators that
are more effective than the base operators in solving the automated design problem. This could
be done for example by minimizing the total complexity of all operators used to represent the
successful mechanisms.

The mechanism space admits an entirely different optimization approach as well. As shown
in Section 4-3 the search space of automated mechanism design can be represented by a graph.
The possible paths through this graph can be interpreted as a decision tree. A different ap-
proach could be to let the algorithm explore the operators as a set of decisions with corre-
sponding expected fitness results using a reinforcement learning approach.

As indicated by the results in chapter 6 there are some nodes that have more viability for
solutions than others, this is especially clear from Figures 6.5 and 6.6. This is supported by the
observation that the structural variance of real world mechanisms is generally limited. With
many mechanisms consisting of just four links [56]. Studying what properties make certain
structures more viable than others, and refining the set of operators such that only viable ones
are explored would likely significantly reduce search difficulty.

Of course filtering too much prematurely might end up preventing novel solutions being
discovered. Designing good operators to bound the search space in desired ways would be of
interest for future research.

7-5-2 Parameter correlations and hyper-parameters

The parameter function has not been utilized to it’s potential in the proof of concept version
of ROSE presented in chapter 6. By statistically analyzing existing mechanisms it should be
possible to discover useful correlations between their parameters. These can then be used to
define rules on new parameter generation.

An interesting possibility for future research would be to let the parameters of the mech-
anism themselves be a function of some hyper parameter based network or function. This
indirect encoding could maintain parameter correlations and behavior better, this approach
has shown significant success when applied to the evolution of neural networks [59, 72].

An alternative way to capture these parameter correlations would be to define them on the
operators instead and only use parameter mutations that take them into account, this is more
flexible with respect to many different objectives.

7-5-3 Controller generation

While the mechanism library presented here allows motors and control through the provided
API the consequences of them have not yet been fully explored to their potential and the results
have been limited.

A control mutation operator could be developed, one that takes into account both the con-
troller and the mechanism with some simple rules such as stability. This should take care of the
inherent linkage problems between mechanisms and controllers. Designing the right operator
generation strategy for this is still an open question and would prove an interesting research
direction. In particular an operator that maps a controller behavior to a new mechanism
topology would be invaluable.
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Because mechanisms are constructed as interconnected elements with holonomic constraints,
a Port-Hamiltonian approach [73] might prove to be an effective strategy to inform controllers
or at a minimum provide constraints of stability.

7-5-4 Other applications

A further look at the method of automated design as described here shows that the method
itself is in fact not limited to just mechanisms at all. It is possible to apply it to any problem
where an initial model representation of the problem and objective function can be created. By
letting the algorithm explore for a better model representation and evaluating and analyzing
the steps it took to get to a solution it is possible to continuously learn to improve the search
efficiency for that specific domain.

This could be used to for example topologically reduce neural networks, electronic circuits,
or any other mixed-integer computational design problem where an underlying structure is
present.

7-6 Reflection

A set of simple generation rules can lead to very complex structures and emergent behavior,
as shown by Conway’s Game of Life [74] and the field of Cellular Automata [75]. Conversely,
many resulting complex structures can actually be described by a very simple, short set of
rules. A highly condensed representation of a complex system.

The field of Machine Learning which has seen a recent boom fundamentally relies on this
property. Training a neural network on a dataset is equivalent to finding the right set of reduced
mathematical rules to describe the desired transformation from network input to output [15].
Recent work in GAN’s for example has shown that neural networks can capture a set of simple
rules to generate eerily realistic human faces [39)].

This type of representation and algorithm has analogies to the natural world: a DNA strand
does not directly encode the structure of a flower but rather holds a set of instructions which
leads to the growth of one, a subtle but important distinction.

This notion was the inspiration for ROSE, rather than rely on the modification of the
parameters directly a set of rules leads to the resulting mechanisms. The operators defined in
Section 6-1-2-4 are a proof of concept but the resulting algorithm already outperforms existing
methods in convergence rate, solution quality and solution diversity as shown in the case
study. However, rather than these particular operators it is the mathematical framework and
the software tools to analyze it that are the real contribution of this thesis.

Capturing underlying rules of the complex system under consideration, either automatically
or by manual investigation, is a goal worthy of further investigation. It is what I believe to
be a key step to the creation of improved computational design methods that could eventually
capture some of the wonders of the natural world.
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Chapter 8

Conclusion

ROSE algorithm

Automated design tasks can be defined as an optimization problem by combining a model
representation which maps the desired real world object to a mathematical object (and vice
versa) with a model evaluation function which maps this object to a numerical measure of
success on the objective. Prior art shows this can be applied to mechanism design using a
graph based mechanism representation and an evolutionary algorithm.

However, existing implementations suffer from significant linkage problems, the deceptive
search space and design space redundancy. To improve upon these the problem is analyzed
in-depth leading to the following:

— The graph model of mechanisms is extended using a parameter map function, which maps
the vertices and edges of the graph representation to numerical parameters. It is shown
this can be used to define constraints and correlations on the parameters. In particular
the correlations can be used effectively generate parametric mutations by defining these
as operators. These operators can capture combinations of parameters which combine to
overall behavior, by making those combinations invariant to the operator the behavior is
preserved by the operator.

— Extra elements are introduced to the mechanism structure, the end-effector, the torsion
spring, the fixed connection and the motor. These allow a richer solution space and can
better model the desired mechanism solutions.

— The concept of mechanism space is introduced as the possible solution space of planar
mechanisms. This is a metric space, where the distance between mechanisms is equal
to a word metric where the set of generating elements is the set of operators used. By
modifying the operator set the connectivity of this space is modified, which reshapes the
search space and the resultant evolutionary algorithm in beneficial ways. By creating
operators that preserve certain mechanism properties, such as connectivity, the search
space can also be effectively bound. This reduces both redundancy and deception.
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— Operators acting on the mechanisms are studied in the context of the mechanism space.
It is shown that there is a dual representation of mechanisms using operators. The mech-
anism space together with a fitness function and set of operators represent a projection
of mechanism space onto the domain of operators in which the algorithm explores for
an optimal solution. By defining a seed mechanism and setting this as the initial root
node the search space is shown to be a rooted, ordered graph where each level of depth
represents a change in mechanism complexity, a useful meta-heuristic tool.

These extensions culminated in the development of the Reduced Operator-Space Evolution
(ROSE) algorithm. A quality diversity algorithm that relies on operator generation rules and
the corresponding projected domain in mechanism space. A proof-of-concept implementation of
ROSE using simple operator generation rules is tested against previous state-of-the-art Island
models and a clear improvement in both convergence properties and solution quality is shown.

PyMechs

In order to generate and analyze the results, a fully documented planar mechanism simulation
and evolution toolbox called PyMechs has been developed for Python based on the representa-
tion presented in this thesis. The physics simulator is coded in C++ and has been optimized
using both profile guided optimization and mathematical reductions to achieve significant per-
formance gains of up to 6000% compared to previous iterations using Numpy.

To provide analysis tools a visualizer is provided with the library to animate and plot
mechanism trajectories and structures. The library can optionally be linked with Graph-
Tool [67] or Networkx [68] to easily analyze the mechanism and search-space graph structures.

The software that was developed in order to study mechanisms based on the graph repre-
sentation is available at https://github.com/kooswestra/pymechs.
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Appendix A

Dynamics

A-1 Hinge example

In order to illustrate how to actually obtain the required formulas to build the equations of
motion in an automated way we can look at a hinge linkage in more detail. A sketch of the
linkage is shown in Figure A.1:

Figure A.1: Sketch of a hinge linkage between two links m; and m;, m; is in it’s initial position
while m; is rotated around Hy compared to the initial position, the initial locations of the
centers of mass are given by c; and c; and the initial coordinates of the hinge linkage by Hy.

From the figure we can deduce the constraints introduced by hinge n as:
Dn:R(HZ-)lierZ-—R(Gj)lj—szo (A.l)

Where 1; = ¢; — Hy and 1; = ¢; — Hy are the distance vectors of the centers of mass of the
links to the hinge position at the initial state as visualized in the figure. These vectors are
then rotated with a 2D rotation matrix R (#) to obtain the distance vector at the current state.
Writing out all components results in the following set of equations:

D, — |%i % + Uiy cos (6;) — Ly sin (6;) — ljz cos (0;) + 1y sin (0;)

|y — yj + ligsin (6;) + Ly cos (0;) — Uiz sin (0;) — 1y cos (6;) =0 (A-2)

Which defines the constraints for this specific connection. Calculating the Jacobian of con-
straint n with respect to the state of the connected linkages [ml vi 0; x; Yy Hj}T results
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in the following expression:

7 1 0 —ligsin(61) —liycos(#;) —1 0  ljpsin(0;) + 1y cos (0;) (A3)
" 0 1 Uljzcos (91) — liy sin (91) 0 -1 _ljx CoS (0]) + ljy sin (9]) ’

Calculating the corresponding Coriolis terms yields:

0 (Jnk)k _ [912 (—liz cos (6;) + liy sin (6;)) + jS (ljz cos (05) — ljysin (Gj))] (A4)

-
ox 0;" (—liz sin (6;) — liy cos (6;)) 4 6;” (Ijzsin (8;) + L, cos (6;))

A-2 Polygonal elements

The shape of each mass element is defined by locations of it’s connection points. Since masses
can have more than two connections, this means that the shape can be a polygon consisting of
a number of points equal to the number of connections. These elements are defined as simple
polygons: shapes defined as the area enclosed by a sequence of points P. Figure A.2 shows an
example of such a polygon.

P
B

Figure A.2: A simple polygon defined by the sequence of points {P;, Ps, Ps, P4}, note that
the polygon is ordered anti-clockwise.

A-2-1 Construction and ordering

To calculate the properties of these planar elements and be able to properly draw them the
polygon has to be constructed and ordered anti-clockwise. This is done by calculating the
incident angle ¢,, of each connection point P, (x,,y,) with a point which is inside the polygon
area Py, (Tin, Yin), as:

¢n = arctan <yn_ym) (A.5)

Tn — Tin

And reordering n — k the connections points by increasing angle such that ¢x1 > ¢y, defining
a polygon boundary. The result is that any lines drawn from this point to the polygon vertices
can not cross the polygon boundary. We pick the mean of the connection points to by definition
be a point inside the polygon area:

1
Pip = — Zn: P, (A.6)

This precludes the use of hollow shapes or other shapes that can not be described in this manner.
A possible workaround is to manually order the connections before element construction and
disable automatic ordering.
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A-2-2 Center of mass

Since a constant density p of the link element is assumed, the center of mass of the polygonal
shape is equal to it’s centroid. Which is given by:

1
Cy :6714 Z (Tny1 + T0) (TnYnt1 — Tat1Yn)
1
Cy =51 En: (Ynt+1 + Yn) (TnYnt1 — Tnt1Yn) (A7)

Where A is the polygon area is given by:

1
A= 5 Z (xnynJrl - $n+1yn) (AS)

n

For both equations the vertices loop around P, 1 = (x0,yo) i-e. the polygon boundary ends at
the some point where it begins.

A-2-3 Moment of inertia

For solid rods the moment of inertia can easily be shown to be equal to ng?’ but for general

polygonal shapes this is a bit more involved. The moment of inertia for a planar elements with
constant density p = ¥ and center of mass at the origin is defined as:

I= p//Ar2dA = p//A (2 + y°) pdA (A.9)

Note that the (anti-clockwise ordered) polygon of the mass element by definition defines a
closed boundary around the area in terms of the connecting lines FP,, — P,11 between it’s
n > 3 points P, = (zn,yn). Green’s theorem states that it is possible to turn an integral
over an area A enclosed by a piecewise smooth, oriented curve C' into an integral along the

boundary:
oM 0L
— - — )dA= L M Al
[ (% - %) 4=, war-+atan (10

Where the path of integration is anti-clockwise. This means that if we define the functions M
and L satisfying %—JIV[ — % = (:U2 + y2), we can turn the integral over the polygon area into

an integral over the polygon boundary. By setting M = %3:3 and L = —%y?’ we satisfy this

condition resulting in:
1 1
I= ,05]5 <—y3d:v + x3dy> (A.11)
c\ 3 3

Where the integral is along the polygon boundary defined by the piecewise connecting lines
between the ordered polygon points C' = CoUC1U...UC,,. As this is a line integral the integral
along the entire boundary is equal to the sum of the integrals along each individual segment

%jf (u) du = ; ) f(u)du (A.12)

Master of Science Thesis J.A. Westra



86 Dynamics

Note that each segment of the curve is a line connecting the point P, with the point P,1;. We
can parameterize each curve section as:

Crn=(xnt1 —2p) U+ Tp, Yn+1 —Yn)u+yn), 0<u<l (A.13)

substituting this parameterization into equation A.11 to obtain the contribution of a segment
C,, results in:

1 1 !
pyﬁ (—3y3dw + 3x3dy> = _g/o ((Yn+1 —yn)u + yn)3 (Tn+1 — ) du

1

2 [ @ = ) ut 20)" (s — o) (A1)
0

Performing the integral and collecting terms results in the following complete expression for

the inertia of a polygonal element, whose center of mass is at the origin:

I=3% 1% [(Un1 = ) (@nsr + 20) (#7401 +27) = (@ns1 = 2n) Wns1 +Yn) Wi +u0)]

n

(A.15)
We can calculate the inertia of any general polygon by shifting the vertices such that the center

of mass is at zero and then using equation A.15.
Note that the area of the polygon can be derived by setting M and L such that %—Jx\/f — ‘3—5 =1
By defining M = %x and L = —%y and using the parametrization from equation A.13 we obtain
the expression for the polygon area given by equation A.8. It is important to note that it is not

m

possible to substitute p = 7 inside the sum of equation A.15, as the contribution of a single
section of the curve to the area can be equal to zero.
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