
 
 

Delft University of Technology

Multiblock parallel high-order implicit residual smoothing time scheme for compressible
Navier–Stokes equations

Bienner, A.; Gloerfelt, X.; Yalçın, Özgür; Cinnella, P.

DOI
10.1016/j.compfluid.2023.106138
Publication date
2024
Document Version
Final published version
Published in
Computers and Fluids

Citation (APA)
Bienner, A., Gloerfelt, X., Yalçın, Ö., & Cinnella, P. (2024). Multiblock parallel high-order implicit residual
smoothing time scheme for compressible Navier–Stokes equations. Computers and Fluids, 269, Article
106138. https://doi.org/10.1016/j.compfluid.2023.106138

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.compfluid.2023.106138
https://doi.org/10.1016/j.compfluid.2023.106138


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Computers and Fluids 269 (2024) 106138

A
0

Contents lists available at ScienceDirect

Computers and Fluids

journal homepage: www.elsevier.com/locate/compfluid

Multiblock parallel high-order implicit residual smoothing time scheme for
compressible Navier–Stokes equations
A. Bienner a, X. Gloerfelt a,∗, Ö. Yalçın a, P. Cinnella b

a DynFluid Laboratory, Arts et Métiers Institute of Technology, 151 bd. de l’Hôpital, Paris, 75013, France
b Jean Le Rond D’Alembert Institute, Sorbonne University, 4 place Jussieu, Paris, 75005, France

A R T I C L E I N F O

Keywords:
High-order numerical algorithms
Implicit time advancement
Residual smoothing
Multi-block curvilinear domains
High-fidelity parallel computation

A B S T R A C T

In direct and large eddy simulations, very small space steps are used close to the solid walls in order to resolve
the boundary-layer structures. Due to the restrictive CFL stability criteria of explicit time-stepping schemes, the
maximum allowable time step is also very small, leading to high computational costs, notably for converging
flow statistics. The use of an implicit integration scheme may overcome this limitation at the price of an
increased computational cost per step. Moreover, the most commonly used fully implicit schemes induce higher
errors due to the necessary approximations and poor dispersion and dissipation properties. As a compromise,
a fourth-order implicit residual smoothing scheme (IRS4), successfully validated for a finite volume solver in
Cinnella nad Content (2016); Hoarau and Cinnella (2020), has been introduced in a multiblock high-order
finite-difference solver. Several improvements are proposed to ensure better dissipation properties, a more
efficient treatment of physical boundaries and an accurate and stable parallel multiblock implementation. For
moderate CFL numbers, a similar accuracy as the explicit method is obtained with substantial savings in terms
of computational time.
1. Introduction

High-order numerical methods are becoming the golden rule for
direct numerical simulations (DNS) and large-eddy simulations (LES)
of turbulent flows and aeroacoustics. In order to maintain numerical
accuracy and due to the time scales comparable to the spatial scales, the
Courant–Friedrichs–Lewy (CFL) number is close to unity. and generally
explicit time integration schemes, such as Runge–Kutta or Adams–
Bashforth schemes, are used. The limit is then dictated by the physics
rather than the numerical stability. However, in the presence of solid
boundaries, thin turbulent boundary layers develop along the walls,
requiring the use of very small mesh sizes. In such a situation, stability
constraints of explicit schemes impose time steps much smaller than
the characteristic time of viscosity-dominated turbulent structures near
the wall, despite the physics would allow CFL of the order of 10 [1]. In
the incompressible regime, when the stability limit is dictated by the
viscous criterion, an implicit scheme can remove the limit at the price
of the solution of a linear system. The cost being moderate the algo-
rithm remains efficient. For the compressible Navier–Stokes equations
the implicit treatment of the convective fluxes necessitates the solution
of nonlinear systems. If a high-accurate time integration is chosen, such
as implicit Runge–Kutta schemes or linear multistep methods (Adams–
Moulton or Backward Differentiation Formula schemes), the overhead
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may outweigh the benefits of increasing the time step beyond the CFL
limit.

One way to relax the severe stability limitations of explicit schemes
without going to the trouble of fully implicit ones, is the use of residual
smoothing techniques. These consist in running the simulations with a
CFL number higher than the maximum value allowed by the explicit
scheme in use, and redistributing errors in the residuals over neighbor-
ing cells by applying an explicit or implicit smoothing operator. Explicit
residual smoothing, discussed in [2,3] in the case of second-order
accurate smoothing operators, does not allow significant increases in
CFL, limiting the potential gains over an unsmoothed explicit scheme.
Implicit Residual Smoothing (IRS), a technique originally introduced
to speed-up convergence to steady-state solutions, can be extended to
high order [4,5] and can accurately simulate unsteady flow at CFL
between 5 and 10 at a moderate overhead. IRS may be one order of
magnitude cheaper than a fully implicit method where the nonlinear
system is solved to strict tolerance. In the context of compressible
flow simulations, IRS was introduced at a time when computing power
essentially only allowed the calculation of steady-state solutions. A
relatively accurate (second-order) implicit phase was constructed by
Lerat and coworkers [6–9] by simplifying a Lax–Wendroff-type im-
plicit scheme. Based on second-order central differencing, it acts as a
vailable online 1 December 2023
045-7930/© 2023 Elsevier Ltd. All rights reserved.
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Laplacian smoother to accelerate convergence. The implicit phase of
Lerat et al. bears a strong resemblance to the implicit phase introduced
later by Jameson and coworkers [2,10] to smooth/filter the solution.
A fully implicit version using the approximate Jacobian of the residual
instead of a scalar smoothing coefficient was proposed in [11] in the
context of multigrid acceleration for steady solutions of Navier–Stokes
equations, and requires the inversion of a block matrix using approxi-
mate splitting. IRS was used in several computational fluid dynamics
(CFD) codes to speed-up convergence of steady Euler and Navier–
Stokes calculations in conjunction with multigrid algorithms [12–16].
A fourth-order accurate version was introduced in [4] and applied to
the LES and DNS of selected geometrically simple flow configurations.
A finite-volume multi-domain formulation was discussed in [5] and
shown to be efficient for LES in turbomachinery in conjunction with
a third-order accurate spatial scheme. The fourth-order IRS relies on a
bi-Laplacian filter to damp high-frequency modes of the residual, which
leads to the solution of pentadiagonal systems for each space direction
and Runge–Kutta stage. Thanks to the efficient inversion of scalar
pentadiagonal matrices, the extra computational cost associated with
the implicit operator was shown to remain much lower than standard
implicit schemes at least for the considered configurations. As discussed
in the paper, a multi-domain implementation can require simplifica-
tions of the implicit matrix that may hinder robustness. Furthermore,
the numerical dissipation properties of the implicit scheme are also
modified and may lead to reduced numerical stability in conjunction
with higher-order schemes, such as the tenth-order-accurate scheme
considered in this study. Recently, a methodology for enlarging the
stability of RK schemes by preconditioning the residuals at each RK
step [17,18], called TASE (time-accurate highly stable explicit) has
been introduced in the context of stiff ordinary differential equations,
which bears similarities with the IRS approach. However, TASE re-
quires the computation and inversion of an exact or approximate
Jacobian of the explicit residual, which may be not straightforward for
unsteady problems and high-order schemes.

The objective of the present work is manyfold: (i) first, the IRS
is extended to a curvilinear finite-difference formulation, more suit-
able than the finite-volume formulation to achieve very high-order
spatial accuracy; (ii) a detailed study of the numerical dissipation is
carried out, and a selective filtering strategy on the solution variables
is introduced to ensure the correct damping of small scales at high
CFL numbers; (iii) finally, the numerical properties of boundary and
interface treatment, which are critical for DNS and LES on massively
parallel computers, are presented.

The paper is organized as follows: Section 2 presents the time and
space discretization schemes at stake. Section 3 gives the principles and
numerical properties of the IRS implicit phase, notably in the Fourier
space and illustrates its implementation in a finite-difference code
with curvilinear transforms. The problem of boundary and interface
treatments is addressed in Section 4. Section 5 gives some numerical
applications showing the efficiency and the benefits of the current time
implicit strategy for a set of flow problems of increasing complexity.

2. Baseline numerical methods

2.1. Space discretization schemes

We consider a system of conservation laws of the form

𝜕𝑤
𝜕𝑡

+
∑

𝑑

𝜕𝑓𝑑 (𝑤)
𝜕𝑥𝑑

= 0 (1)

where 𝑑 is the number of space dimensions, 𝑓𝑑 is the flux function
in the 𝑑th direction, and 𝑥𝑑 the corresponding space coordinate. The
semi-discrete form of (1) is written as

𝑤 +(𝑤) = 0 , (2)
2

𝑡

 being the space approximation operator. In the present work, since
we are mostly interested in developing an efficient and accurate time
integration scheme, we have chosen a spatial discretization of much
higher accuracy than the time discretization under consideration.
Specifically, we adopt a tenth-order central finite-difference scheme.
For a 1D problem on a uniform mesh of size 𝛥𝑥, 𝑥𝑗 = 𝑗𝛥𝑥 and the
semi-discrete scheme in space reads:
(

𝑤𝑡
)

𝑗 +
(𝛿 )𝑗
𝛥𝑥

= 0

where 𝛿 is the classical difference operator over one cell:

𝛿(∙)𝑗+ 1
2
= (∙)𝑗+1 − (∙)𝑗 (3)

and the numerical flux 𝑗+ 1
2

at cell interface 𝑗 + 1
2 is

𝑗+ 1
2
=
[(

𝐼 − 1
6
𝛿2 + 1

30
𝛿4 − 1

140
𝛿6 + 1

1260
𝛿8
)

𝜇𝑓
]

𝑗+ 1
2

(4)

where 𝑓 is the physical flux, and 𝜇 is the cell average operator 𝜇(∙)𝑗+ 1
2
=

1
2

(

(∙)𝑗+1 + (∙)𝑗
)

. Central difference methods are zero dissipative and
prone to aliasing errors. Even starting with a smooth solution, nonlin-
earity can excite odd-even decoupling, and dissipation or filtering is
needed to remove grid-to-grid oscillations. The latter are preferentially
generated near the approximate physical boundary conditions and can
arise due to the successive application of the first-order derivative
operator in computing the derivatives of viscous fluxes. The problem
is further complicated in the presence of sharp flow discontinuities,
such as shocks, and in the context of large-eddy simulations. The
unresolved modes introduce an aliasing error and have to be dissipated
by adding some form of numerical dissipation or filtering. Alternative
options are given by convective splitting strategies that ensure the
exact conservation of physical quantities such as the kinetic energy or
the entropy at the discrete level [19–22], or by considering staggered
arrangements of variables [23–25]. For strategies relying on unsplitted
fluxes and colocated variables, the nature, amount and form of the
numerical dissipation have a strong influence on the solution accuracy
[26,27]. In Ref. [4], a scalar artificial dissipation (AD) was used (we
omit here the shock-capturing term for simplicity). The approximation
of flux derivatives is supplemented by a ninth-order dissipation term:

𝑗+ 1
2
=
[(

𝐼 − 1
6
𝛿2 + 1

30
𝛿4 − 1

140
𝛿6 + 1

1260
𝛿8
)

𝜇𝑓 −𝐴𝐷
]

𝑗+ 1
2

with

𝐴𝐷
𝑗+ 1

2
= 1

1260
(𝜆𝑒𝛿9𝑤)𝑗+ 1

2
(5)

where 𝜆𝑒 is the spectral radius of the inviscid flux Jacobian. The coeffi-
cient 1∕1260 is used by analogy with a ninth-order MUSCL scheme [4].
As an alternative to artificial viscosity, in [26,27] we also used selective
filtering (SF). A filtered quantity 𝑤∗

𝑗 is computed by using a tenth-order
centered filter built on an eleven-point stencil [28,29] :

𝑤∗
𝑗 = 𝑤𝑗 − 𝜒𝑆𝐹

𝑗 with 𝑆𝐹
𝑗 =

5
∑

𝑙=−5
𝑑𝑙 𝑤𝑗+𝑙 , (6)

with the coefficient 𝜒 ranging between 0 and 1. In most applications,
a value 𝜒 ∈ [0.1 , 0.2] is used, so that a minimal amount of dissipa-
tion is introduced. The filter has symmetric coefficients 𝑑𝑙, so that it
is nondispersive. The connection with artificial dissipation has been
clearly highlighted by Edoh et al. [30] (see also [31,32]), who showed
that the performance of explicit AD and SF are similar. Both methods
adjust the amount of dissipation to the mesh size 𝛥𝑥. One pitfall of
the filtering approach is that it does not take into account the time
step 𝛥𝑡, and for very small time steps (or CFL numbers), the repeated
application of the filter can lead to an overdissipation. A simple trick
proposed in [30] to overcome this artifact is to replace 𝜒 by

min{𝜒,CFL } , (7)
local
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where CFLlocal is based on the spectral radius of inviscid fluxes at the
considered point and in the considered direction. Another possibility
not explored in this work is the temporally consistent filter based on
viscous scaling proposed by [33]. The filtering procedure, Eqs. (6),
(7), is used in the present implementation. We will see that selective
filtering independent on 𝛥𝑡 has also some advantages in the context of
RS time advancement.

.2. Time discretization scheme

The baseline time-stepping procedure is the explicit four-stage low-
torage Runge–Kutta (RK4) of Jameson et al. [34], which may be
ritten as:

𝑤(0) = 𝑤𝑛

𝛥𝑤(𝑘) = −𝛼𝑘𝛥𝑡(𝑤(𝑘−1)), 𝑘 = 1,… , 𝑠
𝑤𝑛+1 = 𝑤(𝑠)

(8)

where 𝑤𝑛 is the numerical solution at time 𝑛𝛥𝑡, 𝛥𝑤(𝑘) = 𝑤(𝑘) − 𝑤(0)

is the solution increment at the 𝑘th RK stage, 𝑠 = 4 is the number of
stages and 𝛼𝑘 are the scheme coefficients (𝛼1 = 1/4, 𝛼2 = 1/3, 𝛼3 =
1/2, 𝛼4 = 1). Its order of accuracy is equal to four for linear equations
and reduces down to two for nonlinear problems. When coupled with
the tenth-order centered approximation, RK4 is stable under a CFL
condition:

CFL =
𝛥𝑡𝜆𝑒
𝛥𝑥

⪅ 1.598

where the spectral radius of the inviscid flux Jacobians, 𝜆𝑒, is the sum of
the velocity magnitude 𝑈 and the sound speed 𝑐. For a viscous problem,
RK4 has also to satisfy a viscous stability condition:
𝛥𝑡𝜆𝑣
𝛥𝑥2

⪅ 0.696

where 𝜆𝑣 is the spectral radius of viscous flux Jacobians. In practice,
the time step is taken as the minimum time step given by the CFL
condition and the viscous condition (also called Fourier criterion).
When solving compressible Navier–Stokes equations, the CFL criterion
is more restrictive due to the contribution of the sound speed to the
definition of the CFL, except for very low Mach numbers and fine
grids. However, using time steps larger than those allowed by the CFL
condition in partially implicit time integration methods can still lead
to the violation of the Fourier criterion (see discussion in Section 5.8).

3. Time integration using high-order implicit residual smoothing

3.1. Principle of implicit residual smoothing

In the original developments by Lerat and coworkers [6–9], an
implicit phase was proposed for a general class of three-point schemes
using an approximate Lax–Wendroff-like implicit operator. Starting
from the 2D Euler equations, written as:

𝑤𝑡 + 𝑓 (𝑤)𝑥 + 𝑔(𝑤)𝑦 = 0

and denoting 𝐴 = 𝜕𝑓∕𝜕𝑤 and 𝐵 = 𝜕𝑔∕𝜕𝑤 the Jacobian matrices, the
complete implicit phase is:

𝛥𝑤 + 𝜃 𝛥𝑡
2

2

{

[

𝐴2(𝛥𝑤)𝑥 + 𝐴𝐵(𝛥𝑤)𝑦
]

𝑥 +
[

𝐵𝐴(𝛥𝑤)𝑥 + 𝐵2(𝛥𝑤)𝑦
]

𝑦

}

= 𝛥𝑤𝑒𝑥𝑝𝑙

where 𝛥𝑤 is the solution increment and 𝛥𝑤𝑒𝑥𝑝𝑙 represents the explicit
phase (e.g., 𝛥𝑤𝑒𝑥𝑝𝑙 = − (𝛿 )𝑗

𝛥𝑥 for a 1D inviscid problem). It is uncon-
itionally stable for 𝜃 ≤ −1∕2. A first simplification consists in the
uppression of cross-derivative terms:

𝑤 + 𝜃 𝛥𝑡
2 {

[

𝐴2(𝛥𝑤)
]

+
[

𝐵2(𝛥𝑤)
]

}

= 𝛥𝑤𝑒𝑥𝑝𝑙
3

2 𝑥 𝑥 𝑦 𝑦 o
An approximate factorization per spatial direction is then used, yield-
ing:

⎧

⎪

⎨

⎪

⎩

𝛥𝑤∗ + 𝜃 𝛥𝑡2

2

[

𝐴2(𝛥𝑤∗)𝑥
]

𝑥 = 𝛥𝑤𝑒𝑥𝑝𝑙

𝛥𝑤 + 𝜃 𝛥𝑡2

2

[

𝐵2(𝛥𝑤)𝑦
]

𝑦 = 𝛥𝑤∗

The preceding relations are further simplified by replacing the Jacobian
matrices by their spectral radius 𝜌:

⎧

⎪

⎨

⎪

⎩

𝛥𝑤∗ + 𝜃 𝛥𝑡2

2

[

𝜌(𝐴)2(𝛥𝑤∗)𝑥
]

𝑥 = 𝛥𝑤𝑒𝑥𝑝𝑙

𝛥𝑤 + 𝜃 𝛥𝑡2

2

[

𝜌(𝐵)2(𝛥𝑤)𝑦
]

𝑦 = 𝛥𝑤∗

After discretization by second-order central differences, the implicit
operator  for each direction reads:

 = 1 − 𝜃2
( 𝛥𝑡
𝛥𝑥

)2
𝛿(𝜆𝑒2𝛿) (9)

where 𝛿 is the differencing operator (3), 𝜆𝑒 denotes the spectral radius
of the flux Jacobians in each direction and 𝜃2 ≥ 0 is the value of the
coefficient for the second-order scheme. With such a scheme, a scalar
tridiagonal system must be solved for each space dimension. A similar
implicit operator was used by Jameson & Baker [2] to increase the CFL
number of an explicit Runge–Kutta time-stepping scheme for steady
problems. The so-called ‘‘implicit residual smoothing’’ is applied at each
RK stage as:

⎧

⎪

⎨

⎪

⎩

𝑤(0) = 𝑤𝑛

 𝛥𝑤(𝑘) = −𝛼𝑘𝛥𝑡(𝑤(𝑘−1)), 𝑘 = 1,… , 𝑠
𝑤𝑛+1 = 𝑤(𝑠)

(10)

where 𝑤𝑛 is the solution vector at time iteration 𝑛 and the implicit
operator  of Jameson & Baker (JB) reads:

𝐽𝐵 = 1 − 𝜀
( 𝛥𝑡
𝛥𝑥

)2
𝛿2 with 𝜀 ≥ 1

4

[

(

CFL
CFL𝑒𝑥𝑝𝑙

)2
− 1

]

with 𝜀 a constant parameter that depends on the maximum allowable
CFL of the underlying explicit scheme and the desired CFL in the im-
plicit procedure. Note that, in the context of steady state computations
using multigrid smoothers, alternative formulations of 𝜀 as a function
of the CFL have been proposed in the literature [10,35]. The 𝐽𝐵
perator has only first-order accuracy [36], whereas the Lax–Wendroff
RS operator (9) maintains second-order accuracy, and is then noted
RS2. The IRS2 was used in conjunction with RK time stepping by
innella & Lerat [37]. An extension to fourth-order (IRS4) was first
roposed by Cinnella and Content [4], by keeping the same form of the
perator (9) but replacing the Laplacian smoothing by a bi-Laplacian
moothing:

= 1 + 𝜃4
( 𝛥𝑡
𝛥𝑥

)4
𝛿(𝜆𝑒4𝛿3) , (11)

which implies the resolution of a pentadiagonal system for each space
direction. IRS4 is unconditionally stable for 𝜃4 ⪆ 0.0023 (see Sec-
tion 4.2). We use the value 𝜃4 = 0.0025 in the following. The additional
error introduced by the IRS4 operator with respect to the explicit
scheme takes the form [4]:

− 1
12

𝜃4𝛥𝑡
4𝜆𝑒4

𝜕5𝑓 𝑒
𝑑

𝜕𝑥5
+ (𝛥𝑡4) (12)

ith 𝑓 𝑒
𝑑 the inviscid flux in the considered direction 𝑑. Being propor-

ional to an odd derivative, this error has a dispersive nature. As the RK
cheme is second-order in general, the additional error coming from the
RS4 is expected to have a negligible influence on the overall accuracy

f the baseline time scheme.
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3.2. Interpretation in Fourier space

The main idea of IRS is to stabilize the scheme by smoothing the
residuals with a Laplacian filter (IRS2) or a bi-Laplacian filter (IRS4).
The IRS operator acts on the difference scheme by contracting its
support and thus relaxes the restriction on the time step imposed
by the CFL condition. This behavior can be easily interpreted using
Fourier symbols of the operators (denoted with ∙̂). Fourier analysis
also provides a simple means of determining errors produced by the
discretization in absence of boundary conditions.

The amplification factor of the RK4 scheme is found to be:

𝑔(𝜁 ) = 1 + 𝜁 + 𝜁2∕2 + 𝜁3∕6 + 𝜁4∕24 , 𝜁 ∈ C (13)

he stability region can be represented in the complex plane. The black
ine in Fig. 1 marks the stability boundary (|𝑔(𝜁 )| = 1). The gray color
rea denotes the unstable region (|𝑔(𝜁 )| > 1). Consider the linear scalar

advection problem

𝑤𝑡 + 𝑎𝑤𝑥 = 0 (𝑎 > 0) (14)

The locus of the FD operator (4) is given by :

̂(𝑘𝛥𝑥) = 2 𝑖 𝑎
𝛥𝑥

sin
(𝑘𝛥𝑥

2

)

cos
(𝑘𝛥𝑥

2

) [

1 + 2
3
sin3

(𝑘𝛥𝑥
2

)

+ 8
15

sin5
(𝑘𝛥𝑥

2

)

+ 16
35

sin7
(𝑘𝛥𝑥

2

)

+ 128
315

sin9
(𝑘𝛥𝑥

2

)]

(15)

with 𝑖 =
√

−1 and 𝑘𝛥𝑥 the reduced wavenumber. The space discretiza-
tion is nondissipative and its locus lies on the imaginary axis. The
Fourier symbol of the artificial dissipation operator (5) is given by:

̂𝐴𝐷(𝑘𝛥𝑥) = 𝑎
𝛥𝑥

256
315

sin10
(𝑘𝛥𝑥

2

)

(16)

nd its locus lies on the real axis. In order for the discrete scheme to
e stable, the locus of the spatial operator (−̂ + ̂𝐴𝐷) must remain
ithin the stability region of the RK integration scheme, as shown in
ig. 1a. As the CFL increases, the locus will expand and ultimately exit
he stability region, as exemplified in Fig. 1(b–f).

The IRS smoothing in Eq. (10) corresponds to a modification of the
ourier symbol of the spatial operator, which becomes (−̂+ ̂𝐴𝐷)∕̂ ,
here the Fourier symbol of IRS4 reads:

̂ = 1 + 16 𝜃4CFL4 sin4
(𝑘𝛥𝑥

2

)

(17)

The modified locii for IRS4 are plotted in Fig. 1 for CFL = 1 to 6.
The IRS operator contracts the spatial locus, which is flattened on the
imaginary axis due to the dispersive nature of the IRS operator. This
also implies that, as the CFL increases, the dissipation error decreases
and tends to zero.

3.3. Von Neumann stability

To better understand the role of the numerical dissipation in com-
bination with IRS smoothing, a Von Neumann stability analysis is
conducted. In the linear scalar case of a transport Eq. (14), the RK
algorithm is developed as :

𝑤𝑛+1
𝑗 = 𝑤𝑛

𝑗 +
4
∑

𝑠=1
𝛾𝑠𝛥𝑡

𝑠
𝜕𝑠𝑤𝑛

𝑗

𝜕𝑡𝑠
+⋯ where 𝛾𝑠 =

4
∏

𝑞=4−𝑠+1
𝛼𝑞 (18)

ith 𝑤𝑛
𝑗 is the solution at grid index 𝑗 and time iteration 𝑛. By applying

Fourier transform to (18), we write the amplification factor for the
iscretized equation without numerical dissipation as :

0̂ =
�̂�𝑛+1

𝑗

�̂�𝑛
𝑗

= 1 −
4
∑

𝑠=1
𝛾𝑠𝜎

𝑠̂𝑠 (19)

where 𝜎 = 𝑎𝛥𝑡∕𝛥𝑥 is the CFL number. Introducing artificial dissipation,
he amplification factor becomes:

�̂�𝐷 = 1 −
4
∑

𝛾𝑠𝜎
𝑠
(

̂ − ̂𝐴𝐷
)𝑠

(20)
4

𝑠=1
n the other hand, the filtering operation (6), applied at the last RK
tage, corresponds to a convolution operation in physical space, so that
he amplification factor after filtering is multiplied by 1 − 𝜒̂𝑆𝐹 :

�̂�𝐹 =

(

1 −
4
∑

𝑠=1
𝛾𝑠𝜎

𝑠̂𝑠

)

(

1 − ̂𝑆𝐹
)

(21)

here the Fourier symbol of SF is obtained by applying a Fourier
ransform to (6) :

̂𝑆𝐹 (𝑘𝛥𝑥) = 𝜒

(

𝑑0 +
5
∑

𝑙=1
2𝑑𝑙 cos(𝑙𝑘𝛥𝑥)

)

= 𝜒 sin10
(𝑘𝛥𝑥

2

)

(22)

Note that, for 𝑎∕𝛥𝑥 = 1, the Fourier symbol of the tenth-order filter
is the same as the one of the ninth-order artificial dissipation when
chosing 𝜒 = 256∕315. The role of the numerical dissipation is displayed
in Fig. 2 for CFL numbers between 1 and 15. We first focus on the
base scheme without stabilization in Fig. 2(a). For the selected value
of the IRS4 coefficient (𝜃4 = 0.0025), it is apparent that the scheme
remains always stable. At CFL = 1, we observe a damping in the
mid-wavenumber range, which depends on the coupled effects of the
RK and FD schemes. For higher values of the CFL, the IRS4 operator
acts and a double damping peak is visible, which moves towards low
wavenumbers as CFL increases. Damping vanishes at smallest scales
(𝑘𝛥𝑥 ≈ 𝜋), which highlights the need for additional high-wavenumber
dissipation. Fig. 2(b) shows the amplification factors with artificial
dissipation. Since it is added to the spatial operator, its effect is coupled
with the temporal scheme, which leads to the non-monotonic behavior
for CFL 1 and 2. For high values of CFL, the contractive character of the
IRS4 operator dramatically reduces the dissipation, which could also
have been inferred from Fig. 1. As a consequence, for CFL ⪆ 10, almost
no dissipation is applied near the grid cut-off (𝑘𝛥𝑥 ≈ 𝜋), so that grid-
to-grid oscillations can remain undamped and pollute the solution or
become unstable. In Fig. 2(c), the selective filtering is applied with a
coefficient 𝜒 = 256∕315, so that the amount of damping is similar to
that of AD without IRS. As expected, the spectral characteristics are a
combination of the base scheme and the filter response. In particular,
the damping at 𝑘𝛥𝑥 ≈ 𝜋 remains the same independently of the CFL
value. The fact that the stabilization is independent of the base scheme
gives the greater robustness of RK4-IRS4 implementation, notably for
high values of CFL, since the filter will continue to dissipate the modes
not resolved by the grid. That is why, in the following, the results are
obtained with the base scheme supplemented by the selective filtering.

Since the IRS operator essentially introduces a dispersive error, it
is also interesting to look at the relative phase error 𝜙 + 𝜎𝑘𝛥𝑥 in
Fig. 3. Since the dissipation term is nondispersive, this quantity is due
uniquely to the centered difference operator (4). The striking point
in Fig. 3(a) is that IRS4 damages the phase in proportion to the CFL
rise. Such a representation would suggest that dispersion errors are
unacceptable for CFL greater than 5. However, the analysis would be
only valid for a regular grid with constant 𝛥𝑥. In practice, grid points
are clustered near wall boundaries, and high values of the CFL (5 or
greater) are located at these particular points due to the small 𝛥𝑥.
From another point of view, we can also look at the spectral properties
relative to a fixed time step 𝛥𝑡, which is done in Fig. 3(b) and (c) for
the amplification factor and the phase respectively by multiplying the
abscissae by the CFL number 𝜎. For the advection equation, 𝜔 = 𝑘 𝑎,
and 𝜎 𝑘𝛥𝑥 = 𝜔𝛥𝑡. In this representation, it is clear that the base scheme
spectral properties are preserved in proportion to the CFL number up
to 𝜔𝛥𝑡 = 𝜋∕2, i.e. if the time signal is discretized by four or more time
steps.

4. Boundary conditions and multi-domain interface treatment

The preceding analysis is valid for an infinite computational domain
or a domain with periodic conditions. The modification of the spatial

operator close to boundaries will affect both stability and numerical
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Fig. 1. Stability region of the RK4 (white) and locus of the spatial operator with IRS4 smoothing (red) and without (explicit, green), obtained from the Fourier symbols (lines)
and the operator’s eigenvalues 𝜆𝛥𝑡 (symbols). From left to right and top to bottom, CFL = 1, 2, 3, 4, 5 and 6.
Fig. 2. Amplification factors for the centered spatial operator (a), supplemented by artificial dissipation (b) or by selective filtering (c) for increasing CFL numbers, CFL = 1
( ), 2 ( ), 5 ( ), 10 ( ), 15 ( ).
errors. For this reason, the stability analysis in the following will be
carried out with the method of lines [38]. For the linear scalar wave
problem (14), spatial discretization on a grid with 𝑚 points yields

𝜕𝐰𝑚
𝜕𝑡

= −𝐑𝑚,𝑚𝐰𝑚

where 𝐰𝑚 is the numerical solution vector, of size 𝑚 and 𝐑𝑚,𝑚 is the
matrix associated to the spatial operator . By taking the Fourier
transform of this expression, with 𝐰 = �̂� 𝑒𝜆𝑡, we obtain the following
5

𝑚 𝑚
eigenvalue problem :

(𝑎𝐑𝑚,𝑚)�̂�𝑚 = −𝜆�̂�𝑚 (23)

4.1. Periodic boundary condition

Writing the IRS scheme at the 𝑘th RK stage in matrix–vector form

𝐉 𝛥𝐰(𝑘) = −𝛼 𝛥𝑡𝐑 𝐰(𝑘−1)

𝑚,𝑚 𝑚 𝑘 𝑚,𝑚 𝑚
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Fig. 3. Spectral properties of IRS4 operator: relative phase error (a), damping factor versus 𝜔𝛥𝑡 (b), and phase error versus 𝜔𝛥𝑡 (c) for increasing CFL numbers, CFL = 1 ( ),
2 ( ), 5 ( ), 10 ( ), 15 ( ).
f
o
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he IRS4 operator leads to the inversion of a pentadiagonal matrix
𝑚,𝑚 per direction at each Runge–Kutta stage. For periodic boundary
onditions, the periodic matrix 𝐉𝐩𝑚,𝑚 reads:

𝐩𝑚,𝑚 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝛾 𝛼 𝛽 0 ⋯ ⋯ ⋯ 0 𝛽 𝛼
𝛼 𝛾 𝛼 𝛽 0 ⋯ ⋯ ⋯ 0 𝛽
𝛽 𝛼 𝛾 𝛼 𝛽 0 ⋯ ⋯ ⋮ 0
0 𝛽 𝛼 𝛾 𝛼 𝛽 0 ⋯ ⋮ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋯ 0 𝛽 𝛼 𝛾 𝛼 𝛽 ⋯ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ ⋮
0 ⋯ ⋯ ⋯ 0 𝛽 𝛼 𝛾 𝛼 𝛽
𝛽 0 ⋯ ⋯ ⋯ 0 𝛽 𝛼 𝛾 𝛼
𝛼 𝛽 0 ⋯ ⋯ ⋯ 0 𝛽 𝛼 𝛾

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

(24)

with 𝛽 = 𝜃4CFL4, 𝛼 = −4𝛽 and 𝛾 = 1+ 6𝛽. The eigenvalue problem (23)
then becomes:

(𝐉−1𝑚,𝑚𝐑𝑚,𝑚)�̂�𝑚 = −𝜆�̂�𝑚 (25)

For periodic boundary conditions, as expected, the solutions from the
eigenvalue problem (25) with IRS4 matrix 𝐉𝐩𝑚,𝑚 perfectly match the
locus of the Fourier symbol ̂∕̂ , as seen in Fig. 1 for CFL 1 to 6.

4.2. Physical boundary conditions

Near boundaries of the computational domain it is necessary to
modify the IRS4 matrix. In Ref. [4], the pentadiagonal matrix is simply
truncated, which gives matrix 𝐉𝟏𝑚,𝑚 :

𝐉𝟏𝑚,𝑚 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

𝛾 𝛼 𝛽 0 ⋯ ⋯ ⋯ 0
𝛼 𝛾 𝛼 𝛽 ⋱ ⋯ ⋯ 0
𝛽 𝛼 𝛾 𝛼 𝛽 ⋱ ⋯ 0
0 𝛽 𝛼 𝛾 𝛼 𝛽 ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ 0
0 ⋯ ⋱ 𝛽 𝛼 𝛾 𝛼 𝛽
0 ⋯ ⋯ ⋱ 𝛽 𝛼 𝛾 𝛼
0 ⋯ ⋯ ⋯ 0 𝛽 𝛼 𝛾

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, (26)

To gain some robustness in the FD implementation, we have chosen
to reduce IRS order near boundaries. The second to last row of nodes
is smoothed with IRS2 operator of Eq. (9) and the one-sided IRS1
operator [15] is used at the boundary points, yielding matrix 𝐉𝟐𝑚,𝑚 :

𝐉𝟐𝑚,𝑚 =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

𝛾1 𝛼1 0 ⋯ ⋯ ⋯ ⋯ 0
𝛼2 𝛾2 𝛼2 0 ⋯ ⋯ ⋯ 0
𝛽 𝛼 𝛾 𝛼 𝛽 0 ⋯ 0
0 𝛽 𝛼 𝛾 𝛼 𝛽 ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋱ ⋱ ⋱ 0
0 ⋯ 0 𝛽 𝛼 𝛾 𝛼 𝛽
0 ⋯ ⋯ ⋯ 0 𝛼2 𝛾2 𝛼2

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

(27)
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⎝ 0 ⋯ ⋯ ⋯ ⋯ 0 𝛼1 𝛾1⎠
with coefficients 𝛼2 = −𝜃2CFL2 and 𝛾2 = 1 − 2𝛼2 for IRS2, and 𝛼1 =
±𝜃1CFL, 𝛾1 = 1 − 𝛼1 for IRS1 operator, which is defined as:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐼𝑅𝑆1+ = 1 − 𝜃1
𝛥𝑡
𝛥𝑥

𝜆𝑒𝛿+ for a left boundary

𝐼𝑅𝑆1− = 1 + 𝜃1
𝛥𝑡
𝛥𝑥

𝜆𝑒𝛿− for a right boundary
(28)

with 𝛿+, 𝛿− the upward and backward difference operator respectively.
The Fourier symbol of IRS1 and IRS2 are given by:

⎧

⎪

⎨

⎪

⎩

̂𝐼𝑅𝑆1+ = 1 + 2 𝜃1CFL
[

sin2
(𝑘𝛥𝑥

2

)

− 𝑖 cos
(𝑘𝛥𝑥

2

)

sin
(𝑘𝛥𝑥

2

)]

̂𝐼𝑅𝑆2 = 1 + 4 𝜃2CFL2 sin2
(𝑘𝛥𝑥

2

)
(29)

To determine the coefficients 𝜃 ensuring the unconditional stability
of the different IRS operators, a numerical search is performed for the
1D scalar problem. The results are plotted in Fig. 4. For IRS1, we set
the value 𝜃1 = 0.42. A theoretical value for IRS2 of 1/16 was obtained
analytically in [37,39]. In the following, we use the value 𝜃2 = 0.04,
or which the numerical stability is ensured. For IRS4, the distribution
f 𝜃4 as function of CFL follows the same trend as IRS2 with a peak
round CFL = 2, where the contractive effect of IRS operator is not yet
arge. We set the value 𝜃4 = 0.0025 in the applications.

For a Dirichlet boundary condition, the method of lines is ap-
plied with the matrix 𝐉𝟐𝑚,𝑚 and centered schemes with reduced-stencil
schemes near boundaries in the spatial operator matrix. The solution
increments are imposed at the left boundary so that the corresponding
first row and first column are suppressed in the matrices [40]. A simple
extrapolation is used at the right boundary. The eigenvalues for 𝑚
= 200, plotted in Fig. 5 for CFL 2, 5 and 10, show that the locii
are significantly modified compared to the old treatment using the
truncated matrix 𝐉𝟏𝑚,𝑚 . In particular, for the highest CFL value, the use
of a reduced stencil IRS operator appears more dissipative, whereas
the close-up view in the inset of Fig. 5(right) indicates that some
eigenvalues can excite weak instabilities with the truncated version.
However, using IRS2 and IRS1 coefficients on the borders, all the
eigenvalues have a negative real part so that the linear problem has
non growing solutions.

4.3. Interface treatment in multi-domain calculations

4.3.1. The different strategies of parallelization for the linear system reso-
lution

The parallel implementation of IRS is crucial for the efficiency of the
method. As we have seen, IRS4 leads to the inversion of a pentadiagonal
matrix per mesh direction at each Runge–Kutta step. As the number
of linear systems to solve is proportional to the number of implicited
directions and to the number of points in that direction, the compu-
tational cost can be important. Efficient algorithms, such as Thomas’
algorithm or cyclic reduction, exist to solve small-banded matrices on
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Fig. 4. Numerical determination of smoothing parameter 𝜃 ensuring unconditional stability for the 1D advection problem: IRS1 (left), IRS2 (center) and IRS4 (right).
Fig. 5. Eigenvalue spectrum with the method of lines for Dirichlet boundary condition using IRS matrix 𝐉𝟐𝑚,𝑚 (▵) and 𝐉𝟏𝑚,𝑚 (◦): CFL = 2 (left), CFL = 5 (center) and CFL = 10
right).
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calar computers. They are based on a first forward sweep, during
hich new coefficients are computed, and then a backward substitution

o compute the solution. Unfortunately, such algorithms are hard to
arallelize efficiently, even if a large body of literature has tackled
his problem, mostly for tridiagonal systems. Strategies based on the
edistribution of data between processors [41] or Thomas-pipelined
lgorithms [42] are better suited for distributed memory architectures,
ut they lack efficiency due to a large number de communications for
he former, and to idle time for the second. Some methods are based
n the divide-and-conquer algorithm, where successive transformations
re used to divide the original problem over the computing cores.
he tridiagonal and banded-matrix solvers available in the ScaLapack

ibrary [43] propose an MPI implementation. We have tested the
anded-matrix routines of ScaLapack to solve the pentadiagonal systems
ut the overhead is prohibitive, amounting to approximately 220%
ith respect to the explicit solver . More complex algorithms, such as
pike [44], have been proposed to reduce the cost. Even if the scalability
as been improved, notably for large band matrices on distributed
emory or with GPU processors, the cost remains high for pentadiago-
al systems. We have also tested the recent PaScal_tdma library [45],
hich proposes an optimized parallel cyclic reduction method for

ridiagonal matrices. The overhead is more reasonable (approximately
0% when few processors per implicit directions are used), but its does
ot scale well to large number of processors (the overhead increases up
o 150% when using about 30 processors per direction); furthermore,
he library is not applicable to pentadiagonal matrices. Last but not
east, even if each block is individually structured, complex multiblock
rids can lead to globally unstructured topologies (see for instance test
ases 5.7 to 5.10). In that case, the definition of global linear systems
istributed across all blocks is not possible.

Note that the aim here is to relax CFL constrains in compressible
NS and LES, but anyway the maximum allowable time step will
e limited by the need of resolving the smallest time scales in the
imulation. As shown in Section 5.4, values of CFL of 5 to 10 can then
e used for compressible DNS without affecting or reducing the physical
ime accuracy. Such values are much smaller than those used in steady
7

tate simulations (𝑂(100) or more). It is then of the utmost importance
hat the matrix inversion associated with the implicit treatment is
s cheap as possible. For that reason, in the following we extend
RS to parallel and multiblock configurations by solving approximate
ystems on each subdomains and by truncating the global system to
enerate local independent linear systems for each processors. Some
tudies discuss the multi-domain extension for IRS implicitation but are
enerally restricted to steady problems. Borel and Roux [46] used a
chwarz iterative method for overlapping domain decomposition. They
tudied the influence of the thickness of the overlap and found an
ptimal efficiency for an overlapping of 𝐿0 = 2CFL + 1 cells. Lerat

and Wu [47] proposed a time-lagging interface condition, where the
interface values are fixed at the previous time step. They showed how
to obtain a stable and conservative condition. Wu and Zou [48] further
analyzed this interface treatment and found an optimal overlap 𝐿0 =
CFL for steady problems. They extended the time-lagging method to
unsteady problem by using an overlapping 𝐿0 = 2CFL + 1 points. In
Ref. [5], a strategy based on the use of an overlap between blocks was
studied by defining halos of ghost points, which is a popular strategy to
implement compact FD schemes [49]. It was shown that adding ghost
points at the interfaces can limit the error generated by the truncation.
This strategy is pursued in the present study.

4.3.2. The ghost-point strategy
Layers of ghost cells are used to make mesh blocks independent and

reduce the required number of parallel communications. They are filled
using the solution increments computed in the neighboring subdomain
at the previous RK stage, as schematized in Fig. 6.

In Refs. [4,5], the IRS operator is simply set equal to the identity
for the last two rows, which means that the two outside ghost cells are
advanced explicitly in time, while the right-hand sides are communi-
cated from the neighboring block. In the present implementation, the
coefficients for the two first/last rows in IRS matrix are those of IRS1
and IRS2 operators. For an interior subdomain, the IRS4 matrix is thus
𝐽2𝑚+ngh,𝑚+ngh as defined in Eq. (27) where 𝑚 is replaced by 𝑚+ngh, ngh
being the number of ghost cells. Note that the eleven-point stencil base
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Fig. 6. Schematic of the ghost-point strategy adopted for the parallel implementation of IRS.
schemes already necessitates five rows of ghost points in each direction,
so that we use at least ngh = 5. This results in the inversion of a (𝑚 +
ngh)×(𝑚+ngh) pentadiagonal matrix per direction on each mesh block,
which introduces an overhead. The part due to parallel communications
is rather small, and a good parallel scalability is observed for blocks of
approximately 503 points. The strategy may however suffer from a lack
of robustness when using high values of CFL numbers (greater than
about 10). To illustrate this point, the scalar advection (14) is solved
for a domain 0 < 𝑥 < 1 discretized by 600 points. A 1D Gaussian
hump, defined as 𝑤(𝑥, 0) = exp(−500(𝑥−0.5)2), is initially located at the
middle of the domain and advected periodically to its starting position
10 times at CFL = 5. The results are reported in Fig. 7 using two
solutions: the true periodic solution, i.e. IRS matrix is 𝐉𝐩𝑚,𝑚 of Eq. (24),
and the approximate ghost-point solution, i.e. IRS matrix 𝐉𝟐𝑚+ngh,𝑚+ngh
of Eq. (27). The number of grid points has been chosen so that the
periodic hump is correctly advected (some oscillations due to dispersion
are visible on its left foot). Then ghost points are used at the left and
right boundaries, which can represent the connection with other MPI
domains or blocks (note that periodicity is treated as communications
by MPI library). Using the nominal number of ghost cells, ngh = 5 (first
row of Fig. 7), a numerical instability is observed after 10 turnovers
and the simulation blows up rapidly. Using an extended number of
ghost cells, ngh = 11 (bottom row of Fig. 7), the solution is in perfect
agreement with the periodic one. The corresponding eigenspectra are
plotted on the right. Two unstable modes are clearly visible for ngh =
5 and almost disappear for ngh = 11 (weak instabilities with a positive
imaginary part of the order of 10−9 are present). In fact, numerical
waves should not travel at a distance (in terms of the number of mesh
points) larger than the one determined by the CFL number at each time
step.

Additionally, the above-mentioned simplifications can introduce an
error in the interface region. Such an error can be reduced by increasing
the number of ghost cells from 5 on each side of the domain to a
given integer ngh, so that a reasonable tradeoff between cost and
accuracy has to be found. Previous analyses by Wu and Zou [48] for
a time-lagging interface condition suggest that ‘‘since the CFL number
is based on the maximum wave speed (eigenvalue), it is natural that
a local perturbation (due to time-lagging) of the scheme will travel
at a distance, in terms of the number of mesh points, no larger than
the CFL number at each time step’’. An optimal overlapping width of
2CFL + 1 would enable to contain the error in the overlapping region.
As a consequence, the overlapping method using ghost points should
maintain the order of accuracy of the interior scheme if ngh≈2CFL +
1. This point will be investigated in Section 5.3 for a vortex advection
problem. In practice, all following applications are run on parallel
computers. The maximum CFL is tested for each interface and the
number of ghost points is set to max(5,2CFL + 1). Generally, high
CFL region are located near wall boundaries and few interfaces are
concerned by the ghost-point extension.

5. Applications to compressible Navier–Stokes equations

5.1. Governing equations

The compressible Navier–Stokes equations are written for a curvilin-
ear domain by using a coordinate transform. The physical space (𝑥, 𝑦,
8

𝑧) is mapped into a Cartesian regular computational space (𝜉, 𝜂, 𝜁). By
denoting 𝐮 = (𝑢, 𝑣,𝑤)𝑇 the velocity vector, 𝜌 the density, 𝑝 the pressure
and 𝐸 the total specific energy, the set of equations for the unknown
vector 𝐔 = (𝜌, 𝜌𝑢, 𝜌𝑣, 𝜌𝑤, 𝜌𝐸)𝑇 is given by:

𝜕𝐔
𝜕𝑡

+ 1
𝐽

(

𝜕𝐅𝑐
𝜕𝜉

+
𝜕𝐆𝑐
𝜕𝜂

+
𝜕𝐇𝑐
𝜕𝜁

)

= 0 (30)

with 𝐽 = 𝜕(𝑥, 𝑦, 𝑧)∕𝜕(𝜉, 𝜂, 𝜁 ) the Jacobian of the coordinate transforma-
tion. The curvilinear fluxes are 𝐅𝑐 = 𝐅𝑒

𝑐−𝐅
𝑣
𝑐 , 𝐆𝑐 = 𝐆𝑒

𝑐−𝐆
𝑣
𝑐 , 𝐇𝑐 = 𝐇𝑒

𝑐−𝐇
𝑣
𝑐 ,

where the inviscid (superscript 𝑒) and visco-thermal fluxes (superscript
𝑣) are given by:

𝐅𝑒
𝑐 = 𝐽

⎛

⎜

⎜

⎜

⎝

𝜌𝛩𝜉

𝜌𝐮𝛩𝜉 + 𝑝∇𝜉

(𝜌𝐸 + 𝑝)𝛩𝜉

⎞

⎟

⎟

⎟

⎠

, 𝐆𝑒
𝑐 = 𝐽

⎛

⎜

⎜

⎜

⎝

𝜌𝛩𝜂

𝜌𝐮𝛩𝜂 + 𝑝∇𝜂

(𝜌𝐸 + 𝑝)𝛩𝜂

⎞

⎟

⎟

⎟

⎠

,

𝐇𝑒
𝑐 = 𝐽

⎛

⎜

⎜

⎜

⎝

𝜌𝛩𝜁

𝜌𝐮𝛩𝜁 + 𝑝∇𝜁

(𝜌𝐸 + 𝑝)𝛩𝜂

⎞

⎟

⎟

⎟

⎠

,

𝐅𝑣
𝑐 =

⎛

⎜

⎜

⎜

⎝

0

𝝉𝜉
𝐮⋅𝝉𝜉 − 𝐪⋅∇𝜉

⎞

⎟

⎟

⎟

⎠

, 𝐆𝑣
𝑐 =

⎛

⎜

⎜

⎜

⎝

0

𝝉𝜂
𝐮⋅𝝉𝜂 − 𝐪⋅∇𝜂

⎞

⎟

⎟

⎟

⎠

,

𝐇𝑣
𝑐 =

⎛

⎜

⎜

⎜

⎝

0

𝝉𝜁
𝐮⋅𝝉𝜁 − 𝐪⋅∇𝜁

⎞

⎟

⎟

⎟

⎠

,

(31)

where 𝛩𝜉 = 𝐮 ⋅ ∇𝜉, 𝛩𝜂 = 𝐮 ⋅ ∇𝜂, and 𝛩𝜁 = 𝐮 ⋅ ∇𝜁 are the contravariant
velocities. We have noted 𝝉𝜉 =  ⋅ ∇𝜉, 𝝉𝜂 =  ⋅ ∇𝜂, and 𝝉𝜁 =  ⋅ ∇𝜁 ,
where  is the viscous stress tensor. The specific total energy is 𝐸 =
𝑝∕[(𝛾−1)𝜌]+(𝑢2+𝑣2+𝑤2)∕2 for an ideal gas satisfying 𝑝 = 𝜌𝑟𝑇 , where 𝑇
the temperature, 𝑟 the gas constant and 𝛾 the ratio of specific heats. The
tensor tensor  follows the Newtonian fluid constitutive relation. The
dynamic viscosity 𝜇 is approximated with Sutherland’s law and the heat
flux components are modeled with Fourier’s law, 𝐪 = −𝜅∇𝑇 , 𝜅 being
the thermal conductivity, modeled by a constant Prandtl number (𝑃𝑟)
assumption.

5.2. Implementation in musicaa code

All the numerical schemes are implemented within the musicaa code
(multiblock solver in computational aerodynamics and aeroacoustics),
developed at DynFluid laboratory, which is a high-fidelity finite-
difference solver written in Fortran and parallelized with MPI li-
brary. To optimize computational and memory requirements, three
sub-solvers are implemented: (i) for Cartesian grids, the Navier–Stokes
equations are directly written in conservative form for Cartesian coordi-
nates (𝑥, 𝑦, 𝑧); (ii) for 2D curvilinear grids, (𝑥, 𝑦) is transformed into (𝜉,
𝜂), and the third direction, which corresponds generally to the spanwise
direction 𝑧, is left unchanged (see equations in [50]); (iii) for fully 3D
curvilinear grids, the system (30) is solved. The metrics for nonuniform
grids are computed using the same finite-difference scheme as the one
used for the discretization of fluxes. In particular, a great care is taken
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o ensure metrics commutation in 2D and metrics conservation in 3D,
sing the geometric conservation law (GCL) [51,52].

Various spatial and temporal schemes are available in musicaa but
e restrict the attention for the present applications to the tenth-
rder FD and four-stage RK scheme, previously presented in Section 2.
ourth-order central differencing is used for viscous fluxes, which are
ntegrated in the last RK substep (this choice is discussed in Sec-
ion 5.5). For wall boundary conditions, the no-slip condition 𝑢 = 𝑣 =
= 0 is enforced together with the nullity of the normal pressure gra-

ient. The temperature is also prescribed, either directly for isothermal
alls or from the nullity of normal temperature gradient for adiabatic
alls, so that all variables are imposed and the increment is zero for IRS
atrix at the wall points. The FD scheme is reduced down to second

rder near walls. In the following test-cases, at free boundaries, non-
eflecting Tam and Dong’s conditions [53] are applied on the first 5
ows of cells. One-sided 7 point-stencil FD schemes [53] are applied
or derivatives normal to borders, and the resulting discretized terms
re added to the increments before smoothing.

Except if otherwise specified, the tenth-order filtering is applied
fter the smoothing with 𝜒 = 0.2, as explained in Section 3.3, and the
ominal implicit residual smoothing coefficients are 𝜃1 = 0.42, 𝜃2 = 0.04
nd 𝜃4 = 0.0025. Using 2D coordinate transform (𝜉, 𝜂, 𝑧) → (𝑥, 𝑦, 𝑧), the

multi-dimensional IRS4 operator is written as:

 =

(

1 + 𝜃4

(

𝛥𝑡
𝛥𝜉

)4
𝛿𝜉 (𝜆𝑒𝜉𝜂

4𝛿3𝜉 )

)(

1 + 𝜃4

(

𝛥𝑡
𝛥𝜂

)4
𝛿𝜂(𝜆𝑒𝜉𝜂

4𝛿3𝜂 )

)

×
(

1 + 𝜃4
( 𝛥𝑡
𝛥𝑧

)4
𝛿𝑧(𝜆𝑒𝑧

4𝛿3𝑧 )
)

(32)

noting that the transformed coordinates (𝜉, 𝜂) correspond to a unitary
Cartesian grid (𝛥𝜉 = 𝛥𝜂 = 1). The subscript of the difference operator 𝛿
enotes the grid direction in which it is applied. In the 𝑧-direction, the
irectional spectral radius of the inviscid Jacobian matrix is 𝜆𝑒𝑧 = |𝑤|+𝑐,
being the local sound speed. Since the transformed directions are

oupled, a single spectral radius is used for (𝜉, 𝜂)-directions (in the spirit
f Pulliam [54] for artificial dissipation):

𝑒 =
√

𝛩2 + 𝛩2 + 𝑐
√

∇𝜉2 + ∇𝜂2 , (33)
9

𝜉𝜂 𝜉 𝜂 𝑏
or fully 3D curvilinear grids, the IRS4 operator reads

=

(

1 + 𝜃4

(

𝛥𝑡
𝛥𝜉

)4
𝛿𝜉 (𝜆𝑒𝜉𝜂𝜁

4𝛿3𝜉 )

)(

1 + 𝜃4

(

𝛥𝑡
𝛥𝜂

)4
𝛿𝜂(𝜆𝑒𝜉𝜂𝜁

4𝛿3𝜂 )

)

×

(

1 + 𝜃4

(

𝛥𝑡
𝛥𝜁

)4
𝛿𝜁 (𝜆𝑒𝜉𝜂𝜁

4𝛿3𝜁 )

)

(34)

with the following spectral radius coupling the three space directions:

𝜆𝑒𝜉𝜂𝜁 =
√

𝛩2
𝜉 + 𝛩2

𝜂 + 𝛩2
𝜁 + 𝑐

√

∇𝜉2 + ∇𝜂2 + ∇𝜁2 (35)

he number of ghost cells ngh required in domain interfaces and the
witch (7) for the filtering coefficient are based on the local CFL,
efined as

FLlocal,𝑖 = 𝛥𝑡(𝛩𝜉 + 𝑐∇𝜉); CFLlocal,𝑗 = 𝛥𝑡(𝛩𝜂 + 𝑐∇𝜂);

FLlocal,𝑘 = 𝛥𝑡(𝛩𝜁 + 𝑐∇𝜁 )

here 𝑖, 𝑗, 𝑘 denote the three directions.

.3. Vortex advection

As noted earlier, the major issue in multi-domain computations is
he treatment of interfaces between domains. In the present work, com-
unication between adjacent meshes is conducted through finite-size

verlaps. Their effect on solution accuracy and stability is investigated
nitially for the unsteady inviscid flow generated by a vortex convected
y a uniform flow with freestream Mach number 𝑀 = 𝑈∞∕𝑐 = 0.5. The
nitial condition is determined from Taylor’s theoretical vortex model:

𝑢 = 𝑈∞ + 𝐴
𝑦
𝛥𝑦

exp(𝛼𝑅2)

𝑣 = −𝐴 𝑥
𝛥𝑥

exp(𝛼𝑅2)

𝑝 = 𝑝∞ − 𝜌∞
𝐴2

4𝛼𝛥𝑥𝛥𝑦
exp(2𝛼𝑅2)

(36)

here 𝑅 =
√

(𝑥 − 𝑥0)2 + (𝑦 − 𝑦0)2 with (𝑥0, 𝑦0) = (−30, 0) the initial
ortex position, using a reference length 𝐿 = 1 m. The vortex strength
s 𝐴 = 5 and 𝛼 = − ln 2∕𝑏2, where the Gaussian half-width is set to
= 4. The computational domain −100 < 𝑥 < 100, −100 < 𝑦 < 100 is
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Fig. 8. Vortex advection: 𝐿2-norm of the error with respect to the analytical solution. Left, error of the explicit solver as a function of the mesh size 𝛥𝑥 (grids 50 × 50, 100 × 100,
00 × 200, 300 × 300) for small CFL numbers (∙, 1; ∙, 0.5; ∙, 0.1; ∙, 0.1; ∙, 0.02). Middle, error of the IRS4 solver as a function of the mesh size 𝛥𝑥 (grids 200 × 200, 400 × 400,
00 × 800, 1600 × 1600) for large CFL numbers (∙, 1; ∙, 2; ∙, 4; ∙, 6; ∙, 8; ∙, 10). Right, error as a function of the time step 𝛥𝑡: explicit solver (◦) and IRS4 solver (□) for the
rid 400 × 400 on 4 blocks at 𝑀 = 0.5; IRS4 solver on grid 400 × 400 at 𝑀 = 0.1 on 4 blocks (▵) and 1 block (∗); IRS4 solver on grid 1600 × 1600 at 𝑀 = 0.5 (■).
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iscretized by 𝑁 ×𝑁 uniformly spaced points, and periodic conditions
re enforced in both directions. The grid is subdivided into four equally
ized subdomains. The vortex, initially located on the interface 𝑦 = 0,
s advected from left to right during 100 time units 𝐿∕𝑈∞, crossing the
nterface located at 𝑥 = 0. The 𝐿2-norm of the error with respect to
he analytical solution is first used to assess the solver accuracy. The
irst series of runs, reported on the left of Fig. 8, uses low CFL values
etween 0.02 and 1 with explicit time marching and deliberately coarse
rids ranging between 𝑁 = 50 to 300 to distinguish the accuracy of the
patial scheme. A slope of 2.5 in the log–log plot is obtained at CFL = 1
nd a very small time step has to be used to approach the spatial scheme
ccuracy. A slope of 7 is obtained for CFL = 0.02. This first series shows
hat the temporal error rapidly dominates for this advection case.

In the second series of runs (middle plot of Fig. 8), the IRS4 solver
s used for large CFL numbers between 1 and 10 on fine grids (𝑁 = 200
o 1600) to highlight temporal integration errors. At CFL = 1, the
econd-order accuracy of RK4 for nonlinear problems is recovered, and
he slope slightly increases for higher CFL. The error saturates for the
oarsest grids and CFL 8 to 10, since the error level is very high and
he vortex is severely damaged during its advection.

Finally in the right subfigure of Fig. 8, error logarithm is plotted
s function of logarithm of 𝛥𝑡 for the grid 400 × 400 and CFL ranging
rom 0.1 to 10 with IRS4 smoothing. Up to CFL 1.2 the error is the
ame as the one obtained with the explicit solver (black circles) and the
olution is second-order accurate. For higher values, a steeper slope of
is observed since the advection error rapidly rises when coarsening

he mesh. By reproducing the same numerical experiment with a very
ine grid (𝑁 = 1600) for CFL 1, 2, 4, 6, 8, 10 (filled squares), it is clear
hat the change of slope is due to the difficulty to advect information
ith large time steps. A last test for the large CFL values is realized with
= 400 for a lower Mach number, 𝑀 = 0.1. The error levels are the

ame as the ones obtained for 𝑀 = 0.5. For these runs, a single domain
as also used, which does not change the measured error, meaning that

he errors are not related to the interface treatment.
In the preceding tests, the number of ghost cells for the MPI domain

verlaps has been set to 2CFL + 1. The influence of the number of ghost
ells is illustrated in Fig. 9 for 𝑁 = 1600 and CFL = 10. We report the
so-contours of the fluctuating pressure field, obtained by varying the
umber of ghost cells from 6 to 18. Intense spurious noise is generated
hen 6 ghost cells are used (note that the simulation blows up for 5
host cells). The spurious acoustic pulse and the vertical and horizontal
scillations developing at the interfaces are reduced for 9 ghost cells
nd are almost absent when 18 ghost cells are used (the theoretical
10

alue is 2CFL + 1 = 21). b
Table 1
Numerical parameters and computational performance of turbulent channel flow
simulations with and without IRS4.

Case 𝛥𝑡+ Nb iterations 𝑡cpu,expl

𝑡cpu
Time/it Legend

EXPL CFL = 1 1.05 × 10−2 750 000 1.0 1.0
IRS4 CFL = 4 4.21 × 10−2 187 000 3.30 1.18
IRS4 CFL = 5 5.26 × 10−2 150 000 4.06 1.18
IRS4 CFL = 6 6.31 × 10−2 125 000 5.08 1.18 ▿
IRS4 CFL = 7 7.36 × 10−2 110 000 5.93 1.18 ◦

5.4. DNS of turbulent channel flow

The increased stability achieved through IRS4 smoothing is partic-
ularly beneficial for the simulation of wall-bounded turbulent flows,
where very small mesh sizes are required near the wall to capture
the stiff velocity gradient and predict the wall friction accurately.
The first case investigated is the turbulent channel flow at Reynolds
number 𝑅𝑒𝜏 = (𝜌𝑤𝑢𝜏𝐻)∕𝜇𝑤 = 180, based on the friction velocity 𝑢𝜏 ,
the channel half-height 𝐻 and the wall density and viscosity 𝜌𝑤 and
𝜇𝑤, respectively. The computational domain of 4𝜋𝐻 × 2𝐻 × 2𝜋𝐻 is
iscretized with a grid 192 × 180 × 160, uniformly spaced in the
omogeneous directions 𝑥 and 𝑧 and clustered at the wall in the wall-
ormal direction 𝑦. This leads to a DNS resolution of 𝛥𝑥+ = 11.9,
𝑧+ = 7.1, 𝛥𝑦+𝑤 = 0.8 and 𝛥𝑦+𝑐 = 4, where the subscripts 𝑤 and 𝑐 are used
o denote the wall and centerline resolutions, respectively. Isothermal
o-slip conditions are applied at the walls and periodicity conditions
long the streamwise and spanwise directions. The Mach number is set
o 𝑀 = 0.3 and the simulations are parallelized on 80 cores. For the
mplicit cases, IRS4 is applied in the wall-normal direction only, and
he number of ghost points used for the IRS4 at the MPI interfaces is
et to 5, i.e. the minimum required by the scheme stencil. Results using
n explicit time integration with a global time step 𝛥𝑡𝑒𝑥𝑝𝑙 are compared
ith IRS4-accelerated simulations using time steps ranging from 4𝛥𝑡𝑒𝑥𝑝𝑙

o 7𝛥𝑡𝑒𝑥𝑝𝑙 (see Table 1).
In the explicit case, the maximum CFL number is chosen equal to 1

o ensure stability throughout the simulation. Choi & Moin [55] studied
he effects of the computational time step on the numerical solutions
or an incompressible turbulent channel flow at 𝑅𝑒𝜏 = 180 using a
ully implicit method. Up to 𝛥𝑡+ = 0.4, no significant deterioration of
urbulence statistics was observed. For the case IRS4 CFL = 7, which
orresponds to the highest CFL used here, the time step is equal to
.0736, well below the limit found in [55], so we expect the physical
ime step to have little impact on the accuracy of the solution. This al-
ows to observe the influence of additional numerical errors introduced

y the IRS4 on the solution quality. For all implicit cases, the total
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Fig. 9. Vortex advection: maps of fluctuating pressure (between ±5 Pa, and 1 white contour for −100 Pa identifying the vortex core) on the grid 1600 × 1600 and CFL = 10
using 6 (left), 9 (center) and 18 (right) ghost points. The white dashed lines mark the domain interfaces.
Fig. 10. Turbulent channel flow: comparison of the rms velocities profiles (𝑢+𝑟𝑚𝑠, 𝑣+𝑟𝑚𝑠 and 𝑤+
𝑟𝑚𝑠) with the Vreman & Kuerten ( ) Ref. [56] for the explicit and IRS4 time

integration cases. Line legends in Table 1.
number of iterations used to reach a statistically converged solution
corresponds to the total number of iterations of case EXPL divided by
CFL, so that the statistics are collected over the same physical time
interval for all cases. Comparisons of the computational cost for the
explicit and implicit cases show that applying IRS4 in the wall-normal
direction represents an overhead of 18% per iteration. However, the
total number of iterations being reduced proportionally to the CFL in
use, the total computation time is reduced. For instance a reduction by
a factor 4.06 is obtained for CFL = 5, and a factor 5.93 is found for CFL
= 7.

Fig. 10 shows numerical solution for the various cases at stake.
These are compared to the reference solution of Vreman & Kuerten
[56], obtained with an incompressible solver based on spectral method
and a very fine grid. The root-mean-square (rms) velocities profiles are
plotted in Fig. 10(A) along with the reference solution and we observe a
very good agreement for all cases. To highlight differences, the relative
deviations from the reference are plotted Fig. 10(B, C and D). These
are defined as dev(𝑢+𝑖,𝑟𝑚𝑠) = (𝑢+𝑖,𝑟𝑚𝑠,VK − 𝑢+𝑖,𝑟𝑚𝑠)∕𝑢

+
𝑖,𝑟𝑚𝑠,VK with 𝑢+𝑖,𝑟𝑚𝑠,VK the

solution of Vreman & Kuerten for the 𝑖th velocity component. Except
for points close to the wall, deviations are below 1% for all cases.
Moreover, the application of the IRS4 does not lead to any noticeable
increase of the relative deviation. For an accumulation of statistics on
an equivalent duration, we observe a good convergence of second-
order statistics with a reduced computational cost when applying IRS4.
For simulations that require a longer time to converge statistics or to
obtain higher-order statistics, introducing IRS4 acceleration is therefore
particularly beneficial.

5.5. LES of real-gas turbulent boundary layers

As a second application, we consider boundary-layer transition
of a real gas at high-subsonic condition (Mach 0.9). For this spa-
tially evolving configuration, timestep constraints for DNS resolution
11
of the wall-bounded turbulence are similar to those encountered in
the channel flow case. In the laminar and transitional regimes, grow-
ing instability waves are particularly sensitive to dispersion errors,
whereas numerical resolution of the turbulent region strongly depends
on numerical dissipation. A modal transition is performed by injecting
at the flow inlet plane a pair of oblique modes skewed by 30◦ with
respect to the streamwise direction and with a nondimensional angular
frequency 𝜔0𝐿∗∕𝑈∞ = 0.02. The inlet Reynolds number 𝑅𝑒𝐿∗ based on
Blasius length 𝐿∗ = 𝑥∕

√

𝑅𝑒𝑥 is equal to 1000. The spanwise extent
is taken equal to one spanwise wavelength of the input modes, 𝜆𝑧 =
2𝜋∕𝛽0, with the spanwise wavenumber 𝛽0 = 0.04𝐿∗. Adiabatic no-slip
conditions are applied at the wall, and non-reflecting Tam & Dong’s
conditions are imposed at the inlet, top and outflow boundaries. The
working fluid is perfluorinated ketone Novec649, a dense gas used in
energy conversion systems, and specifically Organic Rankine Cycles
(ORC). The thermodynamic flow conditions correspond to a freestream
temperature of 100 ◦C and a pressure of 4 bars. At such conditions,
the fluid deviates from ideal gas behavior. Real-gas effects are modeled
with the Peng–Robinson–Stryjek–Vera equation of state [57] and the
Chung-Lee-Starling model [58] for the transport properties.

First, a DNS with the explicit time integration is realized over a
computational grid of 9000 × 400 × 1000 points, achieving a total of
3.6 billions points parallelized on 16 384 processors. The resolution in
wall units corresponds to 𝛥𝑥+ = 14 in the streamwise direction, 𝛥𝑧+ =
7 in the spanwise direction, and 𝛥𝑦+𝑤 = 0.7 and 𝛥𝑦+𝑒 = 11 at the wall
and at the boundary-layer edge, respectively. The grid is uniform in
the streamwise direction and the spanwise direction, and streched in
the direction normal to the wall by a factor of 1.015 up to the 190th
point. The streamwise domain extends up to a momentum-thickness
Reynolds number 𝑅𝑒𝜃,𝑒𝑛𝑑 ∼ 5000, allowing the observation of high
Reynolds-number effects. Despite the high subsonic Mach number, we
found that the mean and fluctuating turbulent profiles are very close to
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Fig. 11. Instanteaneous view of the streamwise velocity at 𝑦+ ≈ 15 for the DNS of real-gas boundary-layer flow over the full domain (top). Close-up view of the fluctuating
streamwise velocity in the transition region for DNS (left), LES-expl (middle) and LES-IRS4 (right).
Table 2
Characteristics of the different cases for the real-gas turbulent boundary layers.
Case CFL 𝛥𝑡∕𝛥𝑡DNS Filter/IRS visc. 𝛥𝑥+ 𝛥𝑦+𝑤 𝛥𝑦+𝑒 𝛥𝑧+ 𝑅𝑒𝜃,𝑒𝑛𝑑 Legend

DNS 1 1.00 Outside Last 14 ∼0.7 ∼11 7 ∼5000
LES-expl 1 1.33 Outside Last 28 ∼0.8 ∼14 11 ∼3300
LES-IRS4 4 5.33 Outside Last 28 ∼0.8 ∼14 11 ∼3300

LES-IRS4-inc 4 5.33 Inside Last 28 ∼0.8 ∼14 11 ∼3300
LES-IRS4-visc 4 5.33 Outside All 28 ∼0.8 ∼14 11 ∼3300
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ncompressible DNS databases, essentially due to the high specific heat
f Novec649 which significantly reduces friction heating at the wall.

Second, several LES are carried out for the same conditions as the
NS, in order to validate our LES/IRS strategy. The LES computational
rid, composed by 9000 × 400 × 1000 points (712 millions), is obtained
y reducing the resolution and the streamwise length (see Table 2). We
hose a wall-resolved implicit large eddy simulation strategy, whereby
he explicit selected filter ensures selective regularization of the sub-
ilter turbulent scales. This implicit modeling strategy has been shown
o be effective [27] and avoids the computational overhead introduced
y the explicit subgrid-scale models. The first LES, using explicit time
arching at CFL𝑚𝑎𝑥 = 1 is referred to as LES-expl hereafter and is used

o validate our wall-resolved LES strategy, in particular the resolution
nd the implicit subgrid model. For the second LES, called LES-IRS4,
he IRS4 smoothing is applied in the wall-normal direction with a
FL𝑚𝑎𝑥 of 4, resulting in CPU time reduction by a factor 3.5 with respect
o the explicit case. The number of ghost cells for IRS parallelization
s ngh = 5 and the selective filtering operation is applied after the
moothing, as proposed in Section 3.3. A third LES (LES-IRS4-inc) is
erformed to assess the latter modification. The filtering is applied and
dded to increments before residual smoothing. This is the case in the
revious implementation [4,5]. Finally, as explained in Section 5.2,
or all viscous computations, considering the slower evolution time of
iscous terms, the latter are integrated in the last substep of RK4. The
ourth LES (LES-IRS4-visc) is used to validate this point, by reproducing
ES-IRS4 with an integration of viscous terms at all RK substeps. The
ain characteristics of the different simulations are summarized in
able 2 (for more details, the reader is referred to [59]). A snapshot
f the boundary-layer transition is reported in Fig. 11. In the close-
p views of the fluctuating velocity near the wall, plotted with the
ame color levels, we can see that the transition pattern (with streak
oublings) is very similar for DNS and LES with or without IRS4.

Since the turbulent boundary layer velocity field exhibits an incom-
ressible-like behavior due to the high specific heat of the real gas,
he results are compared with the incompressible DNS of Schlatter
nd Örlü [60]. Results for the friction coefficient 𝐶𝑓 are reported in
ig. 12. The 𝐶𝑓 evolution of LES-expl and LES-IRS4 calculations are
n very good agreement with the DNS, including the location of the
ransition. We focus in the following on the turbulent boundary layer
t the location 𝑅𝑒𝜃 = 3270. The turbulent intensity profiles are reported
n Fig. 12. A good match with the DNS and the incompressible reference
s observed, with a slight underestimation of turbulent intensities, due
o the LES resolution. The profiles for LES-expl and LES-IRS4 are
lmost superimposed, demonstrating the accuracy of the implicit time
12

2

dvancement. The results for the two supplementary LES (LES-IRS4-
nc and LES-IRS4-visc) are not represented for clarity since they are
uperimposed on those of LES-IRS4.

To investigate in more detail the differences between the cases, the
panwise and temporal spectra of the streamwise velocity fluctuations
re plotted in Fig. 13. As expected, the premultiplied spanwise spectra
or LES cases exhibit an earlier cut-off due to coarser spanwise reso-
ution. Interestingly, we observe a better resolution of LES-IRS4 w.r.t
ES-expl at the small scales. This is a consequence of the lower numer-
cal dissipation introduced in LES-IRS4, because numerical dissipation
s applied less frequently over the integration interval, due to the larger
ime step. Similar results are obtained for the temporal spectra. This
eans that the LES cut-off is governed by streamwise resolution and not

y time resolution. We can notice a smoother decaying slope for LES-
RS4, most likely due to the dispersion of the IRS4 operator. Finally,
he temporal spectra for the two supplementary LES (LES-IRS4-inc and
ES-IRS4-visc) are compared with LES-IRS4 in Fig. 13 (right). Symbols
ave been added but the spectra are almost undistinguishable. This
alidates two issues: (i) filtering before or after the smoothing operation
as no incidence on the results but only on the stability, where filtering
fter smoothing is preferable to avoid that the contractive effect of
RS suppresses the necessary numerical dissipation; (ii) integrating
iscous terms at the last RK step does not change the results (at least
or problems not fully dominated by viscous effects) and allows a
ubstantial reduction of computing time.

.6. Laminar flow past a cylinder

We now investigate the performance of IRS4 on curvilinear grids.
he first test problem is the unsteady laminar flow around a 2D circular
ylinder at a Mach number 𝑀 = 0.3 and a Reynolds number 𝑅𝑒𝐷 =
200, based on cylinder diameter 𝐷 and freestream velocity 𝑈∞. Even
f the flow is expected to become three-dimensional at the selected
eynolds number, this configuration remains a good numerical test
ase used in the literature to assess the performance of numerical
chemes [61,62]. In the aim of observing the influence of time inte-
ration errors, a relatively fine grid of 360 × 300 points is selected. An
-grid is generated with a first mesh size at the wall of 0.0028𝐷, and

ree boundary located at a distance of 20𝐷. Grid points are uniformly
istributed in the azimuthal direction. Tam & Dong’s non-reflecting
onditions are used at the free boundary and an adiabatic no-slip
ondition is prescribed at the wall. The initial flow is symmetric and the
ransient phase is run with the explicit solver (CFL𝑚𝑎𝑥 = 0.5, 𝛥𝑡𝑈∞∕𝐷 =
.76 × 10−4) during 600 000 iterations. The recirculation bubble behind
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Fig. 12. Skin friction coefficient (left) and rms velocities profiles at 𝑅𝑒𝜃 = 3270 (right) for the different cases and the DNS of Schlatter and Örlü [60].
Fig. 13. Premultiplied spanwise (left) and temporal (middle,right) spectra of the streamwise velocity fluctuations for the turbulent boundary layer at 𝑅𝑒𝜃 = 3270.
Table 3
Laminar flow past a cylinder: Simulation and flow parameters (percentage errors in parentheses with respect to expl CFL = 0.5).
Case Iterations ngh Time/it 𝑡cpu,expl∕𝑡cpu 𝑐𝑙,𝑟𝑚𝑠 (error) 𝑐𝑑 (error) 𝑐𝑑,𝑟𝑚𝑠 (error) 𝑆𝑡 (error)

expl CFL = 0.5 200 000 – 1 1 1.182 (ref) 1.697 (ref) 0.192 (ref) 0.243 (ref)
IRS4 CFL = 1 100 000 5 2.09 0.5 1.181 (+0.1%) 1.696 (+0.1%) 0.192 (+0.0%) 0.242 (+0.14%)
IRS4 CFL = 2 50 000 5 2.09 1.0 1.180 (+0.1%) 1.695 (+0.2%) 0.191 (+0.1%) 0.242 (+0.25%)
IRS4 CFL = 4 25 000 5 2.09 1.9 1.179 (+0.2%) 1.694 (+0.2%) 0.191 (+0.4%) 0.242 (+0.36%)
IRS4 CFL = 8 12 500 5 2.09 3.8 1.177 (+0.4%) 1.692 (+0.3%) 0.189 (+1.1%) 0.242 (+0.41%)
IRS4 CFL = 12 8333 7 2.11 5.6 1.170 (+1.0%) 1.689 (+0.5%) 0.187 (+2.4%) 0.242 (+0.21%)
IRS4 CFL = 16 6250 10 2.43 6.5 1.157 (+2.0%) 1.684 (+0.8%) 0.181 (+5.6%) 0.244 (+0.47%)
Fig. 14. Laminar flow past a cylinder at 𝑅𝑒𝐷 = 1200. Snapshot of the vorticity field at the same instant for the explicit at CFL = 0.5 (left) and implicit IRS4 at CFL = 16 (right).
8 positive ( ) and negative ( ) isocontours of 𝜔𝑧𝐷∕𝑈∞ from ±1 to 8.
the cylinder starts to grow, then becomes asymmetric and a regular
von Kármán vortex shedding in the wake is finally established. Starting
from the same established flow solution, 7 simulations are performed
over the same physical time interval using maximum CFL numbers
spanning from 0.5 to 16 (see Table 3).

Close-up views of the vorticity in the cylinder wake are plotted in
Fig. 14 for the two extreme CFL numbers (intermediate cases are not
reported for brevity). At first glance, the vorticity field is little affected
13
even for a time step multiplied by 32. In fact, we show below that
the dispersive error of IRS4 may induce a slight shift in time. The lift
coefficient history is presented in Fig. 15, and the progressive shift is
visible for the two highest CFL values. Looking more closely at the
last shedding cycles for lift and drag coefficients, we can see that the
accumulation of phase errors is only significant for CFL𝑚𝑎𝑥 12 and 16.
The quantitative errors with respect to the low-CFL explicit case are
reported in Table 3. The errors for mean and fluctuating aerodynamic
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Fig. 15. Laminar flow past a cylinder at 𝑅𝑒𝐷 = 1200. Top, lift evolution for various CFL numbers ( , 0.5; , 1; , 2; , 4; , 8; , 12;
, 16). Bottom, close-up views for the lift and drag for the last simulated cycles.
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coefficients remains low, below 2% for the lift and below 1% for the
mean drag. The maximum error of 5% is obtained for the amplitude
of drag fluctuations at CFL𝑚𝑎𝑥 = 16, which is a sensitive quantity.

he frequency of vortex shedding is obtained by computing power
pectra of the lift over 13 cycles using an autoregressive method. The
rediction of the Strouhal number appears robust with error below
.5%. Estimation of CPU time are also given in Table 3. The overhead of
RS4 smoothing is more prominent in 2D, roughly 50% per implicited
irection, leading to a total overhead of 100% (the cost of the explicit
un at CFL𝑚𝑎𝑥 = 0.5 is approximately the same as the implicit run at
FL𝑚𝑎𝑥 = 1). This overhead is higher at CFL𝑚𝑎𝑥 = 16, where 10 ghost
ells are used in domain interfaces. The simulations were run on 8
ores (90 × 150 points/core). Overall, a saving of a factor of 5 can be
chieved for this 2D test-case with a solution of comparable accuracy
ith our reference.

.7. Turbulent flow past a cylinder at 𝑅𝑒𝐷 = 3900

The IRS4 method is then applied to the flow past a circular cylinder
t 𝑅𝑒𝐷 = 3900 based on the diameter 𝐷, and at 𝑀 = 0.3, which
s a common benchmark case for curvilinear geometries [63,64]. The
imulation is performed on a multi-block H-O-H grid topology with
pproximatively 10 millions points parallelized on 102 processors. 270
oints are used around the cylinder with a first mesh size of 0.002×𝐷,

96 points are used in the spanwise direction to discretize 2𝐷 and
he wake extent is discretized by 405 points. Non-reflecting Tam &
ong’s conditions are applied at free boundaries and a sponge zone is
dded at the outlet boundary. An explicit simulation is started from
he initial field described in the AS1 benchmark case [64] during
00 000 iterations with a nondimensional time step 𝛥𝑡𝑈∞∕𝐷 = 4.55 ×
10−4. The explicit calculation is then run for 500 000 and statistics are
accumulated. Afterwards, three implicit simulations with IRS4 are run
by multiplying the time step by 2, 3, 4 and dividing the number of
iterations by the same amount. The IRS4 smoothing is applied in the 𝜉
and 𝜂-directions; the number of ghost cells in MPI interfaces is ngh =
14

5. i
The distributions of the pressure coefficient, 𝐶𝑝 = (𝑝−𝑝∞)∕( 12𝜌∞𝑈2
∞),

re superimposed for the explicit and implicit simulations in Fig. 16
left). The evolution of the mean velocity along the wake centerline, in
ig. 16 (right), gives a good idea about the flow topology. In particular,
he zero-crossing yields the mean recirculation length. The same values
re obtained for both LES-expl and LES-IRS4 in good agreement with
he measurements of Parnaudeau et al. [63]. The older experiments of
ourenco and Shih [66] gave a significantly shorter bubble. In fact,
or 𝑅𝑒𝐷 = 3900, the cylinder flow corresponds to the shear-layer
nstability regime, where the transition to turbulence occurs in the
eparated shear layers [67]. This regime is characterized by a great
ensitivity of the recirculation length to details of flow conditions, or
umerical parameters for simulations [68,69]. For instance, Lehmkuhl
t al. [68] performed simulations over a very long time and showed
ome intermittency between short- and long-bubble flow topologies. In
he present study, the long-bubble regime is captured but it remains
ighly dependent on numerical setup.

The spanwise vorticity in the mid-plane in Fig. 17 (left) highlights
he instabilities in the two shear layers. At the particular instant shown
n the pictures, the top shear layer becomes unstable and rolls up to
orm a primary vortex near the end of the recirculating region. A small
ortex resulting from the shear-layer instability is visible near the end
f the bottom shear layer. The alternate vortex shedding from the two
hear layers then forms the von Kármán street. The shedding frequency
an be estimated from normal velocity spectra along the wake cen-
erline. The spectra at 𝑥∕𝐷 = 3 for the present explicit and implicit
imulations are compared in Fig. 17 (right) with the experimental and
umerical results from Parnaudeau et al. [63]. Power spectral densities
re estimated with an autoregressive method for 6 shedding cycles.
he velocity signal is recorded every 50 iterations for the explicit case
nd every 10 iterations for IRS4 cases, yielding a sampling frequency
𝑠𝐷∕𝑈∞ of 44, 110, 73 and 55 for 𝛥𝑡, 2𝛥𝑡, 3𝛥𝑡 and 4𝛥𝑡, respectively.
he corresponding frequency resolution is 0.0044, 0.0055, 0.0044 and
.0044, and the peak Strouhal number 0.207, 0.209, 0.207 and 0.207
or the increasing timesteps, in good agreement with the experimental
alue, 𝑆𝑡 = 0.208. Time-averaged fields, computed over the same phys-

cal duration, are shown in Fig. 18. The explicit and the implicit case
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Fig. 16. Flow past a cylinder at 𝑅𝑒𝐷 = 3900: pressure coefficient on cylinder wall, compared to Norberg’s experiments [65] (left), and evolution of mean streamwise velocity along
the wake centerline (right), compared to experiments of Lourenco and Shih [66] and Parnaudeau et al. [63].
Fig. 17. Flow past a cylinder at 𝑅𝑒𝐷 = 3900: map of the spanwise vorticity 𝜔𝑧𝐷∕𝑈∞ compared to PIV measurements of Parnaudeau et al. [63] on the left, and power spectra of
the normal velocity fluctuations at the location (𝑥, 𝑦) = (3𝐷, 0) (marked by a red point in the vorticity snapshot).
with 4𝛥𝑡 are almost superimposed and in very good agreement with
the experiments. The overhead introduced by IRS4 is approximately
20% per direction, leading to overall savings in CPU time, due to the
increased CFL, of 1.44, 2.16 and 2.98, respectively.

5.8. Laminar flow past a sphere

An example of a 3-D curvilinear multiblock mesh arrangement is
the flow past a sphere at low Reynolds numbers. This flow has been
largely studied in literature (e.g. [70–72]) by solving the incompress-
ible Navier–Stokes equations. The present test case considers laminar
flow over a sphere at Mach number of 0.3 and Reynolds numbers
comprised between 𝑅𝑒𝐷 = 50 and 300, based on the sphere diameter
𝐷. Nagata et al. [72] have studied subsonic to supersonic flows past a
sphere for the same range of 𝑅𝑒𝐷. Their lowest Mach number is 0.3,
so that a direct comparison is possible. The cited examples used a O-O-
type grid, that is to say spherical coordinates. We are using a multiblock
grid where the sphere surface is divided into six faces. For simulations
at 𝑅𝑒𝐷 = 50, 100, 150 and 200, where a steady flow is expected,
the outer boundary is a sphere located at 13𝐷 and the six blocks are
identical with 50 × 50 × 100 points. The last dimension is along the
radial direction, where the points are clustered near the sphere wall,
with a minimal mesh size of 0.012𝐷. In order to cluster grid points
15
in the wake region for the unsteady case at 𝑅𝑒𝐷 = 300, we used a
finer grid, with 100 × 100 × 200 points in each block, and the outer
boundary is an ellipsoid (see Fig. 19), as in [73]. The most upstream
point is at −10𝐷, the most downstream at 30𝐷 and the minimal mesh
size is 0.008𝐷. Adiabatic conditions are applied at the wall and non-
reflecting Tam & Dong’s conditions are used at the outer boundary.
Since the geometry is three-dimensional, the IRS4 is activated in all
directions. We consider CFL numbers, based on minimal mesh size and
velocity 𝑈∞ + 𝑐∞, between 0.5 and 7.

Let us first discuss results for the cases at 𝑅𝑒𝐷 = 50, 100, 150 and
200. At these conditions, a steady state solution should be formed with
a large toroidal vortex formed just aft of the sphere. We can evaluate
the quality of the solutions by comparing the drag coefficient and the
length of the recirculation region with previous published DNS and
experiments. Fig. 20 presents the evolution of the drag 𝐶𝑑 and of the
recirculation length 𝐿∕𝐷 as a function of the Reynolds number. At the
first glance, for each 𝑅𝑒𝐷, the present results for different CFL numbers
are all superimposed and in very good agreement with references.

More details are given in Table 4, where errors in percentage
with respect to the DNS solution of Johnson & Patel [70] are also
given. The variations for 𝐶𝑑 and 𝐿∕𝐷 by varying the CFL number
are indeed negligible. In the table, we also give the parameters and
timing of IRS4 scheme, together with the effective maximum values
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Fig. 18. Flow past a cylinder at 𝑅𝑒𝐷 = 3900: mean velocity and turbulent intensities profiles for the explicit ( ) and implicit IRS4 ( ) LES, compared to experiment
(++) and LES ( ) of Parnaudeau et al. [63].
Fig. 19. Flow past a sphere at 𝑅𝑒𝐷 = 300: grid arrangement (1 every 3 points is shown). Mesh on the sphere (left) and exploded six-block grid topology (right).
Fig. 20. Laminar flow past a sphere: recirculation length (left) and drag coefficient (right) as a function of the Reynolds number. Comparison with experiments of Taneda [74]
and Roos & Willmarth [75]; incompressible DNS of Johnson & Patel [70] and Tomboulides & Orszag [71]; compressible DNS of Nagata et al. [72]. The color and size of the
circles for the present simulations correspond to various CFL numbers, see Table 4.
of the CFL and Fourier criteria (the latter being denoted FC). We
have proceeded as follows. An explicit simulation is performed to find
the maximum CFL ensuring convergence (by increment of 0.1). The
simulation is converged when all residuals decrease by at least 8 orders
of magnitude. The explicit case is then taken as reference for the timing
estimation. For higher CFL, IRS4 is activated and the number of ghost
16
cells (ngh) is automatically chosen from the maximum CFL numbers
in all boundaries between blocks or MPI subdomains. Note that all
calculations used 96 cores, so that each MPI domain has 253 points.
This number of points per direction is small (at the limit of scalability
of the code) and has a strong impact on the overhead of IRS4 scheme
per iteration. Indeed, for ngh = 12 (at CFL = 7), the number of points
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Table 4
Steady laminar flow past a sphere: Stability considerations (CFL and Fourier criterion FC); parameters of IRS4 scheme (ghost cells for parallelization ngh and smoothing coefficient
𝜃4); timing (using explicit case as a reference); flow parameters (drag 𝐶𝑑 and recirculation length 𝐿∕𝐷) with percentage errors in parentheses with respect to DNS [70].

Case CFLmax FCmax ngh 𝜃4 Time/it 𝑡cpu,expl∕𝑡cpu 𝐶𝑑 (error) 𝐿∕𝐷 (error)

Re50 CFL = 0.4 ◦ 0.33 0.29 expl – 1 1 1.610 (+1.9%) 0.426 (+1.4%)
Re50 CFL = 2 ◦ 1.67 1.45 5 0.02 1.82 2.7 1.607 (+1.7%) 0.427 (+1.6%)
Re50 CFL = 5 ◦ 4.17 3.63 9 0.01 2.38 5.3 1.600 (+1.3%) 0.428 (+1.8%)

Re100 CFL = 0.5 ◦ 0.42 0.18 expl – 1 1 1.112 (+2.0%) 0.905 (+1.7%)
Re100 CFL = 3 ◦ 2.50 1.09 5 0.01 1.82 3.3 1.110 (+1.8%) 0.906 (+1.8%)
Re100 CFL = 5 ◦ 4.17 1.81 9 0.0025 2.38 4.2 1.108 (+1.6%) 0.907 (+1.9%)
Re100 CFL = 7 ◦ 5.84 2.54 12 0.0025 2.67 5.3 1.105 (+1.4%) 0.908 (+2.0%)

Re150 CFL = 0.5 ◦ 0.42 0.12 expl – 1 1 0.908 (+0.9%) 1.242 (+1.8%)
Re150 CFL = 3 ◦ 2.50 0.73 5 0.005 – – 0.906 (+0.7%) 1.243 (+1.9%)
Re150 CFL = 5 ◦ 4.17 1.21 9 0.0025 2.35 4.2 0.905 (+0.6%) 1.243 (+1.9%)
Re150 CFL = 7 ◦ 5.84 1.69 12 0.0025 2.67 5.3 0.903 (+0.4%) 1.243 (+1.9%)

Re200 CFL = 0.7 ◦ 0.58 0.13 expl – 1 1 0.789 (+1.1%) 1.492 (+2.2%)
Re200 CFL = 3 ◦ 2.50 0.54 5 0.0025 1.82 2.4 0.788 (+1.0%) 1.493 (+2.3%)
Re200 CFL = 5 ◦ 4.17 0.91 9 0.0025 2.30 3.1 0.787 (+0.8%) 1.493 (+2.3%)
Re200 CFL = 7 ◦ 5.84 1.27 12 0.0025 2.60 3.9 0.785 (+0.7%) 1.493 (+2.3%)
Fig. 21. Laminar flow past a sphere at 𝑅𝑒𝐷 = 300: instantaneous isocontour of Q-criterion (Q = 10−3𝑈 2
∞∕𝐷2) for EXPL (left) and IRS4 (right) simulations.
per direction is 12 + 25 + 12, say the double, explaining the rapid
increase of time/it as the CFL (thus ngh) is higher. That being said, the
acceleration factor, measured as the ratio with the CPU time for the
explicit case, remains between 3 and 5. The last remark is about the
value of the smoothing parameter 𝜃4 for IRS4. Since we are considering
very low Reynolds number, the most limiting criterion can be the
viscous stability condition, which imposes the Fourier criterion FC to
be lower than 0.696 for the considered RK4 scheme. It is more rapidly
violated as 𝑅𝑒𝐷 is lower, jeopardizing the convergence, especially for
CFL numbers around 2 and 3 (where we have a peak in the scheme
instability). In the present implementation, we did not take the viscous
stability into account and the convergence is obtained by increasing 𝜃4
(up to 0.02, 8 times the nominal value deduced from the stability study
for the advection equation). This is not detrimental for the accuracy
since a steady solution is found, which does not depend on the accuracy
of the time advancement scheme. If one wants to perform unsteady
simulations with high Fourier criteria (fine grids with low Reynolds
numbers), it is possible to modify the definition of the spectral radius,
adding a condition on the diffusion spectral radius 𝛾𝜇∕𝜌𝑃 𝑟 with respect
to the Fourier criterion (see [76]). In summary, this first series of
simulations does not constitute a favorable test-case, nor in terms of
stability since the viscous stability becomes dominant and the grid
is relatively uniform (meaning that large values of CFL and FC are
obtained on an extended region), nor in terms of computing time since
a small number of points per direction in MPI domains is used. The
time savings using IRS4 are notwithstanding significant.

To further demonstrate that IRS4 preserves time accuracy, we now
consider 𝑅𝑒𝐷 = 300 on the finer grid, shown in Fig. 19. The explicit
simulation is carried out for CFL = 0.5 and the implicit one for CFL =
4 (increase by a factor of 8 of the timestep), with nominal values of
IRS4 smoothing coefficients and ngh = 10. For the implicit case, the
effective maximal values for CFL and Fourier criterion FC are 4.81 and
1.19, respectively. Instantaneous snapshots of the vortical structures
in Fig. 21 show similar flow fields for the two computations. The
asymmetric vortex shedding forms hairpin structures convected in the
wake, in good qualitative and quantitative agreement with DNS [70,71]
and dye visualizations [70,77]. A Fourier analysis of drag signal gives
a Strouhal number for the vortex shedding of 0.131, in agreement
17
with previous findings (see Table 5). The shedding frequency is slightly
lower than incompressible DNS but very close to the compressible
simulation [72] at the same Mach number.

The mean and rms streamwise velocity along the wake centerline
are plotted in Fig. 22. The zero-crossing of 𝑢 yields the recirculation
length 𝐿∕𝐷, which is in good agreement with references in Table 5,
in between the incompressible [70,71] and compressible [72] DNS. A
slightly shorter bubble is obtained for the large-timestep IRS4 case. The
averaged fluctuating velocity profiles are almost superimposed with
results of [70,71] in Fig. 22 (right), demonstrating the good accuracy of
IRS4 in a fully three-dimensional unsteady application. The simulations
have been run on 768 cores (253 points/MPI domain) and give a CPU
time per iteration increased by a factor 2.3 for IRS4. This is coherent
with lower Reynolds cases since ngh = 10 and small MPI domains are
considered. The resulting acceleration factor for implicit case is 3.5,
that is to say the same physical time is reached 3.5 faster.

5.9. Turbulent flow past a sphere at 𝑅𝑒𝐷 = 3700

The flow past a sphere at 𝑅𝑒𝐷 = 3700 is a canonical flow over a
three-dimensional body, which presents challenges common to accurate
computation over bluff bodies at moderate Reynolds numbers: a thin
laminar boundary layer, flow separation at a location not known a
priori, transition to turbulence in thin shear layers, followed by an
unsteady turbulent wake. The computation of the turbulent flow over a
sphere at 𝑅𝑒𝐷 = 3700 has been carried by LES [79] and DNS [80–82].
The incompressible Navier–Stokes equations are solved on unstructured
grids in [80,81] or using an immersed boundary method [79,82]. In
the present study, a complex structured multiblock mesh (see Fig. 23)
is used to demonstrate the effectiveness of the proposed multidomain
approach for the IRS4 implicit time advancement. Furthermore, the
compressible Navier–Stokes equations are solved. We set a Mach num-
ber 𝑀 = 0.3, so that a comparison with previous work is possible.
An example of compressible flow simulations is the recent study by
Nagata et al. [83], who considered Mach numbers between 0.3 and 2
at Reynolds numbers up to 1000.

The grid arrangement, shown in Fig. 23, consists in 16 blocks. A
6-block O-topology is used around the sphere up to a radius of 1.2𝐷,
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Table 5
Flow past a sphere at 𝑅𝑒𝐷 = 300: Comparison of statistical flow quantities with previous experimental and computational results.

𝐶𝑑 𝐶𝑑,𝑝 𝐶𝑑,𝑟𝑚𝑠 𝐶 𝑙 𝐶𝑙,𝑟𝑚𝑠 𝑆𝑡𝑤 𝐿∕𝐷

Present EXPL (CFL = 0.5) 0.675 0.402 2.1 × 10−3 −0.043 0.0066 0.131 1.44
Present IRS4 (CFL = 4) 0.675 0.401 2.1 × 10−3 −0.036 0.0062 0.131 1.426
Johnson & Patel [70] 0.656 3.5 × 10−3 −0.069 0.016 0.137 1.38
Tomboulides & Orszag [71] 0.671 2.8 × 10−3 0.136 1.39
Nagata et al. [72] 0.658 0.392 0.010 0.130 1.48
Roos & Willmarth [75] (exp) 0.629
Sakamoto & Haniu [78] (exp) 0.15–0.165
Fig. 22. Flow past a sphere at 𝑅𝑒𝐷 = 300: mean streamwise velocity (left) and mean fluctuating streamwise velocity (right) profiles along the wake centerline.
Fig. 23. Flow past a sphere at 𝑅𝑒𝐷 = 3700.
each block having 1003 points. On the upstream side, 5 blocks with the
same number of points are used to generate a hemispherical boundary
up to 10𝐷. The dowstream part has a cylindrical outer boundary of
radius 10𝐷 and extends up to 25𝐷 in the streamwise direction with
350 points, so that the wake is discretized by 450 points. The total
number of points is 28,5 millions which is cut in subdomains of 503

(228 proc.) or 253 (1824 proc.). Based on the minimal mesh size at
the wall of 0.002𝐷 and the maximal velocity 𝑈∞ + 𝑐∞, where 𝑈∞
denotes the freestream velocity of 103.8 m/s, the CFL number for the
simulation using explicit time advancement (referred to as EXPL) is
0.7. A second simulation with the IRS4 is run with CFL = 5.6, i.e. 8
times larger. Since the geometry is three-dimensional, the smoothing is
applied in the three directions 𝜉, 𝜂 and 𝜁 . At CFL = 5.6, 6 ghost cells
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are used for the multidomain application of IRS4. Fig. 24 shows the
vortex structures for the two simulations. The shedding of large-scale
vortices at random azimuthal positions in the shear layer gives rise to a
helical-like wake. A spectral analysis of velocity signals (no shown for
brevity) yields two main frequencies as expected [78,84]. The higher
frequency, dominant in the shear layers (e.g. at 𝑥∕𝐷 = 1 and 𝑦∕𝐷 =
0.6), represents the shear layer instability. It corresponds to Strouhal
numbers 𝑆𝑡𝐾𝐻 = 𝑓𝐷∕𝑈∞ ≃ 0.89 for both EXPL and IRS4 simulations.
The lower frequency (dominant at 𝑥∕𝐷 = 3 and 𝑦∕𝐷 = 0.5) corresponds
to the wake instability. We obtain 𝑆𝑡𝑤 = 0.215 and 0.218 for the two
simulations, in very good agreement with previous experimental and
computational results (see Table 6).
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Fig. 24. Flow past a sphere at 𝑅𝑒𝐷 = 3700: side view of Q-criterion for EXPL (top) and IRS4 (bottom) simulations (isocontour Q = 0.1𝑈 2
∞∕𝐷2 colored by streamwise velocity with

blue to red levels between −0.2 and 1𝑈∞).
Table 6
Comparison of statistical flow quantities with previous experimental and computational
results.

𝐶𝑑 𝐶𝑝𝑏 𝑆𝑡𝑤 𝜃sep (deg) 𝐿∕𝐷

Present EXPL (LES) 0.390 −0.208 0.215 90 2.55
Present IRS4 (LES) 0.394 −0.213 0.218 90 2.42
Schlichting [85] (exp) 0.39
Kim & Durbin [84] (exp) −0.224 0.22
Sakamoto & Haniu [78] (exp) 0.21
Yun et al. [79] (LES) 0.355 −0.194 0.21 90 2.62
Rodriguez et al. [80] (DNS) 0.394 −0.207 0.215 89.4 2.28
Bazilevs et al. [81] (DNS) 0.392 −0.207 0.221 89.4 2.28
Li et al. [82] (DNS) 0.385 – 0.218 89 2.3

Time histories of the drag 𝐶𝑑 coefficients are reported in Fig. 25,
which do not show the frequency components corresponding to the
shear-layer and wake instabilities. This is because strong large-scale
modulations are dominating the signals. Similar results are reported in
the literature and the values of the mean drag coefficients are in good
agreement with experiments and incompressible simulations (Table 6).
The pressure distribution along the sphere wall at 𝑧 = 0, shown in
Fig. 26 (left), matches the previous DNS. The value of the stagnation
pressure is slightly greater than one due to the Mach number of 0.3. The
skin friction is used to determine the mean separation angle 𝜃sep, which
allows in turn to compute the back-pressure coefficients 𝐶𝑝𝑏. The values
of 𝜃sep and 𝐶𝑝𝑏 reported in Table 6 are also in good agreement between
the explicit and implicit simulations, and with respect to literature
results.

First- and second-order statistics are computed over the last 400
time units and are reported in Figs. 26 and 27. The zero-crossing
of the axial velocity in Fig. 27 (left) gives the mean recirculation
length. The values 𝐿∕𝐷 = 2.58 and 2.47 are slightly higher than
the values ∼2.3 obtained in the DNS of [80–82]. This quantity is
highly sensitive to the resolution for a cylinder in shear-layer transition
regime, as discussed in Section 5.7. For a sphere, it is less critical
but some variations are observed. For instance the well-resolved LES
of Yun et al. [79] gave a value of 2.62. The longer length of the
recirculation zone will impact the comparison of mean and fluctuating
velocity profiles. Vertical profiles for the three stations 𝑥∕𝐷 = 0.2,
1.6 and 3, for which experimental results are available, are reported
in Fig. 26 (right). Above the sphere and in the near wake, all the
profiles almost collapse, whereas a greater sensitivity is observed at
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𝑥∕𝐷 = 3, since the recovery flow after the recirculation is more or less
achieved. The experimental Ref. [84] would indicate a smaller bubble,
but the latter can depend on the level of freestream disturbances. Some
studies [81] show that freestream turbulence dramatically reduces the
length of the recirculation region. The turbulent intensities are very
similar for the two simulations and the incompressible DNS [80]. The
streamwise evolution of 𝑢𝑟𝑚𝑠 is reported in Fig. 27 (right) and some
vertical profiles at several stations in the wake are compared in Fig. 28.
Some discrepancies between implicit and explicit, or with respect to
incompressible DNS of Rodriguez et al. [80] are difficult to interpret.
Bazilevs et al. [81] compared the same profiles averaged on three
different time windows and showed a variability of the same order of
magnitude as the present deviations.

Overall, we can conclude that the quality of the results for the
calculations at CFL = 0.7 and 5.6 are very similar. Strictly speaking,
the IRS4 statistical parameters are even slightly closer to the reference
DNS. In terms of computing time, the simulations have been run on
228 or 1824 cores (503 and 253 points/MPI domain, respectively). The
time per iteration for IRS4 is increased by a factor of approximately 2
and 1.6, respectively. The number of ghost cells for parallelization is 5
and we can measure the effect of dividing in smaller MPI subdomains
on the computing time. For 503 points per domain, we obtain again an
overhead of 20% per implicited direction and the acceleration factor is
5 with respect to the explicit case.

5.10. LES of internal flow in a fluidic actuator

The last example represents a complex geometry, namely the sim-
ulation of the internal flow inside a fluidic actuator and the pulsed
jets exiting in the free-field. The principle of the pulsed-jet actuator
(PJA) is based solely on fluid dynamic phenomena with no moving
parts. The alternate pulsed jets, exiting in the free field (see Fig. 29),
are generated by the periodic oscillations of the compressible internal
jet, which attaches alternatively on left and right walls due to Coanda
effect in response to pressure differences established in the feedback
loops. The incoming jet is supplied by a pressure difference between
the pressurized air with total pressure of 1.5 bar at inlet and the atmo-
spheric pressure. Before entering the interaction region of the actuator
(see Fig. 29), the jet reaches a Mach number of 0.75 at the nozzle throat
which makes the flow field subsonic but highly compressible in the
interaction region. It is worth noting that this small region includes
a large range of turbulent structures, from the most energetic scales to
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Fig. 25. Flow past a sphere at 𝑅𝑒𝐷 = 3700: Time histories of the drag coefficients (dash-dotted lines indicate mean values).

Fig. 26. Flow past a sphere at 𝑅𝑒𝐷 = 3700: pressure coefficient distribution as a function of the angular position, on the left, and mean streamwise velocity profiles at three
streamwise stations, on the right.

Fig. 27. Flow past a sphere at 𝑅𝑒𝐷 = 3700: mean streamwise velocity (left) and mean fluctuating streamwise velocity (right) profiles along the wake centerline.

Fig. 28. Flow past a sphere at 𝑅𝑒𝐷 = 3700: mean streamwise fluctuating velocity profiles along vertical lines at 𝑥∕𝐷 = 1.6, 2, 3, 5 and 10.
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Fig. 29. Internal flow in a fluidic actuator: illustration of the PJA including dimensions and boundary conditions (left) and 2D view of the computational domain of the fluidic
actuator with a close-up view of the interaction region (right).
the smallest ones. The simulation is carried out using the same wall-
resolved LES strategy as the previous problems. The computational
domain shown in Fig. 29 consists of 19 blocks having a structured
curvilinear grid topology. Due to the complexity of the domain, 5
blocks share the same corner grid node, which locates in the vicinity
of the center of the interaction region. This makes the problem a chal-
lenging case to test the multiblock implementation of IRS4. Each block
is meshed using the resolution of 𝛥𝑥+ = 30 in the streamwise direction,
𝛥𝑦+𝑤 = 1 at the wall in the wall-normal direction, and 𝛥𝑧+ = 15 in the
spanwise direction where 30 grid nodes are uniformly distributed. The
grid stretching ratio is limited to 1.07 inside the actuator. The whole
domain includes approximately 30 million grid nodes. At the inlet
boundary, a subsonic boundary condition based on Riemann invariants
is applied to specify the total pressure value as 1.5 bar. At the free
boundaries, non-reflecting Tam & Dong’s conditions are imposed. All
the remaining boundaries are treated by no-slip adiabatic conditions,
and periodicity is set in the spanwise direction.

The parallel simulation is performed by 1000 processors. The initial
transient phase is run using the explicit time integration which limits
CFL𝑚𝑎𝑥 to 0.4 in this problem. Then, the time integration is switched
to IRS4, which allows to increase CFL𝑚𝑎𝑥 to 3.0. Note that the number
of ghost points is automatically set to ngh = 2 CFL𝑚𝑎𝑥 + 1 = 7 in all
interfaces. The IRS4 smoothing is applied in the 𝜉 and 𝜂-directions,
which causes a computational overhead of 70% in total. Hence, a CPU
saving time of 4.4 is obtained. The LES with IRS4 is run for 2 400 000
iterations, corresponding to 15 oscillation periods.

Fig. 30 shows instantaneous views of the flowfield in the interaction
region, with 2D Mach contours with streamlines on the left and a 3D
isocontour of the vorticity magnitude at the same instant on the right.
The jet is partially attached on the left wall during its switching from
right to left. It is observed that, although the attached part is almost 2D,
the complex interaction with the oscillating jet is highly unsteady and
3D involving various recirculation regions as well as different scales of
structures.

The present PJA configuration has been studied experimentally
in [86], with the same dimensions and pressure supply. Fig. 31(left)
shows a comparison of the exit velocity magnitudes with hot-wire mea-
surements of [86], at the green point shown in Fig. 29. LES-IRS4 results
are in good agreement with the measured data. The Fourier transform
of the velocity signal is shown in Fig. 31(right), where the agreement
is good up to the hot-wire cut-off frequency. The wall-resolved LES
allows to extend the high frequency range of one decade in the inertial
turbulence. The dynamics of the pulsed jet, which directly affect the
exit velocity profile, are well predicted by the current strategy. More
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details can be found in [87]. Overall, it can be said that the IRS4 scheme
works efficiently in this kind of complex geometry with a challenging
multiblock arrangement.

6. Conclusion

A fourth-order-accurate implicit residual smoothing (IRS4) operator
is used for time implicitation of a compressible Navier–Stokes solver
on multi-block curvilinear meshes. The solver makes use of high-order
finite-difference schemes supplemented with selective explicit filtering
or artificial dissipation. The IRS4 operator acts as an implicit filter on
the solution increments at each substep of the underlying Runge–Kutta
algorithm. It modifies the spectral properties of the spatial operator and
essentially introduces a dispersive error by contracting the locus of the
spatial operator near the imaginary axis.

Several improvements were introduced with respect to the original
version [4] to enhance robustness at high CFL and to enable the use of
three dimensional curvilinear grids.

First, we showed that the use of a selective filtering strategy instead
of the artificial viscosity improves damping of underresolved solution
modes, enhancing robustness. Indeed, numerical dissipation terms in
the spatial scheme tend to be contracted to zero by the IRS4 operator,
which can compromise the effective removal of spurious oscillations
near the grid cut-off. On the contrary, the filtering is independent of
the time advance method and can be applied at the end of each time
iteration to damp grid-to-grid oscillations.

Second, we introduced reduced-stencil IRS operators to fill the IRS
matrix near the domain boundaries. Coefficients on the first row of
the pentadiagonal matrix correspond to a one-sided IRS1 operator,
and IRS2 coefficients are used for the second row. Such an approach
exhibits better stability properties than simply truncating the operator
matrix.

Third, we discussed the parallel and multi-block implementation of
the method. The latter relies on an overlap between adjacent domains,
where ghost points are communicated. An optimal overlap width is
found to be of the order of 2CFL + 1, which limits the propagation
of numerical errors due to matrix approximations at block boundaries
to within the overlapped regions.

The IRS4 was finally reformulated in a finite-difference framework
for three-dimensional curvilinear grids. Coupling of mesh directions
through the coordinate transform is accounted by using the spectral
radius of the inviscid flux Jacobian, averaged over all directions, as the
characteristic velocity scale in the IRS4 operator.

The method was applied to a variety of flow problems, ranging
from inviscid vortex advection to massively parallel DNS and LES of
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Fig. 30. Internal flow in a fluidic actuator: snapshots of Mach contours with streamlines seeded by the jet (left) and isocontour of vorticity magnitude (right).
Fig. 31. Internal flow in a fluidic actuator: time history of 4 cycles of exit velocity magnitude (left) and velocity spectrum (right), at the green point shown in Fig. 29. LES-IRS4
( ) is compared to experimental data [86] ( ).
turbulent flows. Computational time savings of a factor of 3 to 5 in 3D
have been observed for scale-resolving turbulent simulations, despite
the overhead of inverting the IRS4 matrix. The latter is found to be
approximately 15 to 30% per direction. Depending on the choice of
MPI subdomains, the number of ghost cells (ngh) required for IRS4
parallelization can be higher than the nominal value of 5 imposed by
the discretization stencil of the spatial scheme, in order to satisfy the
overlap condition of 2CFL + 1 points. This increase of ngh can result
in an additional cost, especially for small subdomains. However, since
computational meshes are generally clustered near the solid walls to
resolve the boundary layers, the CFL values encountered in practice at
MPI interfaces are rather small, making the use of a large overlap region
unnecessary. Of note, for Cartesian grids, smoothing can be applied
only in the wall-normal direction, so that the implicitation overhead
can be greatly reduced. On curvilinear grids, due to the coupling of
directions in the coordinate transform, the smoothing is activated in
all curvilinear directions (2 or 3 depending on the grid topology).
The overall accuracy of the turbulent scale-resolving simulations is not
affected by the time implicitation, since the time step given by the
CFL criterion for explicit schemes is generally significantly smaller than
the minimum time step required to capture the flow physics. For very
low Reynolds number and fine grids, such as the laminar flow past a
sphere, the viscous stability criterion can become the most restrictive
(at least when the CFL is high). In such a case, it can be necessary to
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increase the smoothing parameter 𝜃4 to restore stability, resulting in
slightly higher numerical errors. Another possibility, to be explored in
the future, would be to include the spectral radius of the viscous fluxes
in the IRS operator.

Finally, to demonstrate the ability of the proposed methodology
to provide accurate and efficient solutions of turbulent flows in a
complex multi-block grid arrangement, we reported numerical results
for a compressible flow inside a fluidic actuator. Further applications
of the proposed method to fluidic actuators with higher pressure ratios
(involving supersonic flow conditions), have been discussed in [87].
The approach has been also applied successfully to the LES of flows
past transonic cylinders in [88].

Future work will further address the combination of selective filter-
ing and low-order numerical dissipation to simulate flows with shocks.
This will allow to simulate efficiently complex configurations, such
as turbomachinery flows, or turbulent flows involving low-frequency
oscillations, such as shock wave-boundary layer interations.
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Appendix. Flow chart for implementation

Below we present a flow chart for the implementation of IRS
smoothing in a Runge–Kutta time stepping algorithm. For convenience,
we pose the scheme as 𝐔𝑡 = rhs, where

rhs = − 1
𝐽

( 𝜕𝐅𝑒
𝑐

𝜕𝜉
+

𝜕𝐆𝑒
𝑐

𝜕𝜂
+

𝜕𝐇𝑒
𝑐

𝜕𝜁

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Eulerian fluxes

+ 1
𝐽

( 𝜕𝐅𝑣
𝑐
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+

𝜕𝐆𝑣
𝑐
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+

𝜕𝐇𝑣
𝑐

𝜕𝜁

)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
viscous fluxes

First, during the initialization phase of the computer code, the
number of ghost cells ngh for domain interfaces (either block or MPI
subdomain) are determined and the MPI types for communications are
built:

• Compute maximum CFL number in each interfaces
• Set ngh corresponding to 2CFL + 1 ghost points
• Allocate increment arrays with extended ghost points
• Define MPI types for communications

Next, we summarize the flow in the code (unplugging IRS would
orrespond to skip step 7. in magenta color). Loop over time and
unge–Kutta stages (𝑘 = 1...𝑠) and, starting from solution 𝐔(𝑛) at time

ndex 𝑛, compute the following at each stage:

1. Apply wall boundary conditions
2. Compute primitive variables (𝑢𝑖, 𝑝, 𝑇 )
3. Apply other boundary conditions (non-reflecting, inflow, out-

flow)
4. Form Eulerian fluxes
5. Compute difference approximations of Eulerian fluxes to give rhs
6. at last RK stage only (𝑘 = 𝑠):

• Compute viscosity & thermal conductivity
• Compute velocity & temperature gradients
• Communicate velocity & temperature gradients
• Form viscous fluxes
• Compute difference approximations of viscous fluxes,

added to rhs

7. Loop * on implicited direction (𝑖, 𝑗, 𝑘): Apply implicit residual
smoothing

• If wall, do not take into account the wall points
• Calculation of the local CFL number at index-1/2
• Communicate CFL in implicited direction
• Construct the pentadiagonal matrix on extended subdo-

main (with boundary schemes)
• Solve the pentadiagonal linear system (Thomas’ algorithm)
• Update the solution increments: smoothed rhs

End Loop *

8. Update conservative variables 𝐔(𝑘)(𝑖, 𝑗, 𝑘) = 𝐔(𝑛)(𝑖, 𝑗, 𝑘) +
𝛥𝑡𝛼𝑘rhs(𝑖, 𝑗, 𝑘)
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9. Communicate conservative variables (MPI)
10. at last RK stage only (𝑘 = 𝑠): numerical dissipation terms

• Apply solution filtering
• Apply sponge zone
• Update conservative variables and communicate, 𝐔(𝑛+1) =
𝐔(𝑠)
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