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Executive Summary

Businesses have leveraged Artificial Intelligence (AI) into many of their operational activities
such as marketing, sales, and finance for its speed and cost-effectiveness. Lately, AI has also
found applications in organizational recruitment processes. Unlike the conventional rule-based
systems, present-day AI systems learn from data patterns—supported by the growing volumes
of (big) data and increasing computing capacity—and make decisions independently without
any human interventions. Thus, the perception that AI is fact-oriented and unbiased has led to
this change in organizational recruitment practices. Though recent studies have shown that AI
decisions could be unfair, scientific research on the fairness of AI recruitment systems is limited.
This research fills this gap by designing a conceptual model to assist top-level HR managers in
assessing the fairness of AI recruitment tools while drawing from information systems and re-
sponsible innovation literature.

Guided by Design Science Research (DSR), the development of the model entailed three cycles
of research, i.e., relevance cycle (which focused on design environment), rigor cycle (which fo-
cused on the existing knowledge base), and design cycle (which focused on development and
evaluation). The design environment was explored by reviewing the literature on fairness in re-
cruitment and algorithmic biases. Understanding both the recruitment fairness and potential
causes of unfairness in AI helped to define the goal of the conceptual model.

The design cycle was informed by the design principles for responsible AI, namely Accountabil-
ity,Responsibility, andTransparency (ART), andGeneralDataProtectionRegulation (GDPR).
The model presents seven dimensions which translate the principles to design requirements to
assess the fairness of AI recruitment system. They are: (1)Justification; (2)Explanation; (3)An-
ticipation; (4)Reflexiveness; (5)Inclusion; (6)Responsiveness; and (7)Auditablity. The model
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also ties these concepts with specific criteria of conventional recruitment fairness such as con-
sistency, interpersonal fairness, job-relatedness, and statistical parity. Finally, the completeness
of the model was evaluated by discussing its alignment with other frameworks that had similar
objective and utility of the model was validated by collecting feedback from the intended users.

This thesis project makes several scientific and practical contributions. The research discusses
the potential risks of using AI in the context of HR recruitment systems thereby contributes
to the limited literature available in this respect. By using the DSR methodology for building
the assessment model, this research serves as a case for DSR methodology in designing a non-IS
artifact. Furthermore, the thesis has unified scattered studies in recruitment justice to provide a
comprehensive overview of the characteristics of a fair recruitment system.

Building on the theoretical contributions, the study has developed an assessmentmodel to assist
top-level HR managers in assessing the fairness of an AI recruitment tool. Employing this as-
sessment tool can have positive effects on a business organization and society by eradicating the
unfairness or bias that AI recruitment tools can bring into the organization. It would also raise
awareness regarding the risks of AI. Given that the GDPR (article 35) mandate organizations
to take responsibility in assessing the impact while introducing automated processing in new
contexts or purposes, the assessment model designed in this study supports these regulations.
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“Success in creating AI could be the biॾest event in the
history of our civilization. Or worst. We just don’t know.”

Stephen Hawking

1
Introduction

Organizations enlist recruitment processes to identify and hire talented, skillful, and competi-
tive workers. With the shift of economies into technologically progressive and knowledge-based
ones, organizations are recognizing the strategic significance of human resources. Talented and
skillful knowledge workers are essential to respond to the rapid technological changes as well as
changing customer demands; hence they are regarded as themost valuable asset of organizations
(Barney & Wright, 1998). Koch and McGrath (1996) have adequately discussed the importance
of human resources conducive for long-term competitiveness and innovation potential which
are essential for organizational growth. In addition, studies on organizational behavior have also
highlighted the role of recruitment in boosting the morale of the entire organization (Gilliland,
1993). Therefore, the “effectiveness” of the recruitment process, i.e., to employ the right and
relevant knowledge worker for a firm, is critical for organizational success.

Besides the organizational value the recruitmentprocess ought todeliver, it has greater signif-
icance embedded in the norms that it should ensure societal welfare. The access to employment
is essential for financial independence, professional development, and the autonomy of human
beings and hence employment is considered a fundamental right (2012/C326/02,2012, article15).
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Also, individual’s job choices define his or her social status (Hollingshead et al.,1975); so by fa-
cilitating and influencing the job choices of individuals, the recruitment process not only affects
the well-being of the individuals themselves but also the group they identify with. Therefore,
an efficient recruitment process is in the best interest of society as a whole.

The rise of big data analytics and Artificial Intelligence (AI) decision-making has influenced
manyof thebusiness operations such as sales forecasting, supply chainmanagement, accounting;
and the recruitment process is no exception. Recruitment decision-making is one of the emerg-
ing business use cases of AI. According to a recent survey, around 43 percent of the recruiters
are using one or the other kind of AI tools in their recruitment process (Human Resources Pro-
fessionals Association, 2017). The exponential growth of computing capacities has also fed into
rapid adoption of AI tools in recruitment. Therefore, the effectiveness and efficiency of the re-
cruitment process can be argued to be determined by the effectiveness and efficiency of Al tools
used in the recruitment process.

1.1 Research Problem

The conventional paper-based recruitment process is a time-consuming process. It has under-
gone several transformations with the developments in information technology. In the initial
phase of this transformation, the capabilities of the internet and multimedia were leveraged to
standardize and digitize the labor-intensive tasks in recruitment. Tools such as the career portal,
online job boards, and professional social networks have enabled applicants to interact with or-
ganizations, and vice versa, independent of time and geographical constraints. Data-driven or
AI decision-making is the latest addition to this series of changes.

AI in recruitment has many clear benefits like time and cost saving by automating the pro-
cesses, attracting passive job seekers, and offering improved candidate experience. It is also per-
ceived to reduce unconscious recruiter biases such as in-group bias—favoring candidates from
their group—and negative stereotypes thereby promoting workplace diversity. However, many
of the recent studies show that AI decisions are not unbiased as it is perceived to be.

Investigative study on COMPAS, an AI system used to predict the defendant’s recidivism
in the judicial courts of United States (U.S.), concluded that the systemmispredicted the recidi-
vism of black defendants at a rate twice than that of white (Angwin et al., 2016). Research on
advertisements broadcasted by Google’s personalized advertising AI-system found that women
were hardly served with high paying job advertisements in comparison with men (Datta et al.,
2015). These instances indicate that AI-systems can reintroduce and exaggerate the foregone so-
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cial biases. Therefore, the fairness of AI decisions can be of concern.
Given the significance of the recruitment in promoting organizational capabilities and soci-

etal welfare, a biased decision in recruitment has far higher stakes than an incorrectly predicted
sales forecast; the risks of a biased AI system might be higher than the unintentional human
biases since such systems would continuously discriminate certain classes in the society. The
price of the discriminationmay be that certain classes are not offered the right to employment at
all and/or talented and competitive individuals falling in these protected classes are overlooked
while selecting the recruits. Therefore, organizations should be cautiouswhile adoptingAI tech-
nology into the hiring process and must take responsibility in ensuring the AI systems used are
fair.

However, only a few scientific researchers have addressed this technology-mediated evolu-
tion of the recruitment process. Hence there is a lack of knowledge on how to evaluate the
fairness of AI recruitment system. Addressing these will offer a better understanding of the ex-
tent to which the AI recruitment tools can be unfair and the implications for the designers of
such tools to develop a fair application or service.

1.2 Research Objective

Since the top-level HR managers are the customers in this market ecosystem, by critically ex-
amining the fairness of the AI-system and demanding a human-centered system, they can force
the developers to design reliably fair systems. Therefore, this research aims to deliver a practical
tool that would assist the top-levelHRmanagers to describe and co-design a fair AI-recruitment
system. The primary objective of this research is

To design a conceptual model, to assist top-level HR managers in assessing the fairness of
AI recruitment tools, by analyzing the possible value conflicts in the adoption of AI into

the hiring process.

1.3 Research Relevance

1.3.1 Practical Relevance

From an organizational point of view, the fairness of recruitment is instrumental in building
the brand reputation. Secondly, de jure EU laws, any allegation on hiring discrimination puts
the burden of proof on the organization. Above all, the General Data Protection Regulation
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(GDPR) article 35 mandates that the organization carries out an impact assessment while intro-
ducing automated processing in new contexts or purposes for the safety of the data subjects.
So, the assessment model developed in this research is relevant for the organizations that use or
intend to use AI recruitment tools. Furthermore, due to the open sourcing of many machine-
learning frameworks such as Tensorflow, Keras, and Apache MXnet, many user profiling start-
ups are sprouting up. By identifying the critical values that should be incorporated into the
AI systems in general and recruitment tools in specific, the study also contributes towards the
responsible design and governance of AI tools.

Finally, due to the competitivepressure and concerns on reputation, theorganizations around
the globe are adopting different AI systems. Even though their intentions to eliminate human
mistakes should be appreciated, the lack of knowledge on the possible biases of machines might
(unknowingly) negatively impact the society. So, by discussing the AI biases in the backdrop of
recruitment, this research would also raise awareness of the risks in AI among the organizational
actors. Additionally, the implications and discussions presented in this thesis can contribute to
the ongoing political debates of fairness in AI-recruitment.

1.3.2 Scientific Relevance

Many studies have discussed the organizational recruitment fairness. Similarly, many researchers
have addressed the concepts related to the ethical design of AI. However, no studies, to the
knowledge of the author, until now has put these concepts together to describe fairness in AI
recruitment. This research remedies this shortcoming by offering a synthesized account of the
concepts related to the fairness in recruitment and AI.

Secondly, this study follows a Design Science Research (DSR) methodology. Though it is
widely used in the design of Information System (IS) artifacts, (as will be discussed in Chapter
2) it is not limited to the IS artifacts. However, only a few studies have used this methodology
in designing artifacts other than an IS. Therefore, this study could serve as a use case of DSR for
non-IS artifacts.

1.4 Report Outline

The report will be organized as follows:
Chapter 2 discusses the research methodology. At first, the scientific research methodology

followed in this research is detailed. Following this, it introduces the research questions and
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data gatheringmethods that shall guide this research to achieve its objective. Finally, the chapter
concludes with a detailed design of this research.

Chapter 3 discusses the domain of organizational recruitment. Initially, the chapter discusses
the recruitment process and the actors involved. Finally, this chapter surveys the organizational
justice literature to describe fairness in recruitment.

Chapter 4 focuses on the problems in adopting AI into recruitment. At first, the chapter
provides a background of AI decision-making. Following this, it discusses potential causes of
unfairness in AI recruitment systems.

Chapter 5 designs the conceptual model for assessing the fairness of AI recruitment tools.
At first, it discusses the values in the responsible design of AI. Further, it discusses the legal side
of automated decision-making. Finally incorporating and extending the values and norms, it
presents the assessment model.

Chapter 6 focuses on the evaluation of the conceptual model. Initially, the chapter discusses
the criteria for evaluating the conceptual model. By discussing its alignment with other frame-
works and interviewing the practitioners, this chapter validates the designed model. Finally,
from the results of the evaluation, the chapter presents the final assessment model.

Chapter 7 concludes the research by answering the research questions. Further, it reflects on
the implications and limitations of this thesis. Finally, it discusses how this research aligns with
the Management of Technology curriculum (author’s curriculum of study).
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2
Research Methodology

The previous chapter discussed the research problem and research objective. A suitable scientific
research design would keep the research focused on the objective. This study follows the Design
Science Research methodology.

Section 2.1 discusses the DSR methodology and explains the motivation for choosing this
methodology. In section 2.2, answerable research questions are introduced to meet the research
objective. Section 2.3 discusses the data collection strategies required for this research. Finally,
section 2.4 presents the research design.

2.1 DSR Methodology

DSR is a scientific research methodology that focuses on developing new artifacts. Though this
methodology is mainly used in the design of Information Systems (IS), it is not limited to IS and
computer engineering fields. By definition, DSR is a “research activity that invents or builds
new, innovative artifacts for solving problems or achieving improvements”(Iivari & Venable,
2009). Hence, DSR creates new knowledge by developing and/or analyzing a unique artifact
that solves a real-world problem. The output of DSRmethodology or the artifact can take four
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different forms, i.e., it can be concepts, models, methods or instantiations (March & Smith,
1995). Concepts are the vocabulary that describes the problem domain and models explain the
relationship between different concepts. Methods provide a guideline to use themodels to solve
the problem and instantiations create a working instance of the solution.

2.1.1 Why DSR?

This research utilizes the DSR methodological framework for the following reasons.

Firstly, this study aims to solve a practical problem in organizational recruitment by design-
ing a fairness assessment model for AI recruitment systems. By the process of design, this re-
search also intends to create new knowledge on both algorithmic and recruitment fairness. A
methodology that would permit to achieve these goals is embedded in the principles of DSR
methodology, i.e., “learning through building an artifact”.

Secondly, the central theme of this research is to conceptualize an IS, i.e., AI recruitment
tool(s) and provide a value orientation for its application. The validity of DSR in IS literature
makes this methodology an apt choice. Finally, unlike other designmethodology, DSR does not
assume a client collaboration and DSR can be used to solve a general problem Iivari & Venable
(2009). This flexibility is essential for this research since it attempts to solve a general problem
in today’s organizational recruitment process.

2.1.2 Practical DSR

According to Hevner (2007), the environment, knowledge base, and design spaces in design
research are connected by three cycles of research namely, relevance cycle, rigor cycle, and design
cycle. Figure 2.1 illustrates the cycles in DSR.
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Relevance 
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● Meta Artifacts
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Figure 2.1: DesignScienceResearchCycles:Differentcycles(circles)embodiedintheDSRoverlayingthedifferentspaces
(boxes)ofdesignresearch-(copiedfromHevner(2007))

In the relevance cycle, the researcher observes the application environment and identifies
the problems and opportunities in the environment. This cycle defines both the application re-
quirement and the evaluation criteria for the final artifact. The rigor cycle draws the theories and
engineering methods from the existing literature (knowledge base), and this serves as a founda-
tion for the design cycle. Finally, based on the relevance and rigor cycle the researcher builds and
evaluates the artifact in the design cycle.

Expanding on Heavner’s cycles and spaces of DSR, Johannesson & Perjons (2014) outlined
five major activities (as shown in figure 2.2) involved in a DSR. The initial phase involves a de-
tailed investigation and analysis of the practical problem that could be addressed by an artifact.
Usually, in-depth problem explication requires an extended case study strategy. In the next
phase, the requirements of the artifact are collected from the application environment. In-depth
literature research and/or stakeholder interviews can be used to collect these requirements. In
the following stage, the artifact is developed based on the defined requirements. The artifact
development draws ideas from the existing knowledge base and uses creative methods to build
new knowledge. In the subsequent phase, the feasibility of the artifact is demonstrated to the
stakeholders. Finally, the artifact is evaluated and refined until it meets the requirements.

9



Problem 
Explication

Define 
Requirements

Design and 
Develop Artifact

Demonstrate 
Artifact

Evaluate 
Artifact

Initial Problem

Final Artifact

Explicated Problem

Requirements

Demonstrated Artifact

Artifact

Figure 2.2: DifferentactivitiesinvolvedinDSR(copiedfromJohannesson&Perjons(2014))

However, these activities are not always followed in sequential order. Depending on the
nature of the project, the researchers can enter DSR from different points (as shown in figure
2.3).
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Figure 2.3: Differententrypoints(circles)inDSR(adaptedfromPeffersetal.(2007))
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Based on the starting point, theDSRapproaches are categorized into four; namely, problem-
centered, objective-centered, development- centered and context- initiated (Peffers et al., 2007).
This research follows anobjective-centered approach. That is, this research starts by acknowledg-
ing the problem and recognizing that it could be addressed by designing an artifact. Further, the
requirements explication and development of the artifact forms the core of the research process.
Finally, as discussed in Johannesson&Perjons (2014) feasibility and evaluation of the artifact are
done on a smaller scale.

2.2 Research Questions

Returning to the research objective, four answerable research questions are formulated. The
research questions are grouped to align with the three cycles in DSR.

2.2.1 Relevance Cycle

RQ1 - What are the different elements of fair recruitment and selection process?

Describing fairness in recruitment and selection would be the initial phase of exploring the
problem environment. By understanding the fairness in organizational recruitment, this phase
intends to define the assessment goals of the model.

RQ2 - How do the inherent characteristics of AI decision-making process make the
recruitment system unfair?

Once the fairness in organizational recruitment is operationalized, the next step is to un-
derstand the problems that entail the new technological transformation. By studying the AI
decision-making process in recruitment, the value misalignments could be discerned by com-
paring it with the goals identified previously.

2.2.2 Rigor Cycle

RQ3 - What are the existing frameworks/principles that focus on responsible design and
governance of AI?

Knowledge of the existing frameworks in the responsible design and governance of AI is es-
sential for this research because these frameworks serve as a foundation for themodel developed
in this research. Further, a better understanding of the existing knowledge would also help to
identify the supporting contributions of the model.
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2.2.3 Design Cycle

RQ4 - By better understanding the fairness in organizational recruitment, how can the existing
frameworks be extended and integrated into a conceptual model that can assess the fairness of

AI recruitment tools?

The understanding of fair recruitment process and responsible design and governance of AI can
be integrated to design a conceptualmodel. Further, it is also necessary that the developedmodel
is demonstrated and evaluated. Convincing evaluation of the conceptual model would also help
to justify its utility and substantiate the contribution to the knowledge base.

2.3 Data Strategies

By detailing the research phases and providing investigative directions, the DSR methodology
essentially guides the general research process. However, this does not provide any informa-
tion on the data strategies required in building the artifact. Analyzing the research strategies in
sevenmainstreamManagement of Information System (MIS) journals over a decade, Palvia et al.
(2004) has outlined a list of fourteen rigorous data strategies. From this list, five data strategies
align with the research questions.

2.3.1 Library Research

In the library research, the researcher reviews the existing academic literature to get a broader
understanding of a topic. Thismethod summarizes a few critical conclusions in a specific area of
research. In this research, the operationalization of fairness in the recruitment system requires
a broader knowledge on process and actors (RQ 1). Moreover, to identify the potential value
conflicts in the design of AI, an in-depth understanding of AI decision-making process is also
necessary (RQ 2). Therefore, academic databases such as Google Scholar and Scopus would be
used to gather academic literature on these topics.

2.3.2 Literature Analysis

According to Palvia et al. (2004) literature analysis is different from the library research as the
former analyzes and extends the existing literature rather than the summarizing it. The objective
of this research is to extend the existing frameworks in the value-oriented design of AI to address
a critical use case of AI (recruitment). Therefore, literature analysis would aid the process of

12



analyzing the useful frameworks and extending it to a novel conceptual model (RQ 3). Even
though the approach is different from library research, the data collection process would be the
same.

2.3.3 Speculation/Commentary

In the speculation or commentary, the researcher collects the data from articles that are hardly
based on empirical evidence but reflect author’s experience and knowledge in the field. Such
speculating articles usually signal the new trends in technology and its management. As this re-
search focuses on managing the risks involved in a rapidly evolving technology (AI), visionary
opinions and speculations on AI risks and its management would aid in understanding the pos-
sible value conflicts in the technical design (RQ 2) and requirements of the conceptual model
(RQ 1). Therefore, this research would use online blogs such as medium, CIO, and a few others
to derive some of the practical and far-sighted insights.

2.3.4 Framework/Conceptual Model

Frameworks and conceptual models are useful methods to advance the theory in the disciplines
that lack it. Following the DSR approach this research aims to deliver an artifact that would
assist the process of assessing the fairness of AI recruitment tools. Here the artifact materializes
as a conceptual model (RQ 4).

2.3.5 Interviews

Interviews are a primary data collection method, i.e., the information on the area of interest is
directly collected from the respondents (Sekaran& Bougie, 2016). Since the demonstration and
evaluationphases inDSR requires direct input from intendedusers of the artifact, the interviews
method would be ideal for this research. Therefore, in this research, the top- level HRmanagers
are interviewed to evaluate the developed conceptual model (RQ 4).

2.3.6 Secondary Data

Secondary data refers to the information that is published by organizations; it includes busi-
ness case studies, web archives, government, andNGO reports. Many governmental bodies and
NGOshave issuedofficial reports on the ethics and governance ofAI.This researchwouldutilize
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information from such reports to discuss both alignment and contributions of the final artifact
(RQ 4).

2.4 Research Design

Figure 2.4 illustrates the design of this research. The research activities are as follows.

1. Initial problem - This study initiates with a general problem definition, i.e., the top-level
HRmanagers lack a scientific tool to assess the fairness ofAI recruitment tools. The prob-
lem is informed by specific practical cases of AI unfairness in recruitment (Datta et al.,
2015; Florentine, 2018).

2. Requirement definition - The requirements for the artifact will be mainly defined by re-
viewing the literature on recruitment fairness, AI decision, and algorithmic bias. Specu-
lation and commentary on algorithmic risks would also be included in the requirements.
Further, the foundational concepts for the assessment model will be derived from the lit-
erature analysis of the topic, design, and governance of AI.

3. Design and Development – The foundational concepts will be further extended to meet
the defined requirements and design the assessment model.

4. Demonstration and Evaluation- Firstly, the model will be validated by positioning and
comparing it with other frameworks that has similar objective. Additionally, the model
will be evaluated by potential users.

5. FinalArtifact-The shortcomings fromthe evaluationwill be accommodated into themodel
to produce the final artifact.
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3
Organizational Recruitment and Fairness

This chapter discusses the background of organizational recruitment and details fairness in the
context of organizational recruitment. Section 3.1 discusses organizational recruitment and the
different actors involved in the process. Section 3.2 describeswhat fairnessmeans for the different
actors in an organizational recruitment context. Finally, section 3.3 summarizes the fairness in
recruitment.

3.1 Organizational Recruitment

Organizational recruitment encompasses all activities carried out by organizations to identify
and, attract potential employees (Barber, 1998). It is a complex process, and different models
are used to explain it. According to Barber (1998), the recruitment process has three phases,
i.e., generating applicants, maintaining application status, and influencing job choices. These
phases highlight the three critical activities in the process, i.e., planning, communicating, and
decision-making.

Breaugh& Starke (2000) describe the organizational recruitment and selection process with
a five-stage model. Initial stage focuses on setting a recruitment objective by assessing the talent
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requirements in the organization. In the following stage, the recruitment strategies are planned.
The strategies includedecisions on recruitment channels, the recruitmentmessage (job announce-
ment), and selection activities to follow. The third stage is the execution stagewhere the different
recruitment activities are carried out. The recruitment decisions are obtained in the fourth stage,
and the final stage evaluates the recruitment process to improve the future processes.

Synthesizing these phases and stages, (Holm, 2012) provided a comprehensive overview of
the steps and tasks involved in the process as in Figure 3.1

Identifying Applicants

Preparing job description

Identifying appropriate pool of applicants

Processing Incoming Applications

Storing and sorting incoming applications

Pre-screening and evaluating applicants

Attracting Applicants

Selecting job announcement sources

Preparing and placing job announcement 

Communicating with Applicants

Informing applicants about pre-screening results

Scheduling selection rules with the shortlisted applicants

Selection Assessing the Applicants

Figure 3.1: Tasksandsubtasksinvolvedinorganizationalrecruitment

Identifying Applicants: It involves, firstly, describing the requirements of the job by system-
atically collecting and analyzing data about a particular job position. Additionally, based on the
job description, the task also includes identifying the pool of applicants to target.

Attracting Applicants: This task focuses on the different elements of the job posting. HRM
literature discusses the importance of the content in recruitment messages (job advertisements)
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in drawing the attention of the potential candidates. The credibility and comprehensiveness
of the message are significant factors of attraction. The comprehensiveness of the message also
depends on the recruitment sources and platforms used to convey these messages. The internal
sources include employee referrals, considering former employee or previous applicants while
external sources include advertisements, job portals, and social networking sites.

Processing incoming applications: The primary tasks involved are storing, sorting, and pre-
screening of the incoming applications. Pre-screening is the process of eliminating unqualified
applicants by evaluating the knowledge, skills, and abilities of the applicants.

Communicating with the applicants: This task involves communicating the pre-screening
results to the applicants and scheduling further selection processes with the shortlisted appli-
cants.

Selection: The primary objective of the selection process is to identify the candidate who
could be successful in a specific job position. Hence the candidates are assessed on parameters of
person-job and person-organization fit. Depending on the skills and abilities required to thrive
in the job position, the organization uses different assessment techniques. The standard assess-
ment techniques are interviews, personality tests, cognitive tests, and work samples.

3.1.1 Actors

Many actors involved in the recruitment process, the primary and direct actors are organiza-
tional agents (HR decision-makers ormanagers) and applicants. Organizational agents perform
different activities on behalf of organizations to influence the job choices of the applicants. Ap-
plicant’s positive reactions to these activities are critical for the success of the process. However,
the applicants are not the only ones that react to the process. Since maintaining public relations
is another principal aspect of the recruitment and selection, outsiders or society also plays a vital
role in the process (Barber, 1998). A negative perception of by the society would impact the be-
havior of consumers and investors, and it would also affect the organizational attractiveness for
future applicants. Therefore, the recruitment practices have to align with the values of both the
applicants and the outsiders.

3.2 Fairness

Fairness is a ubiquitous element of society, i.e., in all social exchanges, the social actors are atten-
tive to the fairness of the events (Tabibnia et al., 2008). Many theories have attempted to explain
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fairness. For instance, social exchange theory, one of the earliest theories on fairness, argued that
the uncertainty in trustworthiness among the societal actors makes the society focus on fairness
(Emerson, 1976). Tyler and Linds’s relational model 1992 states that individuals continuously
seek signals to define their social status and fairness is the most dominant signal for the status.
By an experimental study, they also showed trustworthiness as a confounding factor. Finally,
uncertainty management theory argues that society values fairness because it helps individual to
manage their uncertainties in trustworthiness, morality, status, and goals (Van den Bos & Lind,
2002). So different actors may assess fairness differently (Tyler & Lind, 1992). This section dis-
cusses fairness from the perspective of external actors involved in recruitment.

3.2.1 Applicant’s Fairness

Applicant’s perception of is driven by their desires of equitable treatment. Adam’s Equity theory
1965 is one of the prominent theories that describe how individuals perceive fairness from the
outcome of the decisions. According to the theory, individuals compare their input with the
outcomes; the perceived input-output equity determines the fairness of the decisions. In the
context of hiring, the applicants perceive fairness of the outcomeby comparing their knowledge,
skills, and efforts to the recruitment decision, i.e., if the applicant is hired or not.

However, due to the information asymmetry in recruitment, the applicants often substitute
distributional justice with procedural justice. The instrumental view of procedural justice treats
fair procedures as a medium of achieving fair outcomes (Thibaut et al., 1973). In this view, Lev-
enthal et al. (1980) discussed six principles of procedural justice, i.e., correctability, consistency,
accuracy, ethicality, representativeness, and bias suppression. Adapting these principles into the
recruitment context, studies have discussed four characteristics of procedural justice, i.e., job re-
latedness, consistency, opportunity to perform and reconsider, and the objectivity of (Arvey &
Renz, 1992; Arvey & Sackett, 1993; Schuler, 1993; Gilliland, 1993; Van den Bos et al., 1997).

The validity of the recruitment systems is assessed based on job-relatedness (Arvey & Renz,
1992). For content validity, the recruitment procedures should measure the features that are
necessary for the job, and criteria related validity the measures should predict an individual’s
skills and capabilities for the specific job (Messick, 1998). Studies have shown that work sample
tests, interview, and cognitive ability tests are perceived to be fair because these tests generally
measure job-related features.

Consistency refers to the uniformity of procedures across people and time. The consistent
procedures bring the principle of equality into the recruitment procedures and therefore are

20



considered as (one of) the main criteria for the procedural justice (Gilliland, 1993). In the case
of recruitment, the non-uniformity is identified by applicants from the previous experience or
discussions with other applicants; non-uniformities in recruitment procedures are perceived to
be unfair.

Opportunity to perform addresses the applicant’s capability to influence the decisions. Ap-
plicants “perceive greater control” over the decisions if they have enoughopportunity to demon-
strate their knowledge and skills during the selection process. Studies show that personality tests
are perceived tobe less fair due to the lack of control over the results (Smither et al., 1993). Oppor-
tunity to reconsider focuses on the applicant’s capacity to control the process after the decisions
are made. Freedom to review the scores and repeat the process improves the perceived fairness
of the procedures.

Objectivity focuses on the attributes used in the selection process. Arvey &Renz (1992) dis-
cusses many different types of information that is perceived to be unfair in the recruitment deci-
sion; examples are, information irrelevant for the job, information that intrudes into the privacy
of the applicants, and information that can be easily faked. Therefore, an objective recruitment
system should avoid considering such information in the decision-making process.

The interactional theory of procedural justice, emphasizes the perception of fairness formed
fromthe interpersonal considerations and information received throughout theprocedure. These
criteria are different from the instrumental criteria. Colquitt and Chertkoff’s empirical study
2001 has also provided sufficient evidence to illustrate the impact of interactional justice on per-
ceived fairness.

Interpersonal justice focuses on the interactions with the organizational entities. According
to Bies &Moag (1986), applicants discern fairness based on the respect, dignity, and honesty ex-
perienced during the interactions with the organizational agents. The applicants deduce many
unknown organizational attributes from their interactions with the recruiters. For instance, re-
cruiter’s treatment of minorities and females may signal how the organization values different
societal group (Connerley & Rynes, 1997).

Informational justice, on the other hand, focuses on the different aspects of the information
shared during recruitment. According to (Shapiro et al., 1994), timeliness of feedbacks, clarity,
and understandability of the content are the main factors for informational justice. In the con-
text of recruitment, understandable procedures, honest feedback, and timely information are
essential for perceived fairness of the system (Gilliland, 1993).

21



3.3 Outsider’s Fairness

Rawl’s theory of justice 1971 suggests that when the society is positioned behind the “veil of ig-
norance”, i.e., without any knowledge of their characteristics, then it would only allow social
inequalities under the condition of equality of opportunity. However, according to Van Dyke
(1975), the theory of justice does not account for group justice. Groups demand what they con-
sider as fair for themselves as collective entities. In that view, outsider’s (groups) perceive fairness
differently from applicants (individual).

EU has implemented many regulations regarding such group fairness.“The Treaty on the
functioning of the European Union” prohibits discrimination on the grounds of gender, race,
religion, age, sexual orientation, and physical disabilities. “EU 2000 anti-discrimination” di-
rective rejects any justifications for such direct discrimination. Directives 2006/54, 2000/43 and
2000/78 dealingwith the employment, provides an exception on the grounds ofGenuineOccu-
pational Requirement (GOR) (Fribergh & Kjaerum, 2011). GOR allows differential treatments
in four cases (Speekenbrink, 2012), where two cases support the concept of group faireness i.e,
differential treatment are allowed if it would counteract the existing inequalities in the society
(affirmative action) and it is a necessary for a democratic society.

The EU directive 2000/43 defines indirect discrimination as “an apparently neutral provi-
sion, criterion or practice would put persons of one sex at a particular disadvantage compared
with persons of the other sex, unless that provision, criterion or practice is objectively justified
by a legitimate aim, and the means of achieving that aim are appropriate and necessary”. As
per the legal statements unjustifiable statistical disparity above a strict threshold is considered as
discrimination.

3.4 Summary

Table 3.1 the summarizes the different perspectives of fairness in recruitment system.

Characteristics Authors

Equity
Merit-based selection.

Gilliland (1993)
Adams (1965)
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Job relatedness
The selection procedures are related to the job.

Gilliland (1993)
Schuler (1993)

Objectivity
Attributes used in the decision-making process are
objective.

Arvey & Renz (1992)

Consistency
The procedures are consistent across people and time.

Leventhal et al. (1980)
Arvey & Renz (1992)
Arvey & Sackett (1993)

Gilliland (1993)
Opportunity to Perform
Opportunity to demonstrate his/her knowledge.

Arvey & Renz (1992)
Gilliland (1993)

Opportunity to Reconsider
Opportunity to review or challenge the results.

Gilliland (1993)
Arvey & Sackett (1993)

Interpersonal Effectiveness
Respect and warmth in the interactions.

Bies & Moag (1986)
Gilliland (1993)

Feedback
Timely and informative post process communication.

(Shapiro et al., 1994)
Gilliland (1993)

Understandablity
The procedures are comprehensible.

Arvey & Sackett (1993)
(Shapiro et al., 1994)

Statistical parity
Statistical difference between the majority and the
protected class getting a particular outcome is small.

Directives 2000/43

Table 3.1: Summarizingrecrutimentfairness
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4
Technical System and Problems

The previous chapter discussed the different criteria of recruitment fairness. This chapter dis-
cusses the potential issues when AI is adopted into the recruitment. Section 4.1 sets a gen-
eral background for the AI decision-making process. Section 4.2 discusses the use cases of AI
decision-making in recruitment and how it might lead to unfairness in recruitment.

4.1 AI decision-making

AI systems are computer systems that can perform tasks that usually require human intelligence;
this includes activities such as visual perception, speech recognition, language processing, and
decision-making. Though the current AI is far from completely replicating human intelligence,
it can perform specific tasks in par with humans. Many techniques from the fields of computer
science, linguistics, mathematics, neurosciences, and psychology, are used in present-day AI sys-
tems (Russell & Norvig, 2002). By discussing the popular techniques, this section provides a
background of AI-decision making process.
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4.1.1 Knowledge Discovery in Database

With the overwhelmingly large amount of data generated, extracting useful and reliable infor-
mation has been a challenging one. Knowledge Discovery in Database (KDD) is the process
of discovering hidden information in the data. KDD comprises many steps as shown in figure
4.1. Data mining is the subprocess that deals with data analysis and development of discovery
algorithms to extract patterns from the data sets (Fayyad et al., 1996). “Features” and “Class la-
bels” are two important concepts related to data sets. Class labels define the class membership of
the data points in the data set while features are the independent properties of each data point
that can explain the corresponding class labels. Data mining draws hypotheses from the data
sets rather than testing the presumed hypotheses with the data and therefore are significantly
different from conventional statistical methods (Calders & Custers, 2013).

Figure 4.1: StepsinKDDcopiedfromFayyadetal.(1996)

Datamining is particularly useful for creating accurate data profiles. Profiling is “the process
of discovering correlations between data in databases that can be used to identify and represent
a human or non-human subject (individual or group) and/or the application of profiles (sets
of correlated data) to individuate and represent a subject or to identify a subject as a member
of a group or category” (Hildebrandt, 2008). Classification, clustering, and regression are data
mining techniques that are relevant to profiling (Calders & Custers, 2013).

In the classification technique, the data is mapped to predefined groups or classes based
on the similarity in data features. In such tasks, the classes are exhaustive and mutually
exclusive, i.e., each entity maps only one of the class, and there is no entity which cannot
be mapped to any class.

The clustering technique is similar to classification, but the difference is that it does not
require a set of predefined classes and entities can have membership in more than one
class. Since clustering technique is used to identify a finite number of clusters in the data,
therefore it does not require a labeled data set.
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Regression technique, on the other hand, is used to predict numerical values from a given
dataset. In this technique, output values are presented as a function of the data features.

4.1.2 Machine Learning

Machine learning (ML) method is used to optimize the hypotheses by automating the knowl-
edge acquisition (Langley & Simon, 1995). Though both data mining and ML have the same
origins and often referred to as the same, there is a fundamental difference, i.e., data mining fo-
cuses on recognizing relationships in data while ML focuses on modeling data and optimizing
it (Kononenko & Kukar, 2007). Machine learning uses many of the data mining techniques to
automate and streamline knowledge discovery.

A machine’s, learning process depends on two factors: feedback and knowledge representa-
tion (Russell & Norvig, 2002). Based on the types of feedback, learning is classified into four:
Supervised learning, unsupervised learning, reinforcement learning, and semi-supervised learn-
ing. In supervised learning, the system is exposed with some input-output pairs (labeled), and
from these examples, the errors are fed back to the system to develop a mathematical function
that would map the outputs for any new input. This type of learning is used in predictive tasks
such as classification. In unsupervised learning, the system is fedwith unlabelled data, and hence
there is no feedback. This type of learning is used to find patterns in the data. Semi-supervised
learning is a combination of supervised and unsupervised learning. In this type of learning, the
labeled data is used to learn a mathematical function (supervised learning), the function is used
to label the unlabelled data (unsupervised learning), and finally, the system learns from the en-
tire data (supervised learning). Lastly, in reinforcement learning the feedback are implicit, i.e.,
either reward or punishment.

Based on the knowledge representation, there are five main paradigms inML - namelyNeu-
ral networks, Instance or case-based learning, Genetic algorithm, Rule Induction, and Analytic
learning (Langley & Simon, 1995). Neural network functions similar to the neurons in the hu-
man brain, while case-based learning draws its inspiration from human memory. Genetic algo-
rithms have their roots in evolution and rule induction is based on heuristic searchwhile analytic
learning is grounded on the formal logic. Each community has their traditions, methods, and
popular algorithms. Feature extraction plays a vital role in representing knowledge internally.
General ML procedures suffer from a significant limitation in this arena. Designing a feature
extractor in generalML requires sophisticated engineering skills as well as a high level of domain
expertise. Deep Learning solves this issue by the method of representation learning (LeCun
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et al., 2015). It is a sub-field of machine learning which cuts out the human from the loop by au-
tomating the data feature extraction. Therefore, this technique plays a vital role in developing
fully autonomous systems.

4.2 AI in Recruitment

Asmost, (if not all) recruitment process requires extracting useful information from text, speech
or images, Natural Language Processing (NLP) and Image Processing (IP) is the central theme
of AI in recruitment. Many studies onNLP and IP have proposed different combination learn-
ing and profiling techniques to automate the recruitment process. For instance, Faliagka et al.
(2012) introduced a tool that infers applicant’s personality from their Linkedin profile and ranks
them for a specific job description. They used regression technique to rank the applicants and
supervised learning to optimize the task. Similarly, studies in semantic web search suggest a
combination of supervised and unsupervised learning techniques to improve the conceptual
and contextual relevance of the web search. Table 4.1 presents some of the common use cases AI
in recruitment.

Tasks AI solution

Identifying the
candidates

Semantic Search
Rather than a word to word search, the AI search engines
seek to improve the search accuracy by identifying the
possible relations and including that in the search results.
For example, if the majority of candidates currently
working in customer relations previously worked at
non-profit organizations, AI will add non-profit
organizations into the search, broadening the search
results, and the likelihood of finding the right talent*.

*https://focus.kornferry.com/talent-acquisition/3-ways-artificial-intelligence-can-improve-recruitment/
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Attracting Applicants

Augmented Writing
Augmented writing tools assist in writing job
advertisements by suggesting the likeliness of responses
and appeal of the message. For instance, Textio an
augmented writing tool can provide insights into the
gender appeal of a recruitment message†.

Processing incoming
applications

Resume screening beyond keywords
Besides matching, keywords for binary criteria like
experience or education AI-based resume screening
software can provide other insights on other criteria. For
instance, CVviz AI-based CV screening software can
predict the cultural-fit of the candidate from his/her
CV‡.

Communicating with
applicants

AI-chat bots
Recruitment chatbots can provide the applicants a
personalized experience during the interaction with the
organization. For instance,Mya-a popular recruitment
chat-bot- provides a personalized experience for the
candidates by understanding the candidate better from
their profiles§.

Selection

Automated Video interview
AI video interviewing software assess the candidates
autonomously. For instance,HireVue an AI video
interviewing software, finds the candidate that resembles
the keywords, facial-expression, and tones with
high-performing employees in the company¶.

Table 4.1: ApplicationofAIinthedifferentstagesofrecruitment

Though AI recruitment tools would significantly reduce the time and effort, but due to

†https://textio.ai/diversity-and-inclusion-in-your-writing-4caf7c8657f
‡https://cvviz.com/blog/ai-for-resume-screening/
§https://hiremya.com/blog/6-reasons-your-candidate-experience-is-lousy
¶https://www.businessinsider.nl/hirevue-ai-powered-job-interview-platform-2017-8/
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the inherent characteristics discussed above, AI recruitment tools may make decisions that are
unfair. The following section details the argues why it is so.

4.3 Training Data

AI systems learn inductively from the training data; hence, the validity of decision-models is
based on an implicit assumption that the training data accurately represents the populations.
However, this assumptionmightnot be true for various reasons (Calders&Žliobaitė, 2013; Baro-
cas&Selbst, 2016). Firstly, in supervised learning or semi-supervised learning, incorrectly labeled
training data may have a significant effect on the model. Since hiring is a subjective decision, the
decision models trained on historical training data would reflect the historical discriminations
that existed in recruitment. For instance, in the past, leadership was associated withmasculinity,
and hencemenwere preferred over the women for leadership roles. Learning from such data AI
systems would directly and continuously discriminate women. Therefore, such data bias would
conflict with the values of objectivity, consistency, opportunity to perform and would create a
gender gap in the society.

Secondly, training datamight be correctly labeled butmight not rightly represent the society.
That is, due to data sampling biases certain social groups can be over-represented (or under-
represented) in the training data, making the decisionmodel skewed (Calders&Žliobaitė, 2013).
For instance, the facial recognition system that failed todetect individuals fromaparticular race is
deemed to such sampling errors (Buolamwini&Gebru, 2018). Therefore, such biases in training
data would also affect the interpersonal fairness.

4.4 Algorithmic Focus

The use of information such as gender, race, and sexual orientation are considered to bemorally
inappropriate and are illegal in organizational recruitments. So generally, algorithms are de-
signed to exclude such special category data while training the decision model. However, since
algorithms can discover statistically significant patterns from the data, it might find features that
are correlated to special category data (proxies) and use these proxies while training the decision-
model. For example, even if it is explicitly coded not to discriminate based on gender in the
decision model, the algorithms might pick up the correlation between gender and the majoring
subjects in high school (due to the biased focus) and discriminate individuals based on a seem-
ingly neutral feature(Ruggieri et al., 2010; Danks & London, 2017). Hence algorithmic focus
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bias would also lead to unfair and even illegal decision-making. ’

4.4.1 Opaque Decision-making

AI systems are often referred to as black-box systems due to its opaqueness (Diakopoulos, 2015).
Machine learning techniques especially neural networks are highly complicated that even the
designers find it hard to back-trace the output logic. Moreover, high dimensionality of input
data also makes the decision-models incomprehensible. The lack of transparency of the system
makes it impossible to provide honest feedback to the applicants, and it also affects the under-
standability of the applicants.
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5
Model Design

By extending the existing knowledge on responsible design and governance of AI, this chap-
ter develops a conceptual model for assessing the fairness of AI recruitment system. Section 5.1
discusses the design principles of responsible AI and how it translates into the design of AI re-
cruitment systems. Section 5.2 discusses GDPR and its implications on AI recruitment systems.
Finally, section 5.3 summarizes the different concepts identified to build an assessment model.

5.1 Responsible Design of AI

Most philosophers of technology agree that technology can shape and limit the actions of the
users, so design responsibility has always been one of the core themes in technology ethics. Dis-
cussing the ethics of AI, Dignum (2017) proposed the three design principles for responsible AI,
i.e., accountability, responsibility, and transparency. Accountability refers to the systems obliga-
tion to justify and explain their actions; responsibility refers to the capacity of the entire system
to reduce the risks in decisions, and transparency aims to provide clarity to the users by describ-
ing and reproducing the decision-making process — this section, details how these principles
can be used to assess the fairness AI recruitment system.
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5.1.1 Accountability

Accountability refers to the agent’s obligation to reason its actions and redress any harms caused
by the actions. In the context of AI system, reasoningwould be both, justifying the assumptions
embodied in the design and explaining the decisions made by the system.

AI systems undeniably embody inherent values that root from the assumptions in the de-
sign. Seeking justification for the assumptions used in the decision model will elicit the implicit
values in the design. The assumptions in the design can be both epistemic and normative (Binns
et al., 2018). Epistemological assumptions refer to the assumptions made by the developer or
designer based on their observations of the world(McCarthy, 1981). The concerns in the epis-
temological assumptions correspond to inconclusiveness, inscrutability, and misguidance that
may exist in the evidence that the developer observes and feeds into the AI (Mittelstadt et al.,
2016). For instance, in some recruitment systems, the developers may assume a correlation be-
tween a particular writing style and performance. Such an AI system would select candidates
based on criteria unrelated to the job andmake the system unfair. To justify this epistemological
assumption, the developers should provide relevant scientific guarantees and statistical evidence
(Doshi-Velez et al., 2017).

The normative assumptions, on the other hand, are based on the ethical principles of the de-
veloper. Suppose if the developer observes a bias in estimation (or data) premised on his/her eth-
ical orientation, then the developer may use a biased estimator deliberately to counter this bias.
Therefore, the concerns are related to the developer’s understanding of fairness and its transfor-
mation into the system and their effects on the society (Mittelstadt et al., 2016). For instance,
if affirmative actions coded into the system, it might yield better results in some organizations
which lack diversity however in other organizations, it might lead to reverse discrimination of
the applicants and statistical disparity. It would also impact the consistency and objectivity of
the recruitment process. Therefore the normative justifications should focus on the bias reme-
diation embedded in the design.

Next dimension of accountability focuses on the system outputs, i.e., explaining the deci-
sions made by the system. Explanations or feedbacks are essential to ascertain the appropri-
ateness of the recruitment decisions. Therefore the system should provide information on the
primary features used to in the decisions, the impact of the personal characteristics of the ap-
plicant on the decision, and conditions for treating similar cases differently. However, AI in its
basic form does not provide any explanation. The complexities in algorithmic decision model-
ing, make the system unpredictable and uninterpretable by humans. Researchers in the field of
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Human-Computer Interaction (HCI) have discussedmanymethods for explaining the decision
to the end user which can be broadly classified into two.

• Rule-extractionmethod: Themethod uses rule extraction algorithms to comprehend the
decision-making model and formulate human-interpretable rules from it (Ribeiro et al.,
2016). It is model agnostic (can explain any classifier regardless of the techniques used to
train it) because it explains the output by approximating the decision-making model.

• Attribution method or counterfactual explanation: The method employs a contrastive
explanation technique, i.e., explanations are based on the required changes in input fea-
tures to achieve a different outcome. (Wachter et al., 2017b).

Since the explanations are intended to improve the understandability of the decision-making, it
is also essential that the information provided is relevant for the specific group or person (Miller,
2017). For instance, explanations targeted to the recruiters might not be convincing to the ap-
plicants and vice-versa. Hence assessing explanations would also depend on the targeted user of
the explanations.

5.2 Responsiblity

Accountability is a backward-looking responsibility in the sense that it applies to the conse-
quence of action rather than actions itself. The principle of responsibility discusses the active
role of both humans and AI in eliminating its adverse implications for society. Many scholars
have pointed out the need for forward-looking responsibility in the development and gover-
nance of AI (Stahl et al., 2013; Russell &Norvig, 2002; Bostrom&Yudkowsky, 2014). Technol-
ogy assessment literature has discussed four forward-looking dimensions of responsible innova-
tion namely anticipation, reflexivity, inclusion, and responsiveness (Stilgoe et al., 2013). These
dimensions are useful while assessing the responsibility of the AI system.

Thedimensionof anticipationhighlights the developer’s explicit attempts to foresee the neg-
ative consequences of technology and control the risks in the technology trajectory. Anticipation
in technology development is about reducing the uncertainties of the systemby answering ’what
if’ questions and considering the entire range of possibilities (Ravetz, 1997). In the case of AI,
security attacks that can impact the privacy of the users and unintentional behavior are themain
potential risks that have been discussed in the literature (West, 2018). Therefore, the responsi-
ble design of AI recruitment systems should at least have mechanisms to handle the potential
security attacks and reconsider the individuals who have been discriminated by the system.
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The reflexivity refers to self-referential critiquing (Lynch, 2000). It means reflecting on the
current status of the technology which involves describing the purpose, risks and knowns and
unknowns about the technology to interpret the quality (Owen et al., 2013). In the case of AI,
it has dimensions in both data and the decision model. Reflexivity in data entails examining the
data and recognizing the strengths and limitations of the system. By understanding the weak-
nesses of the model and the intended use, the organizations using the system could avoid the
potential interactional unfairness.

Inclusion discusses the accommodation of diverse viewpoints into the system design, and it
advocates the importance of representativeness in the development and governance of technol-
ogy (Stilgoe et al., 2013). This dimension relates to group fairness, and therefore in the design
of AI recruitment systems, it has two focus. First, it considers whether all the social groups are
represented equally in the decisions. The representativeness of the decision models is assessed
by the false positives and false negatives rates across different demographic groups. Secondly, it
focuses on the diversity in the development team that would enable inclusion in the design of
AI. The development team requires both human and cultural diversity to achieve an inclusive
system. Here human diversity refers to the diversity based on immutable characteristics of peo-
ple such as race, age, and gender, while cultural diversity refers to ethics, ideologies and working
styles. Many of the reported cases of AI bias points out that such team diversity is crucial for the
responsible design of AI (Guillory, 2017).

Finally, responsible innovation must also respond to the changing circumstances and stake-
holder values (Stilgoe et al., 2013). Responsiveness in responsible innovation refers to the adapt-
ability of the technology to the changing values of the society. In the field of recruitment, the
demographics, nature of work and inclusion policies are continually changing. Therefore, AI
systems used in the recruitment process has to adapt to such changes and requires periodic data
revisions and retraining. This would ensure consistency of the recruitment system.

5.2.1 Transparency

Transparency addresses the opaqueness of theAI system. Transparency is an instrumental value,
i.e., it is instrumental in achieving algorithmic accountability and responsibility accountabil-
ityananny2018seeing. According to Burrell (2016), there are three types of opacity in algorithmic
decision making, i.e., Intentional opaqueness introduced by the companies, opaqueness due to
the technical illiteracy, and opaqueness due to the complexities of machine learning algorithms.

Companies that developAI systems appropriate their competitive advantage from their pos-
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session of data and algorithmic efficiency. As algorithms are justmathematicalmethods, protect-
ing such methods by law is too complicated and often impossible. Therefore, the companies
secure their algorithms and data by making it inaccessible to the public. Here the transparency
means providing public the access to training dataset or algorithms. The effectiveness of algo-
rithmic audits depends on the understandability of the algorithms and data. There are many
best practices in the development and testing of AI that needs to be followed to enable under-
standability. For instance, meaningful names for the algorithmic functions, and documenting
the code are some of the practices involved in software development. However, often due to the
lack of experience these practices are not followed, making the system opaque to an extent. In
this case, transparency refers to the legibility of codes, data, and its purpose.

Themachine learningmethods such as themulti-layered neural networks and convolutional
networks are so sophisticated that even the developers cannot interpret the decision models or
trace back the decisions to the input. Therefore, such opaqueness relates to the explanations as
discussed in the accountability ofAI.However, here the explanations are about providing logical
explanations of the internal working of the system, it does not necessarily mean explaining each
decision.

5.3 GDPR and AI

Since a fair AI recruitment should also be compliant to the legal norms, this section reviews the
legal landscape of AI.

GDPR * is a binding rule that gives effect to the fundamental freedom for personal data pro-
tection and privacy to all individuals within EU. The regulation is grounded on seven primary
principles: i) lawfulness, fairness, and transparency; ii) purpose limitation; iii) data minimiza-
tion; iv) accuracy; vi) storage limitation; vi) integrity and confidentiality; vii) accountability.
Though this regulation is intended to govern the personal data, it has provisions for automated
decision-making and profiling. This section discusses these provisions.

GDPR defines profiling as “automated processing of personal data consisting of the use of
personal data to evaluate certain personal aspects relating to a natural person, in particular, to
analyze or predict aspects concerning that natural person’s performance atwork, economic situa-
tion, health, personal preferences, interests, reliability, behaviour, location or movements”(The
European Parliament and the Council of the European Union, 2016, p.33). Article 22 discusses

*https://gdpr-info.eu/
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the regulations regarding profiling. The article gives data subjects the right to reject any sig-
nificant decisions (like legal trials, online credit applications, and e-recruitment) that are entirely
based on profiling and obtain a certain level of human intervention in the autonomous decision-
making systems. So responsible design of AI recruitment tools should ensure that there are pro-
visions for reconsideration and human interventions.

Article 13-15 addresses the opaqueness of automated decision making and profiling tech-
niques. These articles give data subjects the right to get “meaningful explanations of the logic
involved” in the automated decision making. According to Wachter et al. (2017a) this regula-
tion would only mandate ex-ante explanations, i.e., explanation regarding the decision models
rather than the rationale of a particular decision (ex-post explanations). Furthermore, GDPR
also mandates explicit consent from the data subjects while processing the special category per-
sonal data such as race, sexual orientation, religion, biometric information and so on (defined in
article 9). So, legally the systems are required to provide information on the types of information
collected from the applicants and its processing methods.

5.4 Assessment Model

Section 5.1 and 5.2 discussed different concepts that require attention in assessing fairness AI
recruitment system. This section builds an assessment model by incorporating these concepts.

Concepts Guiding Questions

Recruitment

Fairness

Characteristics

A
cc
ou

nt
ab

ili
ty Justification

Is there any scientific basis for the design?

Does the system implement any bias

remediation?
Job-relatedness
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Explanation

Does the system explain its decisions?

Are the explanations directed to the

recruiters or the applicants?

Are the explanations tested for the

interpretability of the end-users?

Does the system explicitly communicate the

data requirements and the data processing

methods with the applicants?

Understandabil-

ity,

Feedback

R
es
po

ns
ib
ili
ty Anticipation

Are there provisions for reporting a biased

selection decision?

What are the recourse measures in case of

the biased decisions and who is liable for it?

What are the recourse measures in case of a

data breach?

Opportunity to

reconsider,

Legal compliance

Reflexiveness

How was the data collected?

Are there any known limitations of the

training data?

How was the model tested?

Interpersonal

Fairness
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Inclusion

What is the difference between the false

positive rates and false negatives rates across

the different social groups?

What was the diversity in the development

team? (socio-cultural and discipline

expertise)

Statistical parity

Responsiveness

What is the frequency of retraining the

model? Consistency

Tr
an

sp
ar
en

cy Auditability

Is the training data open to the public or

verified by any third-party?

Are the software and the data documented?

Is the algorithm open for verification?

Statistical parity

Table 5.1: ConceptualmodelforassessingfairnessofAIrecruitmentsystem
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6
Evaluation

Theprevious chapter presented the conceptualmodel for assessing the fairness ofAI recruitment
systems. However, the affirmations made on concepts and utility of the model needs to be val-
idated. Therefore, this chapter discusses the evaluation of the model. Section 6.1 describes the
evaluation strategy. Sections 6.2 and 6.3 presents the evaluation of the artifact. Finally, section
6.4, presents the final version of the assessment model.

6.1 Evaluation Strategy

DSR literature has discussed a wide range of strategies for evaluating the research output. Based
on the type of artifact, March& Smith (1995) has discussed different criteria for evaluation. The
concepts are evaluated on completeness, simplicity, elegance, understandability, and ease of use,
while the models are evaluated on their fidelity with real-world phenomena, completeness, level
of detail, robustness, and internal consistency. Finally, the research significance is evaluatedbased
on the appropriateness of the artifact in achieving its purpose (Venable et al., 2012).

As the final artifact is an assessment model for fairness, two qualitative methods are used
to evaluate the artifact (see figure 6.1). In the first method, the assessment model is positioned
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and compared with other frameworks that has similar objective. By discussing the similarities
and differences in concepts, this method aims to validate the completeness of the model. In
the second method, the practitioners are interviewed to get their feedback on the model. This
method primarily validates the utility.

Model Evaluation

Alignment
Discussing how assessment model aligns with 

guidelines discussed in two ethical AI 
initiatives  

 Validates the level of details and 
completeness  

 

       
Interview

By demonstrating the model to HR 
executives (users of the model) and getting 

their feedback on the assessment model and 
its utility.

Validates utility, understandability, and 
completeness

Figure 6.1: EvaluationMethods

6.2 Alignment

Due to the growing use of AI in social decision-making scenarios, AI fairness has been a topic
of interest for many stakeholders. Therefore, many initiatives like IEEE* Ethically Aligned De-
sign(EAD), Asilomar Principles, Open AI, and Fairness Accountability, and Transparency in
Machine Learning (FAT ML) have put forward many guidelines for the ethical design and im-
plementation ofAI. This evaluation reviews EAD and FATML to check if the assessmentmodel
alignswith their goals and principles. EADand FATMLare chosen because these initiatives pro-
vide two different perspectives, i.e., EAD is intended to develop a standard and codes of conduct
for the designer while FATML initiative addresses the technical challenges of machine learning.

*Institute of Electrical and Electronics Engineers
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6.2.1 EAD

IEEE EAD initiative was launched in 2016. In 2017, the community published a document ti-
tled ‘Ethically Aligned Design: A Vision for Prioritizing Human Wellbeing with Artificial In-
telligence and Autonomous Systems’ that put forward many recommendations for the ethical
design of AI (IEEE, 2017). Table 6.1 provides an overview of these goals and recommendations.

Goals Recommendations

Human Rights
Regulatory bodies and policies should ensure that the
autonomous systems do not infringe upon human rights

Well being Prioritize human well being on widely accepted metrics.

Accountability

Designers and developers should be aware of the
diversity and cultural norms.
Documenting the intended use, training data, data
sources, algorithmic performance, and optimization
goals of the system.

Transparency
Developing systems that are explainable.
Forming agencies that can certify algorithms.

Awareness of misuse
Educate society about the potential risks of the
autonomous systems.

Table 6.1: EADgoalsandrecommendations

The assessment model aligns with all the goals of EAD. For instance, the reflexiveness, inclu-
sion, auditability discussed in the assessment model evaluates if the system infringes upon hu-
man rights like non-discrimination and equality of opportunity. Themodel also assesses human
values such as safety, and security. Finally, the model also evaluates how the design communi-
cates the data requirements and data processing methods.

6.2.2 FAT ML

FATML initiative was launched in 2014 with an objective to bring researchers and practitioners
in machine learning to address the novel concerns on fairness, accountability, and transparency.
The initiative has discussed these issues from a technical perspective and has outlined five prin-
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ciples for algorithmic accountability †. These principles are discussed in table 6.2.

Principles Description

Responsibility
Responsibility ensures that there a legal person to take
the blame and redress any harms caused by the algorithm.

Explainability
Explainability is the obligation to explain the decision to
the end users.

Auditability
Auditablity focuses on the ability to inspect, understand
and criticize the system by any interested third party.

Accuracy
Accuracy is about identifying the sources of error in both
algorithm and data to mitigate the risks involved.

Fairness
Fairness refers to the mitigation of unjust impacts across
the different subgroups of the society.

Table 6.2: FATMLprinciples)

The assessmentmodel discussed in this report evaluates each of these principles. Themodel
has discussed a few guiding questions to evaluate the explanation and auditability of the system.
Anticipation discussed in the model inquiries the liability and redressal methods. Furthermore,
reflection on the limitations of the data and performance of the model would discern the ac-
curacy of the system. Finally, the inclusion discussed in the model evaluates the demographic
fairness.

Apart from aligning with all the principles of FATML the assessment model also highlights
two other dimensions, i.e., justifying the design assumptions and responding to changing de-
mographics. Firstly, as misguided and inconclusive evidence could lead to the discrimination of
applicants, the statistical or scientific guarantees for assumptions in design is significant in assess-
ing the validity of recruitment tools. Secondly, with globalization the workplace demographics
is continuously changing, systems inability to adapt would inhibit the diversity in theworkplace
(section 5.2.1). Therefore both the concepts are essential in assessing AI recruitment tools.

†http://www.fatml.org/resources/principles-for-accountable-algorithms

44

http://www.fatml.org/resources/principles-for-accountable-algorithms


6.3 Interviews

The level of details and completeness of themodel were validated in the previous section. How-
ever, the artifact is relevant only if it has utility in the real world. Therefore, the targeted users
of themodel - top-level HR executives that use AI systems in their recruitment process- were in-
terviewed to discern the utility of the model. A total of eight (30-45 minutes long) practitioner
interviews conducted in this evaluation.

The interviews were structured into three sections. The initial section focused on under-
standing the current process of assessing the AI-recruitment tool. The second section involved
explaining the assessment model developed to the interviewees. In the final section, the inter-
viewees were asked to reflect on different aspects of the model. Table 6.3 presents the interview
questions.

Domain Questions

Current process and tools

What were the primary considerations while selecting an
AI recruitment tool?
Do you use any frameworks to assess the fairness of these
AI recruitment tools?
Explaining the model

Fidelity with the real-world

In your opinion, are the concepts and the guiding
questions comprehensible?
In your opinion, Does this model match with the
fairness you may seek in a recruiting tool?
If not, what are the elements that you would add/remove
from this model?

Table 6.3: InterviewQuestions

6.3.1 Discussion

The initial section of the interview aims to understand whether the interviewees and their com-
panies used any formal procedures or models to assess the recruitment tools before deploying
it. Instead of an in-depth understanding of the existing process, the questions were focused on
indicating the utility of the assessment model.

45



The responses to these questions were similar. Data security and data protection were the
major considerations while evaluating the AI tools. According to a respondent
Interviewee 1

“Basically there are three typॸ of checking, of course, the functionality, IT department checks
the GDPR, data security compliance [and] financial department [checks] the financial matters”

The functional assessment was focused on data presentation, and the insights tools could
provide. Though many interviewees mentioned candidate experience as one of their primary
motives for using AI recruitment tools, the fairness was not considered in the assessment. The
interview responses also revealed that many lacked an understanding of the risks of AI. Intervie-
wee 4

“we use [a machine learning tool] for searching candidatॸ.... with requirement keywords, we
select the candidatॸ. How it can be unfair?”

Though a couple of interviewees were aware of AI unfairness (given the recent case of bias
in amazon’s recruitment system) but their understanding of the problem was also limited.
Interviewee 8

“Yॸ, AI fairness ॹ a hot topic, but I think it ॹ about the data.”

Another response also indicated the utility of the model.
Interviewee 1

“No, we don’t use any frameworks, but with problems of amazon AI, I think we have to
consider fairness.”

In the second section, the assessment model was explained to the interviewees. The general
impressionof the intervieweeswaspositive. The third sectionof the interview focusedongetting
feedback on the model. The interviewees were asked to comment on the comprehensibility and
utility. Table 6.4 gives an overview of the responses.

Job Titile Understandability Utility

Talent Acquisition Strategist ✓
✓
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Talent Acquisition Manager ✓
✓

Global HR ✓
5

Head of Talent Acquisition ✓
✓

Global HR ✓
✓

Talent Acquisition Specialist ✓
5

Talent Acquisition Consultant EMEA ✓
5

Head of Talent Acquisition ✓
✓

Table 6.4: Feedbackonthemodel-Thetickindicatespositiveresponseandcrossindicatesnegativeorneutralresponse

The negative responses were related to the ease of use of the model. Therefore the final
artifact has to addresses this shortcoming.

Interviewee 6

“model ॹ understandable, but [it ॹ] too broad, and I think its complex. Actually, if you want
the managers to use, it should be simple.”

Interviewee 7

“... you can make it ॷ a checklist”

6.4 Final Artifact

By creating a checklist with the concepts and guiding questions discussed in the previousmodel,
the final model ensures ease of use. Table 6.5 presents the final version of the assessment model.
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7
Conclusion and Reflections

Artificial intelligence is undeniably one of the dominant technology to date, and the rapid devel-
opments in the technology also confirm that it will continue to permeate our society. Currently,
the AI-driven transformation of the hiring process raises many ethical issues (Barocas & Selbst,
2016; Calders & Žliobaitė, 2013; Florentine, 2018). The improper use of such systems would
degrade the society and undermine trust in the technology and the organizations deploying it.
Therefore, organizations adopting AI recruitment systems have to take responsibility in ensur-
ing its fairness.

This study started with an objective that emphasizes the role of organizations (adopting AI
recruitment systems) in ensuring fairness in recruitment processes. The underlying hypothesis
of this research was that a fairness assessment tool would enable the organizational decision-
makers to filter out the unfair AI recruitment systems and consequently, this would urge the
developers to focus on societal values. Therefore the study designed and evaluated a conceptual
model for assessing the fairness of AI recruitment tools by following the DSR framework.

In this final chapter, Section 7.1 will conclude the research by answering the research ques-
tions, and the rest of the report reflects on different aspects of this research. The implications
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of this study are discussed in section 7.2. Section 7.3 details the research limitations and recom-
mendations for future research. Finally, section 7.4 explains how this research aligns with the
Management of Technology (author’s curriculum of study) curriculum.

7.1 Answers to the Research Questions

Section 2.2 formulated four research questions which will be answered in this section

RQ1 - What are the different elements of fair recruitment and selection process?

Different actors assess recruitment fairness differently. The report discussed recruitment fairness
from the two prospective applicants, i.e., applicants and outsiders (see section 3.2). The appli-
cants discern fairness from the outcome equity, job-relatedness, consistency, objectivity, oppor-
tunity to perform and reconsider the decisions. Further, applicants also value understandability,
feedback, respect, and warmth as pointed out by the interactional theory of fairness.

The outsider’s focus on group fairness rather than individual fairness. Therefore represen-
tativeness of different social groups is fundamental for the fairness from society’s perspective.
EU laws address the representativeness by mandating a certain level of statistical parity among
different social groups in the recruitment decisions. Moreover, the laws also prohibit the use of
sensitive attributes such as gender, race, sexual orientation and physical disabilities in the hiring
process to ensure social inclusiveness in the job market.

RQ2 - How do the inherent characteristics of AI decision-making process make the
recruitment system unfair?

The discussion on KDD and ML highlighted some of the inherent characteristics of AI such as
pattern recognition and inductive learning. The different paradigms in knowledge representa-
tion also underlined the complexities involved in AI algorithms(see section 4.1). These charac-
teristics may lead to unfairness in AI recruitment systems.

Inductive learning from historical or non-representative data would lead to inconsistent re-
cruitment decisions, and this may also affect the interpersonal effectiveness of recruitment. Sec-
ondly, though the use of specific sensitive attributes (like gender and race) are prohibited by
law, by pattern recognition the AI tools might find proxies for such sensitive attributes. So, if
algorithms lack focus, it would potentially discriminate certain groups in the society. Finally,
the algorithmic complexities make the AI decisions opaque. It reduces the understandability of
recruitment procedures and decisions.
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RQ3 - What are the existing frameworks or principle that focuses on responsible design and
governance of AI

Focusing on the responsible design, the ART design principle of AI discussed accountability,
responsibility, and transparency as the primary design consideration of AI(see section 5.1). Here
accountability refers to the obligation to justify and explain the decisions to the end users; re-
sponsibility focuses on reducing the risks in decision-making, and by describing and reproduc-
ing the decision-making process. GDPR informed the norms in automated data processing.
According to the regulation human interventions and meaningful explanations are necessary
while processing recruitment data. (see section 5.2).

RQ4 - By better understanding the fairness in organizational recruitment, how can the existing
frameworks be extended and integrated into a conceptual model that can assess the fairness of

AI recruitment tools?

By exploring the design principles for responsible AI, and General Data Protection Regulation
(GDPR). Themodel presents seven dimensionswhich translate the principles to design require-
ments to assess the fairness of AI-based recruitment system. They are: (1)Justification; (2)Expla-
nation; (3)Anticipation; (4)Reflexiveness; (5)Inclusion; (6)Responsiveness; and (7)Auditablity.
The model also ties these concepts with specific criteria of organizational recruitment fairness
such as consistency, interpersonal fairness, job-relatedness, and statistical parity (for a detailed
overview see section 5.3).

Finally, the completeness of the model was evaluated by discussing its alignment with other
frameworks with similar objective and utility of the model was validated by collecting feedback
from the intended users (HR executives).

7.2 Implications and Recommendations

This research has contributed to a better theoretical understanding of recruitment and AI fair-
ness. Furthermore, the research findings also have other implications.

From the practitioner interviews conducted during the evaluation phase, it was found that
the people championing AI transformations in HR are not fully aware of the risks of AI. A
few participants seemed to have overestimated their control over the system- which was evident
from their responses- and claimed that humansmade the final selection of candidates. However,
the pool of candidates from which the recruiters make their choice is pre-selected by a (biased)
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AI algorithm. This apparent superior control can, therefore, be deemed to be ”an illusion of
control bias” as discussed by Langer (1975). With this illusion of control, the managers might
unknowingly feed thebias inAI into their recruitmentprocess. In this context, it canbe expected
that when the managers would start using the assessment tool, they will develop algorithmic
literacy and be more aware of the risks of AI.

Corporate Social Responsibility (CSR) is an emerging field in business research andmanage-
ment of corporates; CSR, in general, entails that firms engage in ” actions that appear to further
some social good, beyond the interests of the firm and that which is required by law” (Choi &
Wang, 2009, p.117). Entertaining participation of diverse social groups and eradicating discrim-
ination is a social good. Since firms are the largest employer of human resources in a society,
actions internal to the firm, such as recruitment process, would have a broader societal impact.
Inparticular, if firms discriminate their employees or (potential) future employees based on their
background, this process undermines the goals ofCSR.Wehave seen that theAI algorithms tend
to discriminate candidates based on their diversity and can reject people from underrepresented
classes of the society. Therefore, by employing the model developed in this research, which will
support firms to ensure that their recruitment processes are fair, the potential discrimination
that the AI recruitment tools can bring can be avoided. Therefore, there is a possibility that the
firms can attract and employ more qualified candidates from diverse social groups contributing
to the goals of CSR.

Finally, the artifact designed in this research is not a standalone tool to ensure fairness, a few
regulations should complement it. As discussed in section 4.1, opening the data and algorithms
for audit would conflict with the developers’ notion of protecting their intellectual property and
proprietary technology. If auditing the data and algorithms aremademandatory by governmen-
tal policy, and if the auditwas to be carried out by a trusted third-party, it canbe expected that the
developers may be less hesitant to do so. Therefore, a recommendation would be to implement
such a policy and facilitate auditing by the government or other relevant parties.

7.3 Limitation and Future research

There are a few issues in this research that can be discussed as limitations of this research.
Firstly, this study explored the recruitment fairness by reviewing the behavioral science lit-

erature; empirical research was not performed to confirm this understanding. Though it can
be argued that the behavioral science literature have already discussed the perception of recruit-
ment fairness quite widely, but these literature has addressed the fairness of the traditional re-
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cruitment process with human decision-makers. Since, studies have pointed out that the people
judge human agents and artificial agents differently (Malle et al., 2015), the recruitment fairness
discussed in this report might digress from what people expect from an artificial agent. Future
research on fairness in AI recruitment could consider crowdsourcing the perception of fairness
from the actors by projecting different scenarios in AI recruitment. Such a study could extend
the assessment model as well as account for the cultural differences in assessing fairness.

The second limitation relates to the evaluationof the artifact. The evaluationofDSRartifact
focuses on iterative improvement. However, due to the lack of awareness on risks in AI, the
interviewees (i.e., executive HR managers that use AI tools in their recruitment process) were
unable to contribute to any significant improvement in the model. Though it can be attributed
to the early stages of the technological use-case, it can also be seen as a limitation of the sampling.
More respondents could have given a better model. An additional possibility could have been
scenario workshops focusing on the unfairness of AI recruitment tools, including both the HR
Manager and ITmanagers. Since the workshopmay reconcile the distinctive perceptions about
the topic, it may potentially elicit more creative input for the design, and modification of the
conceptual model.

The third limitation relates to DSR methodology. The DSR methodology has widely dis-
cussed different strategy for evaluating the artifact. However, it does not provide any guideline
on evaluating the design process. Though the practitioner interview confirmed the utility of
the model, it was not able to provide any creative suggestions for the model. If there had been
guidelines for evaluating the design process, this research could also have strengthened its claims
by evaluating it. Therefore the future research on DSR methodology can address this problem
by exploring strategies to evaluate the design process.

Finally, the evaluation in this research was limited to the perceived utility of the assessment
model. Though this is acceptable and common in the DSR, for an extensive understanding of
the usability and effectiveness of the model requires real-world testing. Depending on the tools
used in different stages of the recruitment and selection process, the assessment would have to
stressmore on specific concepts in themodel. So including these contextual factors to themodel
and evaluating the actual performance of themodel by a case study approach and could be future
research.
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7.4 MoT Curriculum Alignment

The MoT curriculum is an exploration of how technology can be leveraged to advance the pro-
cesses in organizations. The ethics and responsibility in the technological innovation remain a
core theme of the curriculum. Aligning with the curriculum this thesis analyzed the impact of
AI technology on the recruitment process, and the areas it could be improved for the benefit of
the society and organizations. Encompassing the scientific methods of design, discussed in the
Research Methodology course of MoT curriculum, this thesis ensures the scientific rigor. The
study touches upon different topics in Social values, Inter- and Intra- organizational decision-
making, and Data and Information management (ICT management specialization) courses in
the curriculum and also has policy implications for it. Thus this research leveraged both knowl-
edge and values the MoT curriculum.
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