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A B S T R A C T   

Several investigations have been undertaken to study the velocity and temperature fields associated with the 
thermal mixing between fluids, and resulting thermal striping in a T-junction. However, the available experi
mental databases are not sufficient to describe the involved physics in adequate detail, and, due to experimental 
limitations, accurate data on velocity and temperature fluctuations in regions close to the wall are not available. 
Computational Fluid Dynamics (CFD) can play an important role in predicting such complex flow features. 
However, predicting complex thermal fatigue phenomena is a challenge for the available momentum and heat 
flux turbulence models. Furthermore, such models need to be extensively validated. 

The aim of the present work is to design a reference numerical experiment for Direct Numerical Simulation 
(DNS) of a thermal fatigue scenario using Reynolds-Averaged Navier-Stokes (RANS) simulations. First, the 
feasibility of scaling down the Reynolds number from experimental cases to a computationally-feasible range is 
investigated. The junction corner shape is also modified to a slightly rounded corner, ensuring that the under
lying fundamental physical phenomena of turbulence and thermal mixing flow features are preserved. Finally, 
the pipe lengths of the model were calibrated to ensure there would be no interference of the upstream devel
oping region and the outlet boundary conditions on the thermal mixing at the junction. A sample under-resolved 
DNS case, with unity and low-Prandtl number passive temperature scalars, with iso-temperature, iso-flux and 
mixed (Robin) wall boundary conditions, are presented. This proof-of-concept simulation contributes to the 
finalization of the set-up for fully-resolved DNS with respect to the computational grid size selection and tran
sient characteristics.   

1. Introduction 

T-junction geometries are widely used components in the nuclear 
industry. The study of thermal mixing in a T-junction geometry remains 
an ongoing interest of researchers. Understanding and predicting the 
effects of thermal mixing which result in cyclical thermal stresses and 
ultimately thermal fatigue on the walls of T-junctions can lead to major 
advancements in the design of T-junction geometries, having significant 
positive implications on the maintenance and life of these cooling 
components. Numerous experiments and projects have been undertaken 
to study thermal mixing between the fluids and thermal striping/fatigue 
on the wall. 

An experimental campaign on thermal mixing in water was under
taken at the Vattenfall facility (Westin et al. (Westin et al., 2006; Westin 
et al., 2008); Odemark et al. (Odemark et al., 2009) for a T-junction with 

branch-to-main inlet diameter ratios of 1:1.4–1.54. The inlet Reynolds 
number (based on inlet velocity and diameter) ranged between 8 × 104 – 
8 × 105. Accompanying numerical simulations were also performed in 
order to validate modelling approaches. It was reported that Large Eddy 
Simulation (LES) and Detached Eddy Simulation (DES) approaches 
showed good qualitative comparison to the experimental data. Howev
er, the near-wall resolution was too coarse therein to accurately predict 
the thermal mixing in the T-junction. An OECD-NEA benchmark exercise 
was conducted in order to investigate the modelling capabilities based 
on this experimental dataset (Smith et al. (Smith et al., 2013). It was 
reported again that LES performed remarkably well in predicting tem
perature and velocity distribution. 

The MOTHER project was another collaborative effort into studying 
the predictive accuracy of different turbulence modelling methods for 
water in a T-junction geometry, including conjugate heat transfer with 
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the solid walls. Braillard et al. (Braillard et al., 2018) reported experi
mental measurements performed at FATHERINO facility of CEA for both 
rounded and sharp corner geometries. Both sharp and rounded corner 
geometries were considered within the project, at two different inlet 
Reynolds numbers – 4 × 104 and 6 × 104. Shams et al. (Shams et al., 
2018) reported a validation study with a total of 29 different CFD sim
ulations, including LES, hybrid LES-RANS and (U)-RANS methodologies. 
It was reported that LES was the more accurate approach with its pre
diction of the flow and thermal fields. However, the computational costs 
also ramp-up rapidly with increasing Reynolds numbers. Additionally, 
long sampling time is required to attain a statistically converged solution 
for the accurate prediction of the temperature fields in the solid. For 
these reasons, LES is considered too expensive to be used as a predictive 
tool. 

Kamide et al. (Kamide et al., 2009) reported the water experiments at 
the WATLON facility with branch-to-main inlet diameter ratio of 1:3. 
Within the collaborative ATLAS+ project, CFD was employed to repro
duce the experimental measurement of transient temperature behavior 
at the wall (De Santis and Shams (De Santis and Shams, 2018). It was 
reported that k-ω SST turbulence model provides the best accuracy and 
stability of the solution within the RANS framework. However, the 
magnitude and frequency of temperature fluctuations were not accu
rately represented by RANS. A reasonable trade-off between computa
tional effort and accuracy can be made using this turbulence model, 
since LES is too computationally demanding. 

Howard and Serre (Howard and Serre, 2015) stated that RANS 
models relying on the Boussinesq eddy viscosity models are found to 
inadequately capture the flow physics in the T-junction geometry sim
ulations due to their inability to model non-equilibrium turbulence. The 
non-equilibrium flows involved require the implementation of advanced 
wall functions to capture its effects. Similar conclusion was also reported 
for wall functions employed in wall-modelled LES (WM-LES) by Jayar
aju et al. (Jayaraju et al., 2010). Frank et al. (Frank et al., 2010) noticed 
that the wall-function approaches systematically under-predict the 
fluctuations near the boundaries. This implies that resolving the small- 
scale structures in the near wall regions is crucial to accurately pre
dicting the flow. 

DNS of a planar T-junction with rectangular cross-section was 
recently presented by Georgiou and Papalexandris (Georgiou and 
Papalexandris, 2018). The important features involved in the flow 
including the large recirculation bubble and the separation zone formed 
at the junction region were reported. They concluded that the thermal 
mixing that is observed is a result of the shear layer between the mixing 
fluids, and additionally, the shear layer between the branch fluid jet and 
the recirculation bubble. The thermal mixing is also enhanced by the 
turbulence generated in the adverse pressure gradient regions down
stream of the large recirculation bubble. This work also compared the 
performance of a wall-resolved LES and concluded that the LES faith
fully reproduced the thermal mixing. 

The above studies in the literature clearly indicate the need for nu
merical tools to faithfully predict the turbulent thermal mixing between 
the fluids, and thereby thermal fatigue/stripping in the solid walls. 
Before a validation exercise can be performed to further develop and 
calibrate the RANS modelling strategies, a high-quality reference data
base is needed. Thus, the objective of the present study is to design a 
high-resolution DNS case for thermal mixing in a T-junction. Although 
some recent works in the literature have reported high-fidelity numer
ical data for thermal mixing in T-junctions (Jayaraju et al., 2010; Frank 
et al., 2010; Georgiou and Papalexandris, 2018; Ung et al., 2014; Kang 
et al., 2019; Hattori et al., 2014), there still remains a gap with respect to 
DNS of circular pipe T-junction, which will be addressed herein. Past 
numerical studies have also reported only near-unity or high-Prandtl 
number flows. In the present DNS case, however, it is planned to 
incorporate both unity- and low-Prandtl number temperature scalars. 
The planned DNS may provide crucial data in understanding of turbu
lent heat transfer and thermal mixing mechanisms in T-junction 

geometries, especially for low-Prandtl fluids such as liquid metals, 
experimental measurements for which are difficult to obtain and high- 
fidelity numerical data in the literature is scarce. The DNS case will 
also include mixed thermal boundary conditions (Robin) at the wall 
which is reported to mimic the conjugate heat transfer with the solid 
wall (Flageul et al., 2015), as discussed later. This novel addition to the 
DNS case will provide a realistic boundary condition, as opposed to iso- 
flux (Dirichlet) or iso-temperature (Neumann) conditions. 

The undertaking of such extensive DNS campaign requires prepara
tion. In that context, a preliminary design and calibration exercise is 
reported herein in order to set up a DNS case. Reference experimental 
datasets in the literature employ geometries comprising of sharp corners 
at significantly high Reynolds numbers, which are computationally too 
expensive to reproduce in a DNS calculation. Thus, the first step in this 
process is to identify the corner shape required in the geometry, fol
lowed by the scaling down of the Reynolds number to a more compu
tationally feasible value for a DNS, without significant loss in 
fundamental flow features. This is followed by a geometry optimization 
procedure to reduce the size of the computational domain required. 
Based on the previous efforts reported in the literature, a steady-state 
RANS modelling strategy using the k-ω SST turbulence model is 
employed for calibration herein. The final case set up is employed to 
perform a proof-of-concept under-resolved DNS calculation, also re
ported herein. The objective of the under-resolved calculation, here, is to 
demonstrate the case set up and assess the feasibility of the fully- 
resolved DNS calculation. The UDNS results herein may also be used 
to finalize the meshing strategy implemented, along with any other 
simulation parameters of note. 

2. RANS calibration of the T-junction 

The RANS simulations are performed using the Siemens STAR- 
CCM+ v12 solver, using its implicit k–ω SST turbulence model. Second- 
order upwind differencing scheme is used for discretization of flow, 
temperature and turbulence parameters. The geometry used in the 
calibration of the T-junction problem is as shown in Fig. 1. The inlet and 
branch pipes are connected perpendicularly to each other and meet at 
the T-junction, where the mixing of the fluids from these pipes takes 
place and flow downstream through the outlet pipe. The corner of the 
junction can be prescribed with a radius of curvature. A diameter ratio of 
unity (i.e., ratio of diameters of branch to inlet pipe) is selected for the 
present case. The main inlet pipe serves as the cold fluid inlet, while the 
hot fluid is injected at the branch inlet. A Prandtl number of unity is set 
for thermal properties of the fluid. 

2.1. Corner shape calibration 

Sharp junction corners can present a stringent mesh requirement for 
a DNS calculation, increasing the total mesh size. Additionally, the small 
mesh elements at the corner may lead to high Courant numbers, 
resulting in smaller time-step size. Thus, to ease the computational effort 
for the DNS calculation, a calibration is first performed for the corner 
shape. Computations are performed using different corner radii ranging 
from rc/D = 0.02 – 0.33. It should be noted that smaller values of corner 
radii resulted in significant increase in mesh sizes, and thus are not 
investigated here. It is observed that the corner radius of rc/D = 0.02 – 
0.04 resulted in a reasonable depiction of the phenomena observed in 
sharp corner geometry, as can be seen in Fig. 2 below. At higher radii of 
curvatures, the flow appears to exhibit transient features. Thus, a radius 
of rc/D = 0.02 is selected for the case set up. 

2.2. Reynolds scaling simulations 

A significant issue with the available experimental datasets is that 
the Reynolds numbers are unreasonably high for reproducing the flow 
numerically. Thus, an investigation is performed to scale down the Re, 
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ensuring that fundamental turbulence and thermal mixing flow features 
observed at higher Re are similar to those at lower, computationally- 
feasible Re. The scaling test of Reynolds numbers is carried out at 

values of Re = 20000, 40,000 and 60,000 (where Reynolds number, 
Re = UbD/ν, is based on bulk inlet velocity and pipe diameter), and at 
values of Re = 5300, 9100 and 11,700 (corresponding to friction 

Fig. 1. T-Junction geometry employed in the present study.  

Fig. 2. Streamwise velocity contours for different corner radii.  

Fig. 3. Streamwise velocity profiles for different Reynolds numbers at (a) 1D, (b) 2D, (c) 4D and (d) 8D downstream of the junction.  
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Reynolds numbers of Reτ = 180, 290 and 360). Here, Reynolds numbers 
are based on diameter – Re = UbD/ν and Reτ = uτD/ν. 

Velocity and temperature profiles at locations 1D, 2D, 4D and 8D 
downstream of the junction are compared at different locations down
stream of the T-junction, for the different Reynolds numbers studied 
herein, as shown in Figs. 3 and 4. Here, the velocity is normalized with 
the value of the bulk velocity at the outlet, as U* = U/Ub, while the 
temperature is normalized between zero and unity, as T* =

(T − Tlow)/(Thigh − Tlow), where Thigh and Tlow are the fluid temperatures 
at the branch and main inlet pipes, respectively. There are marginal 
differences in both the flow and thermal fields in the upper region of the 
pipe. However, the overall physics of flow separation, recirculation and 
thermal mixing are also observed for all the Reynolds numbers studied 
herein. This implies that the scaling of the Reynolds number down to 
more feasible values for a DNS is possible. An inlet Reynolds number of 
Re = 5300 (Reτ = 180) is chosen for the present DNS case set up in order 
to reduce computational costs. 

It is noted that variations in normalized turbulent kinetic energy 
profiles exist (not shown here for the sake of brevity) in the present 
range of Reynolds numbers. Those differences, however, may be 
attributed to the performance of the turbulence model itself for different 
Reynolds number flows, especially when the lowest Reynolds number 
here (Reτ = 180) is close to the lower limit of turbulent flow regime. For 
this reason, turbulent kinetic energy profiles are not studied in further 
detail to determine the scalability of Reynolds numbers. Moreover, the 
mean flow and thermal mixing characteristics predicted by the turbu
lence model shows a remarkable scalability for all Reynolds numbers 
here. 

2.3. Pipe length optimization 

Further, an optimization study on pipe lengths is performed on the T- 
junction geometry. For the two inlet pipes, it is ensured that the flow 
development from the inlet region is not affected by the thermal mixing 

in the junction. This is done by checking how far upstream from the 
junction do the flow parameters deviate from fully-developed profiles. 
For this, simulations are performed with upstream lengths of 6D in both 
main and branch inlets. It should be noted that an additional length of 
recirculating regions is included in each inlet, ensuring flow develop
ment. Fig. 5(a) and (b) show the integral percentage difference in the 
flow parameters at different upstream locations from the junction for the 
main and the branch inlet respectively, with reference to fully- 
developed pipe flow profiles. It is seen from the error estimates that 
an upstream length of 2D is sufficient to eliminate effect of thermal 
mixing on both main and branch inlets. However, an additional length of 
1D is included as a safety margin. Thus, the total inlet lengths upstream 
of the junction is set at 3D. 

The length of the outlet pipe is finalized based on how far upstream 
does the outlet boundary condition (BC) affect the turbulent mixing in 
the region of interest (i.e. up to 8D downstream of the junction). Sepa
rate simulations are performed with total outlet pipe lengths of 8D, 10D, 
12D, 14D and 16D. Comparisons are made for flow profiles from sim
ulations with outlet lengths 8D, 10D, 12D and 14D with those from the 
simulation with an outlet length of 16D. It is seen that the change in 
downstream flow parameters for all outlet lengths, with respect to the 
reference 16D outlet length, are sufficiently low except for that in 8D 
outlet length. This is expected as the outlet BC at 8D is bound to affect 
the flow profiles in the vicinity (which lies in the region of interest). 
Hence to avoid all effects of the boundary, an outlet length of 12D is 
selected. The integral percentage difference in flow parameters at 
different downstream locations for the outlet pipe length of 12D, with 
respect to the reference outlet pipe length, is illustrated in Fig. 6. A 
safety margin of 1D is also included, making the final length of the outlet 
pipe as 13D. 

2.4. RANS meshing strategy 

The geometry is mapped with polyhedral cells in the junction, while 

Fig. 4. Normalized temperature profiles for different Reynolds numbers at (a) 1D, (b) 2D, (c) 4D and (d) 8D downstream of the junction.  
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the mesh is extruded from the junction in each inlet and outlet legs. 
Prism layers are used in the entire geometry to resolve the flow up to the 
wall. An iterative meshing strategy is adopted for the RANS simulations 
whereby a mesh sensitivity is performed after each of the above cali
bration steps. It is ensured that all results presented herein are grid in
dependent, and that the normalized grid parameters (i.e. y+wall, Δy+bulk, 
Δz+, etc.) are similar for each simulation. The surface-average y+wall in 
the entire geometry is kept below 0.4, while the maximum value at the 
junction rounded corners is roughly 2.0. A snapshot of the mesh on the 
junction cross-section for inlet friction Reynolds number, Reτ, equal to 
180 and rounded corners (rc/D = 0.02) is illustrated in Fig. 7. 

3. Mixed (Robin) boundary condition 

Inclusion of conjugate heat transfer (CHT) with solid walls in DNS 
amounts to large computational costs due to the slow statistical 
convergence of the thermal fields in the solid region. Flageul et al. 
(Flageul et al., 2015) has shown that a mixed (Robin) wall BC is able to 
sufficiently mimic CHT wall BC. A mixed BC may be represented by, 

AT +B∂yT = C (1) 

where A, B and C are coefficients. With manipulations (Flageul et al. 
(Flageul et al., 2015), it can be obtained, 

A2/B2 = 〈T
′2〉/〈∂yT ′∂yT ′〉 (2) 

Here, the numerator represents the temperature variance at the wall 
and the denominator represents its wall-normal component of dissipa
tion. The former may be obtained from an iso-flux wall BC, and the latter 
from an iso-temperature wall BC, in separate calculations. Thus, 
parameter set (A, B) can be chosen for this modelling strategy. It should 
be noted that statistics of the fluctuating temperature are not directly 
influenced by coefficient C. The mixed BC showed closeness in statistics 
such as the turbulent heat fluxes, temperature variance and their bud
gets compared to the conjugate heat transfer (Flageul et al. (Flageul 
et al., 2015). Hence it is expected that a similar mixed BC approach in a 
T-junction geometry will sufficiently represent the CHT wall BCs. 

In order to select the parameter set in the present calculation, 
separate channel flow DNS calculations at Reτ = 180 were performed 
with iso-flux and iso-temperature BCs (not presented here for the sake of 
brevity). It is estimated that ratio A2/B2 is equal to approximately 612.4 
and 27.3 for Prandtl numbers 1 and 0.025, respectively. The value of 
coefficient B is kept equal to the thermal conductivity of the scalar, k (=
μCp/Pr). 

4. Under-Resolved DNS calculation 

4.1. Case Set-up 

An under-resolved DNS (UDNS) calculation is performed to demon
strate the case set up. Simulation is performed using the spectral- 
element code Nek5000 (Fischer, xxxx). Nek5000 employs the Gauss- 
Lobatto-Legendre (GLL) polynomial expansion along each spatial di
rection. The velocity and the pressure fields are represented by the same 

Fig. 5. Percentage difference in different upstream profiles for the two inlet pipes.  

Fig. 6. Percentage difference in different downstream profiles for the 
outlet pipe. 

Fig. 7. Mesh on the T-junction cross-section for inlet Reτ = 180.  
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polynomial degree spatial discretization (the so-called PN-PN formula
tion). In order to avoid spurious pressure modes of the pressure–velocity 
collocated scheme, Nek5000 employs a high-order splitting approach 
(Tomboulides et al. (Tomboulides et al., 1997) that has shown high 
order accuracy in time and minimal mass conservation errors. The code 
offers a method of characteristics (OIFS) for time-advancement scheme 
whereby the calculations can run at CFL numbers higher than unity 
without loss in accuracy (Maday et al. (Maday et al., 1990); Fischer, 
xxxx). The present UDNS utilizes this scheme in third-order accuracy to 
keep CFL ≤ 2, which corresponds to a non-dimensional time-step of Δt+

~ 0.006 (where Δt+ = Δtu2
τ /ν). 

As stated previously, an inlet Reynolds number of Re = 5300 (Reτ =

180) is chosen for the present DNS case set up. The inlet and branch pipe 
lengths are 8D in length, which include a length of 5D recirculating 
region (Komen et al. (Komen et al., 2014). An outlet length of 13D is 
selected. The outflow is modelled with a turbulent outflow BC, while the 
walls are modelled as no-slip. Six temperature (passive) scalars are 
included as passive scalars in the calculation. The six scalars model iso- 
temperature (Dirichlet BC), iso-flux (Neumann BC) and mixed wall 
conditions (Robin BC), each for a Prandtl number of 1.0 and 0.025. The 
results of the calibration study summarized above form the basis of the 
case setup of the UDNS case. The wall friction and Kolmogorov length 
scale estimates from RANS determine the mesh requirements for the 
bulk and near-wall regions. It should be noted that the present meshing 
strategy (which is based on the estimates for the mixing region) maps the 
cross-section with the same number and size of cells in both the inlet and 
outlet regions. Further discussion on the spatial resolution in these re
gions is presented later. 

The domain is mapped with a macro-element grid size of 270480, 
which meets the fully-resolved DNS requirements at a spatial dis
cretization of polynomial order of N = 9. However, the present UDNS is 
performed at a polynomial order of N = 3. This gives a total of 17.3 ×
106 GLL grid points for the present UDNS. The discretization across the 
pipe cross-section is illustrated in Fig. 8. At this discretization, the 
maximum wall y+ in the inlet, outlet and junction regions are estimated 
to be 0.7, 1.5 and 5.7, respectively. The radial resolution in the bulk is 
estimated to be roughly 13.5 wall units. 

4.2. UDNS results 

Fig. 9(a) presents the wall friction velocity history plot for the inlet, 
branch and outlet legs and Fig. 9(b) presents the integral wall heat flux 
history plot of the two iso-temperature scalars. The flow transient is 
observed to be characterized by an initial period of flow development, 
followed by a quasi-steady state. In the present UDNS, the statistical 
calculation is started at t* = 100, after the flow reached a fully- 
developed state (where Δt* = tUb/D, and Ub is the bulk velocity of the 
inlet). The calculation is performed for several time-averaging periods as 
indicated in Fig. 9(b), and the statistical convergence is estimated by 
comparing the change in velocity and temperature statistics at down
stream locations of the T-junction. The change in the mean and r.m.s. 
fluctuating quantities at different averaging periods with respect to 
those at the final averaging period of Δt*

1 = 400 (or Δt+1 ~ 2500) is 
illustrated in Fig. 10 (a) and (b), respectively. The percentage change in 
statistical quantities is averaged over several sampling lines in the region 
0 – 10D downstream of the T-junction. In the figure, the horizontal axis 
represents the difference in time-averaging periods, with respect to the 
final averaging period of Δt*

1 = 400. It is seen that change in mean and r. 
m.s. quantities at the last sampled averaging period is less than 0.5% 
with respect to those at Δt*

1. This is considered to be sufficiently 
converged. Thus, the results presented hereafter correspond to time- 
averaging period of Δt*

1 = 400. It should be noted that higher-order 
statistics are not assessed here, as the low spatial resolution is likely to 
result in these statistics not converging at all. 

The statistical quantities for the present UDNS calculation are pre
sented next. It should be noted that all quantities are qualitatively dis
cussed, as any quantitative analyses of under-resolved calculation is less 
significant. The contour plots of instantaneous and time-averaged mean 
velocity magnitude are presented in Fig. 11(a) and (b), respectively. The 
axial and radial time-averaged r.m.s. components of velocity are pre
sented in Fig. 12(a) and (b), respectively. The plots clearly show the 
well-defined flow separation region immediately downstream of the 
junction at the upper wall, characterized by the low values of mean 
streamwise velocity corresponding to the region of high magnitude of 
the r.m.s. quantities. The higher mean values of the streamwise velocity 
below this region are representative of the mixing of the flows in the 
center of the pipe. It is observed that there is pixelation in the r.m.s. 
contours of the results of this UDNS case. This is likely due to physics not 
being captured due to the inadequate resolution offered by the present 
spatial discretization of the lower polynomial order. 

The instantaneous, mean and r.m.s. fluctuating component of the 
temperature scalars are presented in Figs. 13, 14 and 15, respectively. 
Following the velocity contours, a clear mixing region can be seen in the 
middle of the pipe downstream of the T-junction. There is a stark 
contrast between the contours of the different Prandtl number scalars. 
The Prandtl number being the ratio of the momentum diffusivity to the 
thermal diffusivity of the fluid concerned, implies that a lower value 
would show an increased diffusion of temperature through the same 
flow field. This can be clearly observed in the contour plots – the unity 
Prandtl number scalars show a larger region with higher temperature 
values at the top half of pipe; whereas in the low-Prandtl number scalars, 
the temperature appears to have diffused very close to the start of the 
mixing at the junction. The r.m.s. contours of the unity Prandtl number 
scalars further validate that the spatial discretization used needs to be 
further resolved to capture the physics of the thermal field. 

As stated previously, the coefficients of the mixed BC are estimated 
from separate channel flow DNS simulations at Reτ = 180 in order to 
mimic the condition of CHT. The fluctuating component of the tem
perature scalars are affected directly by the BC coefficients. Thus, it is 
expected that only the r.m.s. fluctuating component of these scalars 
mimic the CHT condition. On the other hand, the absolute value of the 
scalar has little significance here. Fig. 16 presents the contour plots of 
the r.m.s. fluctuating component of these scalars. 

Fig. 8. Mesh on the pipe cross-section discretized at N = 3 polynomial order.  
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The estimates for the mesh requirements for the final DNS are re- 
assessed using the present UDNS results. The recommended cell size 
for fully resolving physics of turbulent flow is Δ = πηk (Pope (Pope, 
2000). The estimated Kolmogorov length-scales for the present results 
are calculated from the dissipation of turbulent kinetic energy as ηk =
(
ν3/ε

)1/4, where ν and ε are the kinematic viscosity and turbulent ki
netic energy dissipation, respectively. Fig. 17 presents the local spatial 

discretization, Δ = (ΔxΔyΔz)1/3, normalized by ηk. It is seen that the 
maximum value of this quantity reaches ~ 13 in the mixing zone. 
Interpolating from the present discretization, polynomial order of N = 9 
should reduce this value to roughly ~ 4, which can be considered to be 
fully-resolving discretization. However, this value is expected to reduce 
to less than 1 in the upstream inlet regions and to ~ 2 in the downstream 
outlet region. This is an unnecessary ‘over-resolution’ of those regions 

Fig. 9. (a) Wall friction velocity history plot for the inlet and outlet pipes, and (b)wall heat flux history plots for the two iso-temperature scalars. Also shown in (b) are 
the different time-averaging periods employed in the estimating statistical convergence. 

Fig. 10. Percentage change in statistics between different averaging periods with respect to Δt*1 (=400) for (a) mean, and (b) r.m.s. fluctuating quantities.  

Fig. 11. (a) Instantaneous and (b) mean velocity magnitude.  

Fig. 12. R.M.S. of fluctuating velocity for (a) axial and (b) radial velocity.  
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Fig. 13. Instantaneous temperature scalars (a) iso-temperature BC, Pr = 1; (b) iso-temperature BC, Pr = 0.025; (c) iso-flux BC, Pr = 1; (d) iso-flux BC, Pr = 0.025.  

Fig. 14. Mean of temperature scalars (a) iso-temperature BC, Pr = 1; (b) iso-temperature BC, Pr = 0.025; (c) iso-flux BC, Pr = 1; (d) iso-flux BC, Pr = 0.025.  

Fig. 15. R.M.S. fluctuations of temperature scalars (a) iso-temperature BC, Pr = 1; (b) iso-temperature BC, Pr = 0.025; (c) iso-flux BC, Pr = 1; (d) iso-flux BC, Pr 
= 0.025. 

Fig. 16. R.M.S. fluctuations of mixed BC temperature scalars, (a) Pr = 1, and (b) Pr = 0.025.  
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compared to the local flow physics. It is recommended that a different 
meshing strategy be investigated whereby different number of cells and 
cell sizes can be mapped across the cross-section along the length of a 
pipe. With this strategy, the macro-element distribution may be adapted 
to the local flow requirements, in order to save computational require
ment of the final DNS. 

Further, the distribution of CFL numbers based on local instanta
neous velocities is presented in Fig. 18. Also shown in the plot is the 
mesh discretization at the polynomial order of N = 3. As stated previ
ously, time-stepping in the present calculation is regulated by a 
maximum CFL of 2. It is seen that this maximum value appears in only a 
few cells at the junction corner. The maximum allowed time-step ap
pears to be limited due to only these few cells. Thus, a further optimi
zation of the mesh is also recommended for the final DNS in order to ease 
this bottle-neck condition. 

5. Conclusions 

The calibration of a T-junction geometry for a DNS calculation is 
undertaken using RANS CFD simulations. The corner shape of the T- 
junction is modified to a corner with a radius of curvature, rc/D = 0.02 
so as to reduce computational costs of a sharp corner. A Reynolds scaling 
study is then performed to ensure the fundamental flow phenomena 
observed at higher Reynolds numbers are reproduced at lower, 
computationally-feasible Reynolds numbers. A Reynolds number of Re 
= 5300 (Reτ = 180) is finalized for the UDNS computation. A pipe length 
optimization study is then conducted to minimize the computational 
domain of the T-junction and therefore lower the computational cost of 
the UDNS. This results in fixing the inlet and branch lengths each at 8D 
(with the recirculating regions), and the outlet length at 13D (including 
a margin of safety). The inferences of the RANS calibration study are 
then used to set-up and run an under-resolved DNS calculation for the T- 
junction geometry. The time-averaging statistical calculations were 
started after a fully-developed flow was attained. It is shown that the 
statistics up to second order are sufficiently converged herein. The 
contours of the instantaneous, mean, and r.m.s. of velocity, along with 
those of the several temperature scalars have also been presented. 

The results of the present UDNS may be utilized to finalize the final 
DNS. The transient characteristics of the calculation provides a good 
estimate for the time period required for the flow to fully-develop in the 
domain. This provides the time at which time-averaging can be started 
in the calculation. The UDNS also provides a better estimate of the 
Kolmogorov length-scales, which can be used to assess the grid size 
requirement for a fully-resolved DNS. The present results for the poly
nomial order of N = 3 confirm the same from preliminary RANS that the 
present mesh will achieve the fully-resolved criteria for DNS at a poly
nomial order of N = 9. This will result in roughly 270 × 106 GLL points. 
An estimate of the total time required for statistical convergence of time- 
averaged quantities is provided here as well. For the present results at N 
= 3, the time-averaged quantities show a statistical error of less than 1% 
for a time-averaging period of Δt* ~ 400. 

Further optimizations of the meshing strategy may be performed for 
the upstream and downstream regions from the junction, as the present 

strategy results in an unnecessarily high resolution in those regions. 
However, reduction in computational costs are not expected to be 
significantly large. The mesh at the junction corner is also recommended 
to be optimized to ease the CFL requirement for the cells in the corner. 
This can greatly affect the time-stepping, reducing the overall compu
tational costs. Finally, it is recommended to analyse the results for the 
mixed BC in detail, in order to see assess the capability and limitation of 
this condition. 
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Fig. 17. Cell size normalized by Kolmogorov length-scale (Δ/ηk).  

Fig. 18. Instantaneous distribution of CFL numbers at the junction corner.  
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