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Summary

To reap the economic benefits of an ever-growimgransportation system and to meet the
increasingly stringent noise regulation, aircraftnufacturers are continuously searching for
solutions to aircraft noise. A significant amourfttiee noise emission is constituted by jet
noise, which is generated by the mixing processtwden the exhaust flow leaving the jet
engines and the atmosphere. A detailed understgngdfinthe jet flow mechanics is of
paramount importance to identify the processesoresple for noise production, i.e. the
acoustic sourceand, ultimately, to develop noise control straeg

This thesis proposes a novel experimental-basedhadelogy to investigate jet
aeroacoustics. Firstly, time-resolved tomographactiple image velocimetry (TR-TOMO
PI1V) is employed to have a time-dependent threesdsional (3D) description of the
turbulent patterns of the jet flow. Secondly, tleation between such patterns and the
instantaneous acoustic source is explored usingelPsw@eroacoustic analogy.

When the complexity of turbulent flow phenomena psisses the capability of
observation, such as in the case of planar PlVnigok, the number of dimensions of the
observation space is smaller than the natural dsioae of the phenomenon, leading to
ambiguities in the interpretation of the data. Efere, without a 3D time-dependent (4D)
description flow, an accurate evaluation of thetantaneous acoustic noise source may
become very difficult if not impossible. In this ext, 3D time-dependent measurements
are a necessary milestone in the path to the dewelnt of experimental aeroacoustics
methods based on PIV.

Time-resolved tomographic PIV experiments are cotetlatRe=5,000, based on the jet
diameter and the jet exit velocity, in a tailoredter jet facility. Measurements are
performed on jets issued through circular and 8Adrenozzles, with the latter configuration
that is nowadays used on civil aircraft jet engiteeseduce acoustic emissions. The attention
is placed upon the 3D organization and dynamicfioe¥ transition, where coherent flow
structures play a role in the generation of acoustise. A full 3D approach enables
unambiguous descriptions of the vortex topology,eiwample by the full vorticity vector or
the A,-criterion, while the temporal resolution allowsdaglssing the growth and development
of the coherent flow structures along with theirtoal interaction.

In the circular jet, shedding and pairing of vagcare the most pronounced phenomena
observed in the near field of the circular jet. Tinst and second pairing amplify the axial
pulsatile motion in the jet column and lead to tirewth of in-plane and out-of-plane
azimuthal waves. Typically, 4 main streamwise panes distributed around the vortex rings
at an angle of 30-40 degrees to the jet axis andemdth a characteristic inward-outward
radial motion induced by the passage of the voriteys. The spatial mode analysis shows
that the preferred mode of influence of streamwisices on vortex rings has wave number
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k=4, with the axial vorticity induced by streamwjsairs on the vortex ring that is staggered
in phase opposition at the regions of interactishere primary instabilities grow. With the
growth of in-plane azimuthal instabilities, vortarg humps are tilted and ejected along the
axial direction as they are subjected to highealax¢locities. By the end of the potential
core, this process culminates in the breakdownhef toroidal shape into streamwise
filaments oriented at 30-45 degrees to the jetamdsperipheral structures of “C” shape. The
formation of “C” structures and the ejection of ter humps are characterized by maximum
activity of stretching and tilting fields.

The analysis of the 3D patterns in the region afgition from the axisymmetric to the
three-dimensional regime is aided by applying prom¢hogonal decomposition (POD) to
velocity, vorticity and Lamb-vector fields, witheHatter that accounts for the flow state in
Powell's aeroacoustic analogy. The first 10 modesamalyzed. In all decompositions, the
presence of vortex rings travelling after pairisglescribed by the first pair of modes. In the
velocity modes, the axial component identifies alical motion in the region across the end
of the potential core, while it describes flappamgd precession motions further downstream.
In the vorticity decomposition, the first pair ofoes shows that travelling vortex rings are
accompanied by the radial and axial vorticity feeldeveloping across the end of the
potential core with a 40-45 degree inclinationfe jet axis. This pattern, also observed in
mode pairs at lower energy, is ascribed to thegqe®of vortex ring breakdown. Analogous
patterns are observed in the Lamb vector modes.

In the jet with chevrons, the axisymmetric ringelikoherence of the circular jet is not
encountered. Instead, streamwise flow structureazahuthal vorticity emanate from the
chevron apices, and counter-rotating streamwisticesrof axial and radial vorticity develop
from the chevron notches. The decay of streamwisdices is accompanied by the
formation of C-shaped structures. This processes amsociated with peak activity of
stretching and tilting fields.

The relation between coherent flow structures dmdinstantaneous acoustic source is
investigated recalling Powell's aeroacoustic anglogith the acoustic source that is
identified by the second time derivative of the ltamector. The spatio-temporal evolution
of the source is mapped and is compared to thidteofortices, to visually detect flow events
involved in the acoustic generation. In the circujat, pronounced source activity is
observed in correspondence to vortex pairing, atialuinstabilities and streamwise
filaments, with the largest generation by the ehthe potential core during the vortex ring
breakdown process. In the region near to the np#tmePOD analysis of the acoustic source
shows a characteristic toroidal coherence thagleted to vortex ring shedding and pairing,
whereas, in the region by the end of the potentia¢, where the vortex rings breakdown, it
describes the development of three-dimensionalitiances at 40-45 degree to the jet axis.
Such disturbances are associated with Strouhal eunb5< St< 1.9, which are higher than
those found for the velocity, vorticity and Lambct@ modes (typicallyst<0.9). In the
chevron jet, instead, evident peak activity is régb during the process of streamwise vortex
decay and C structure formation.

Performing unbiased acoustic predictions of the neise with TR-TOMO PIV
measurements is a challenging task due to the redmist on the extent of the instantaneous
measurement domain and on the required spatial tamgboral resolutions. This work
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attempts to meet this challenge with measuremeatfoned at spatial and temporal
resolution (up to Strouhal of 4) that enables tprapiate not only the details of the vortex
interactions but also their connection to the lopattern of acoustic source. Moreover,
measurements are conducted over a jet axial etitants sufficiently long (10 jet diameters)
to capture the large-scale events from the nozzké fet diameters beyond the end of the
potential core. Far-field acoustic predictions pegformed by direct evaluation of Powell’s
analogy using TR-TOMO PIV data. The spectrum of dlheustic pressure shows peaks at
the pairing and the shedding frequencies and aderdaump (X St<2.25). This is ascribed
to the breakdown of ring vortices, after visualigpecting the acoustic source dynamics and
having found that the frequencies (19DSt<1.9) associated with the 3D waves of the
source modes lie within the range of the spectraih






Samenvatting

Om de economische voordelen van een alsmaar grbéiehttransportsysteem te kunnen
oogsten en om aan steeds strenger wordende gelaitissiregelgeving te kunnen voldoen,
zijn vliegtuigfabrikanten continu op zoek naar imates voor het reduceren van
vliegtuiglawaai. Een groot deel van het lawaai wovdroorzaakt door het mengproces
tussen de uitlaatstroom van de straalmotor en dwsdéer. Het doorgronden van de
mechanica van de straalmotoruitstroming is van tgbetang voor het identificeren van de
processen die lawaai produceren (de akoestisch® krg uiteindelijk, lawaai reducerende
strategieén te ontwerpen.

Dit proefschrift introduceert een nieuwe, op expemten gebaseerde, methodologie
voor het onderzoeken van de aero-akoestiek vamlstodoren. Ten eerste wordt Time-
Resolved Tomographic Particle Image Velocimetry {TBMO PIV) toegepast om een
tijdsafhankelijke driedimensionale beschrijving vate turbulente patronen van de
straalstroming te verkrijgen. Ten tweede is detieelaussen zulke patronen en de directe
akoestische bron verkend met behulp van Poweltsalavestische analogie.

Als de complexiteit van de turbulente stromingsferoen de mogelijkheden tot
observatie te boven gaat, zoals bij de planaire-tet¥iniek het geval is, is het aantal
dimensies van de observatieruimte kleiner dan deungke dimensie van het fenomeen,
wat leidt tot dubbelzinnigheden in de interpretatém de data. Daarom is zonder een 3D
tijdsafhankelijke (4D) beschrijving van de stromiagn accurate evaluatie van de directe
akoestische bron bijzonder lastig. In deze conmixt 3D tijdsafhankelijke metingen een
noodzakelijke mijlpaal op de weg van de ontwikkglwvan experimentele aero-akoestische
methodes gebaseerd op PIV.

TR-TOMO PIV experimenten zijn uitgevoerd bij Re=800 gebaseerd op de
straaldiameter en uitstroomsnelheid, in een speaaawvorpen waterstraal opstelling.
Metingen zijn uitgevoerd op stralen uit cirkelvogmien 6-voudig gekartelde straaltuiten; de
laatstgenoemde configuratie wordt tegenwoordigsbigalmotoren van verkeersvliegtuigen
toegepast om akoestische emissies te reduceremamiacht is gericht op de 3D organisatie
en dynamica van stromingstransitie, waarbij cohtersetromingsstructuren een rol spelen bij
het genereren van lawaai. Een volledige 3D benaglerhaakt een ondubbelzinnige
beschrijving van de werveltopologie mogelijk, biprbeeld met behulp van de volledige
vorticiteitsvector of hek,-criterium, terwijl de tijdsresolutie het mogelijkaakt de groei en
ontwikkeling van de coherente stromingsstructuren onderzoeken samen met hun
onderlinge interactie.

In de cirkelvormige straalstroming zijn het ontstan het paren van wervels het meest
uitgesproken fenomeen dat optreedt in het nabijd. vPe eerste en tweede paringen
versterken de axiale pulserende beweging in dalstraleiden tot de groei van in-het-vlak
en buiten-het-vlak gelegen azimuthale golven. Daang zijn 4 stroomsgewijze hoofdparen
verdeeld rond de wervelring onder een hoek varmB8Qa graden ten opzichte van de straalas
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en vertonen een karakteristieke buitenwaarts gericdiale beweging, veroorzaakt door de
passerende wervelringen. De ruimtelijke modaalesgalgat zien dat de voorkeursmodus van
invloed van stroomsgewijze wervels op wervelringem golfgetal k=4 heeft, met de axiale
vorticiteit geinduceerd door stroomwijze paren epnrvelring, die is versprongen in fase-
oppositie in de interactiegebieden, waar primaistabiliteiten toenemen. Met de groei van
in het vlak gelegen azimuthale instabiliteiten, @@t uitstulpingen van de wervelring
gekanteld en naar buiten gedrukt langs de axialginig, terwijl ze blootgesteld worden aan
hogere axiale snelheden. Tegen het einde van eatazlkern leidt dit proces tot de afbraak
van de toroidale vorm en de creatie van stroomggevilamenten die onder een hoek van
30-45 graden georiénteerd staan ten opzichte vasirdalas en perifere structuren met een
C-vorm. The formatie van C-vormen en de uitstotingn wervelbulten worden
gekarakteriseerd door maximale activiteit van $tezkle en kantelende velden.

De analyse van de 3D patronen in het gebied waaowdegang optreedt van het
asymmetrische naar het 3D-regime wordt onderstedmat het toepassen van “Proper
Orthogonal Decomposition” op snelheid, vorticitein Lamb-vectorvelden, waarbij
laatstgenoemde de stromingseigenschap represedieeran belang is voor Powells aero-
akoestitische analogie. De eerste 10 modi zijn glgaeerd. In alle decomposities wordt de
aanwezigheid van wervelringen die na paring strdaaarts reizen beschreven door het
eerste paar modi. In de snelheidsmodi identificdertixiale component een helixbeweging
in het gebied voorbij het einde van de potentiaalkéerwijl het flappende en precessie
bewegingen verder stroomafwaarts beschrijft. Invdeiciteitsdecompositie laat het eerste
paar modi zien dat de getransporteerde wervelringegezeld worden door de radiale en
axiale vorticiteitsvelden die zich ontwikkelen vbirhet einde van de potentiaalkern onder
een hoek van 40-45 graden ten opzichte van deladrdait patroon, dat ook waargenomen
wordt in modusparen bij lagere energie, wordt tgegeeven aan het afbraakproces van de
wervelring. Analoge patronen worden waargenometeihamb-vectormodi.

In de straal met kartels wordt de axiaal-symmeteascingachtige coherentie van de
cirkelvormige straal niet waargenomen. In plaatsardan komen stroomsgewijze
stromingsstructuren van azimuthale vorticiteit v@@ karteluiteinden en contraroterende
stroomsgewijze wervels van axiale en radiale viteitcontwikkelen zich vanuit de inkeping
van de kartel. Het geleidelijk verzwakken van stnegewijze wervels gaat gepaard met de
formatie van C-vormige structuren. Deze processerden geassocieerd met piekactiviteit
van strekkende en kantelende velden.

De relatie tussen coherente stromingsstructuremesrinstantane akoestische bron is
onderzocht met Powells aero-akoestische analoged, de akoestische bron die wordt
geidentificeerd door de tweede afgeleide van deb-aector. The ruimte-tijd evolutie van
de bron is in kaart gebracht en vergeleken mevaiede wervels, voor de visuele detectie
van stromingsgebeurtenissen die betrokken zijn #kjoestische generatie. In de
cirkelvormige straal wordt uitgesproken bronacéititwaargenomen in overeenkomst met
wervelparing, azimuthale instabiliteiten en strogewsijze filamenten, waarbij de grootste
generatie plaatsvindt bij het einde van de potaiit@n tijdens het afbraakproces van de
wervelring. In het gebied nabij de straaluitlaattlde POD analyse van de akoestische bron
een karakteristieke toroidale coherentie zien, gheelateerd is aan de wervelring die
afschudt en paart, terwijl in het gebied bij hehdel van de potentiaalkern, waar de
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wervelringen opbreken, het de ontwikkeling van 3Briagen onder een hoek van 40-45
graden ten opzichte van de straalas beschrijfkeZstoringen worden geassocieerd met een
Strouhal getal 1.058St<1.9, hetgeen hoger is dan wat gevonden werd voasndéheid,
vorticiteit en Lamb-vectormodi (typisch S10.9). In de kartelstraal werd daarentegen
evidente piekactiviteit geregistreerd, tijdens peaices van stroomwijze wervelafbraak and
C-vorm formatie.

Het uitvoeren van eenduidige akoestische voorsyggh van het straallawaai met TR-
TOMO PIV metingen is een uitdagende onderneming dedoeperkingen op de grootte van
het directe meetgebied en de vereiste ruimtelijketijelsresoluties. Dit werk probeert de
uitdaging aan te gaan met metingen die zijn uitged@p een ruimtelijke en tijdsresolutie
(tot een Strouhal van 4) die het mogelijk maakt omt alleen de details van de
wervelinteracties weer te geven, maar ook hun iecltwit het lokale patroon van de
akoestische bron. Daarbovenop zijn metingen uitgeyover een axiale lengte die genoeg is
(10 straaldiameters) om de grootschalige gebessdenivan de straal tot 4 straaldiameters
voorbij het einde van de potentiaalkern vast tgéeg Verre-veld akoestische voorspellingen
zZijn uitgevoerd door directe evaluatie van Powaeltalogie op basis van TR-TOMO PIV
data. Het spectrum van de geluidsdruk laat pielem zij de frequenties van het vormen en
paren van de wervels, alsmede een bredere bgIS{¥ 2.25). Deze wordt toegeschreven
aan de afbraak van ringwervels, nadat op basieearvisuele inspectie van de akoestische
brondynamica is vastgesteld dat de frequentieS & %< 1.9) die geassocieerd zijn met 3D
golven van de bron modi binnen het bereik van @etsale bult liggen.
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Chapter 1

Introduction

Noise is one of the most important sources of emwirental annoyance in urban
communities. Noise is annwanted soundhat is the by-product of operating mechanical
devices such as motorized vehicles, industrial nmeckes, computers, air-conditioning
systems, among others. Such sound constitutes m &renvironmental pollution that
disturbs communication and speech intelligibilidanterferes with sleep and mental tasks.
Besides creating discomfort, a prolonged exposwenbise can have detrimental
consequences on human health, such as cardiovadw@agard, hearing impairment and
abnormal endocrine reactions (Ising and Kruppa4208Iso, it can affect social behavior
and workplace safety (Kryter, 1994). To limit thensequences on public health and safety,
governmental legislation on acoustic emissions basome increasingly restrictive,
especially in matter of ground and air transpovibjch are the major causes of noise
pollution in nowadays cities (Smith, 1989). A sadatto noise exposition often lies in the
use of acoustically insulating materials, which, édaample, are used for the construction of
buildings located in proximity of highways, traifasons and airports. Such solution,
however, can be very expensive and applicable tinlgonfined environments. Alternative
strategies, instead, aim at abating the noise at sihurce itself. In this prospective,
understanding the sound generation process iste@dgerdesign quieter devices.

Noise can be generated by structural vibratioresntial phenomena, electric discharges
or unsteady flows. The latter can generate soutéreby themselves (e.g. in a high-speed
jet) or by interacting with a surface such as owvavities. The largest part of the sound
produced in civil aviation has aerodynamic natufe. comply with today increasingly
stringent noise regulations, aircraft manufacturaere seeking for design solutions that
reduce noise emissions. Evidently, the developmérsuch technologies requires a better
knowledge of the noise generation mechanism, whighot yet well understood for a
number of cases, which become the objective ofsiiyation of several scientific studies. A
contribution to the above topic is offered withiretpresent thesis.
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1.1 The noise-issue in civil aviation

After the Second World War, the rapid growth ofilcaviation has brought much greater
intrusion of noise on community life due to incriegsair traffic and growing populated
areas nearby airports. The increasing number digabmplaints, as well as the evidence of
health hazard from noise exposure (Fransseh.,e2002; Eriksson edl., 2007), has led the
aeronautical authorities to impose ever-increagirsglingent noise certifications standards
on aircrafts. On the other hand, in response tallcommunities’ concern, airports have
adopted severe restrictions on night operation20bl, for example, the night traffic at
Amsterdam Schiphol Airport was reduced to only 7%the day-traffic (Traffic review
2011). Moreover, to discourage airlines from kegpiisy aircrafts, many airports apply
extra charges, which can even result in a 100%e&sw in take-off/landing fees, depending
on the noise certifications of the airplane.

The need for noise damping technologies and relséatet noise became more pressing
in the early 1950s, when the first commercial jetvpred aircrafts entered into service.
Although, in general, jet powered aircrafts havedmee progressively quieter with the
introduction of turbofan engines in the 1960s aAd@(k (Figure 1.1), the reduction in the
noise level has not been sufficient to allow insesh operations without affecting the
community peacefulness. Therefore, the design @tguaircrafts is today a key strategy to
enjoy the economic benefits of an ever-growingrainsportation system.
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Figure 1.1 Progress in aircraft noise reductiora(kd, 2003)
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1.2 Aircraft jet noise

A significant amount of the total noise emissiorfisaccivil aircraft is associated with the
mixing process between the exhaust flow leavingj¢hengines and the atmosphere. Such
noise, commonly referred to as jet noise (SmitlB9)9which is a low pitched rumble that is
particularly pronounced at take-off, when full tris required. The rest of the aircraft noise
is instead generated by the air interacting withahrframe (undercarriage, high lift devices,
fuselage) and the rotors (fan, compressor, turljeteexhaust), and, in general, is more
dominant at approach (Figure 1.2).

Jet noise is substantially reduced by turbofanesgstand, more recently, by nozzle
geometry configurations, such as the chevron ndratee details are given in section 2.2.2).
Nowadays, the on-going development of such teclgiedocontinuously requires a deeper
knowledge of the jet flow mechanics to understahittv processes are responsible for noise
production.
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Figure 1.2 Breakdown of the noise sources of a modemmercial aircraft (Kroo, 2003)

1.3 Aeroacoustics

In 1952, the pioneering work on sound generateddymamically was published by Sir
James Lighthill, who, in the context of attemptitgy predict the intensity of the noise
produced by turbulent jets, proposed a theoretipptoacH'... for estimating the intensity of
the sound produced in terms of the details of thie fllow...”. Lighthill showed that the
noise intensity of turbulent iso-thermal jets isgortional to approximately the eighth power
of a characteristic jet velocity. Lighthill's thgoestablished the foundation aéroacoustics
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an area of science that blends together fluid m@chaand acoustics, with particular

emphasis on the process of sound production byeadgtflow phenomena. Advances in

aeroacoustics are regularly reported in literamd many reviews are available as well as
textbooks (Goldstein 1976; Howe 2003). A review tive aeroacoustic problem in

aeronautics is given by Ffowcs Williams (1977).

Initial efforts have been taken in the directionaoimathematical reformulation of the
governing flow equations. Lighthill obtained a ritsin the form of a wave equation,
commonly referred to as Lighthill's aeroacousticalagy (see section 2.3.1), where the
source term takes into account of the pressur¢utitions produced by the flow turbulence.
The main idea behind the approach is separatingdbad generation mechanism from that
of pure sound propagation.

Lighthill's analogy, which is valid only for the smacoustics of unbounded turbulent
flows, such as free jets, was followed by furthengralizations. Curle (1955) and Ffowcs
Williams and Hawkings (1969) extended the Lightkiheory into new formulations that
also account for the aeroacoustic production biyuience interacting with solid bodies, such
as in the case of propellers-wing interactions ainflame noise. The aeroacoustic analogies
of Phillips (1960), Lilley (1974) and Goldstein %) included the effect of interaction
between the flow and the acoustic waves, wherehsr®thighlighted the role of flow
vorticity, such as those by Powell (1964), Howe 78Pand Moehring (1978). In all the
formulations, the generated sound is assumed teuoh a small, therefore negligible
pressure disturbance compared with the dynamicspredluctuations in the flow. The latter
assumption is not valid when flow compressibilitysas at values of the Mach number
approaching unity.

1.3.1 Investigation of aeroacoustic sound generation

Although the aeroacoustic analogies are approptiat@ssociate the turbulent flow
motions and the generation of acoustic waves dm@y, do not provide explicit clarification
about the flow properties that are most involvedhe generation of noise. Details on the
controversial discussion on jet noise are giverthim reviews by Tam (1998), Jordan and
Gervais (2008), and Jordan and Colonius (2013)s Ti&i mostly due to their integral
formulation of the sound source, which makes iffidift to associate acoustic noise
generation to a specific flow event isolated frdra bthers. Nevertheless, the solution of the
problem still requires the complex flow behaviorlde known or extensively measured in
order to properly define thacoustic sourcewhich makes the understanding of the flow
organization and dynamics of extreme importance.

Acoustic perturbations are generally much smaltéreghold of hearing 2 TOPa
compared to 10of the atmospheric pressure) compared to the romteces present in the
flow where they are generated, which include twhtidisturbances, related to pressure and
velocity gradients and entropic disturbances. Wtilese disturbances move with the flow
and have a little effect away from the flow regi@toustic disturbances can efficiently
propagate over long distances. These characteristake aeroacoustics a challenging field
of research.
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1.4 Computational aeroacoustics (CAA)

While for several decades after their first introtilon, acoustic analogies were only applied
to simplified analytical flow models, or were usad a dimensional tool, and predictions
were based on empirical methods (Bailly and Bo@ép4), nowadays, with the exponential
growth of computer power and with the developmehtfast and accurate methods for
computational fluid dynamics (CFD), acoustic analygf more complex flow configurations
can be afforded by numerical methods, that are comiynreferred to as computational
aeroacoustics (CAA, a complete review on severgragches is given by Wangt al,
2006). These methods combine unsteady flow sinmiatof the noise-producing region by
direct numerical simulation (DNS), large eddy siatidn (LES, Figure 1.3) or unsteady
Reynolds averaged Navier-Stokes equations (URAN&)ulation, with one of the
aeroacoustic analogies (Lighthill, 1952; Powell 49Bfowcs Williams and Hawkings 1969;
Howe 1975; Moehring, 1978).

While acoustic investigations with the DNS approd@ve mostly focused on the
fundamental aspects of circular jets at low Reysa@idmber (Freund, 2001) due to the high
computational cost, flow regimes of actual indastaipplication Re-10°) can be afforded by
LES (Bogey et al., 2003; Boersma, 2005), mixed WHSANS approaches (Colonius and
Lele, 2004) and unsteady RANS simulations (Wrighal, 2004). It is well known that the
disturbances associated to the acoustic phenontenaf aome order of magnitude smaller
than ambient pressure (in case of loud turbojesena@if 114dB at the sideline point of
certification, the radiated pressure fluctuationléss than 10 of the ambient pressure),
which challenges these methods in terms of requakliracy (Colonius and Lele, 2004).
Despite the limitations of the current tools, impott results have been recently achieved in
the field. Recently, for example, high Reynolds hemjets issued through more complex
geometries, such as lobed and chevron nozzles,desrerecently afforded with LES (Xéd
al., 2009; Uzun and Hussaini, 2009).

Figure 1.3 A composite visualization of an unhedtglulent jet aM= 0.9 and its sound
radiation obtained by LES from Bodony and Lele @0@olored contours show the
vorticity magnitude and highlight the jet turbulend@he grey scale contours represent
dilatation and show the radiation pattern of adousaves
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1.5 Experimental aeroacoustics

1.5.1 Pressure sensors and microphone beam-forming

Current standard experimental investigations iragsustics rely on the localization of the
acoustic source by surface pressure measurementhiazed microphone beam-forming
technique (Dougherty, 2002; Brooks and Humphre@862, a 2D source imaging technique
which was originally introduced by Maynaed al. (1985) and is nowadays also applicable to
moving sources (Sijtsma, 2006; Figure 1.4). Thigeginental approach has the advantage to
deal directly with the acoustic field, enabling ttiearacterization of the spectral properties
and the determination of the sound pressure leitblgood precision, thus not requiring any
accurate solution of the flow field. Clearly, thexdback lies in the lack of information about
the flow phenomena at the origin of sound emissiam, the source As a result, the
measurements require much scrutiny if the researishéo identify the physical causes
behind the noise emission.

Figure 1.4 Noise source map of civil aircraft obtal by beam forming technique (Sijtsma,
2006)

To supply local information on the fluctuating psase, surface-mounted pressure sensors
are placed on the test models. This allows obtginiary accurate and well localized
information complementary to the remote measurenmntphased microphone arrays.
However, the integration of instruments onto thedelsurface is rather complex and, often,
only a limited number of sensors can be installetijch limits this approach to the
verification of other techniques. In addition, whanfree shear flow is concerned, the
pressure sensors are positioned by means of desigmgports, which, if located not
sufficiently far away, affect the flow itself.
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1.5.2 The challenge of the flow visualization approach

Since 1960s the experimental descriptions of jewfktopology were based on flow
visualization techniques, such as Schlieren phafugyr (Bradshavet al. 1964; Crow and
Champagne, 1971; Paschereit, 1992), smoke vistializgBecker and Massaro, 1968),
hydrogen bubble visualization (Yule 1978), lasatuiced fluorescence (LIF, Dimotakét
al., 1983), while the information on the related vélpdield was retrieved by single-point
measurement techniques, such as laser-Doppler ametnyo(LDA, Dimotakiset al, 1983)
and hot-wire anemometry HWA in single (Crow and @pagne, 1971; Laet al. 1972;
Moore, 1977) and multiple probe configurations ¢@initi and George, 2000).

In the last decades, the advent of particle imaglecimetry PIV (Willert and Gharib
1991; Raffelet al, 2007) and its developments (stereo-PIV, Arroyd &mneated 1991; dual-
plane stereo-PIV, Kéhler and Kompenhans 2000) hieek to a better quantitative
understanding of several problems in fluid mech&niReviews on this topic are given by
Adrian (1991, 2005) and Westerwestl al., (2013). In jet flows, PIV measurements were
typically performed along streamwise or cross-seeti planes to investigate, quantitatively,
the properties of shear layer and the transitiatepas. Liepmann and Gharib (1992) used
velocity information to evaluate the out-of-planerticity associated with streamwise
structures, whereas Ganapathisubrangnal. (2002) also showed the related patterns by
velocity gradient an@-criterion (Jeong and Hussain, 1995). For a higtedget, Tinneyet
al. (2008a) extracted the POD modes from stereo PBésesectional realizations and
showed the mechanism of fluid entrainment with londer reconstructions of the velocity
field.

Ped

Figure 1.5 Iso-surface of vorticity magnituds £ 2.5 §*. (a)t =t,, (b)t=t, + 0.330 s, (¢}
=1, + 0.660 s (Hori and Sakakibara, 2004).

The successful development of PIV systems perfagnainhigh-repetition rate enabled
time-resolved measurements of more realistic flowfigurations (Schroedet al. 2004). In
high-speed cold and hot jets at 0.5 to 0.9 Mach bars) Wernet (2007) applied time-
resolved PIV (TR PIV) at a sampling rate up to P kreporting that TR PIV measurements
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captured the major features and most of the spestergy. More recently, time-resolved
stereo PIV was successfully used to study theritesteeous entrainment in relation with the
transition patterns in circular and daisy-shapeificer jets atRe= 3,600 (El Hassan and

Meslem, 2010) and, with a similar approach, touiscthe influence of K-H vortex rings on
the instantaneous entrainment and net volume fitkeé near field of a cross-shaped orifice
jet (El Hassaretal., 2011).

The flow turbulence is characterized by temporalyolving, highly complex three-
dimensional patterns, resulting in a complex stmectof the flow fluctuations, with broad
spectrum of both temporal and spatial scales. Thexe time-resolved volume-based
measurements are of great interest to describethhee-dimensional flow evolution,
especially in configurations where the flow does$ exhibit symmetry along a plane or an
axis. In most cases several planar measurementeegssary for a global characterization.

High speed scanning stereo PIV system (Bruecke®s)Yl®vas applied by Hori and
Sakakibara (2004) on a jetRe= 1,000 to reconstruct, in a 3D domain, temporglisaces
of velocity fields. These where used to map segeeé iso-surfaces of vorticity magnitude
which illustrated the convection of elongated cenerstructures in the region between 35
and 55 jet diameters downstream the nozzle exgufei 1.5). A scanning stereo PIV was
used by Wet al. (2011) to study the three-dimensional flow struesuin the tip region of a
water pump rotor blade. Other methods to obtairegftimensional three-components
(3D3C) flow measurements that have been later dpeel are 3D particle tracking
velocimetry (3D PTV, Maagt al., 1993), holographic particle image velocimetry (MPI
Hinsch, 2002) and, recently the most assessed, di@pbic Particle Image Velocimetry
(TOMO PIV, Elsingeet al.,2006). Staackt al.(2010) compared TOMO PIV measurements
and volumetric velocity fields reconstructed by rsuag light sheet technique (Bruecker,
1995). They concluded that the former approach despetter with the mass conservation
principle (for an incompressible flow) comparedhe latter. Later, Khashehcsi al. (2010)
showed the applicability of TOMO PIV to investigatee turbulent interface by the
invariants of the velocity gradient tensor.

Successfully applied to the diagnostic of complaseé-dimensional flows (turbulent
boundary layers by Schroedsral, 2008 and Humblet al, 2009, wake flows Scarano and
Poelma, 2009), TOMO PIV technique opens a way taemadvanced flow diagnostic
possibilities, with advantage to map the completoaity, vorticity and pressure fields
(Violato et al, 2011; Ghaemet al, 2012) that are well suited for the applicationtioé
acoustic analogies (Scarano 2013).

1.5.3 Towards 4D-PIV for aeroacoustics

The developments in the area of high-speed PIVeHhad to its utilization as an
experimental quantitative flow visualization toBIV has been recently used to investigate
the aeroacoustic properties of transitional antdulent flows in the incompressible regime.
A broader prospective on this methodology has ksskmowledged in the recent review
article by Morris, 2011. Such a novel approach, sifccessfully deployed, can be
complementary to numerical techniques, because dble to investigate higher Reynolds
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number flows and, in addition to the microphoneagrmethods, it allows the study the
properties of the flow fluctuations that are asated to the sound generation and emission.

The main idea is to establish a direct connectietmvben the aero-acoustics problem and
the flow phenomena at the origin of noise genenafigee review article by Jordan and
Gervais, 2008), similarly to what is done by CAAaevhbased on the solution of the fully 3D
unsteady Navier-Stokes equations. It is necessargly on quantitative field measurement
techniques able to describe the unsteady flow behav order to apply the aeroacoustic
analogies. Time-resolved PIV (TR-PIV) based on higpetition rate systems (in the range
of 1-10 kHz) is suited for such task. Wernet cdnitéed much to this research direction
(1998, 2005). In 2007 he stated that TR PIV, “. his hewest and most exciting tool recently
developed to support our continuing efforts to elterize and improve our understanding of
the decay of turbulence in jet flows a critical mént for understanding the acoustic
properties of the flow.”

The approach is based on the use of PIV to meakere/elocity fluctuations in the
source region. The local hydrodynamic pressurgdhtions can be evaluated by use of the
momentum equation and are subsequently used a$ afpan acoustic analogy. Other
approaches, discussed in the present thesis, aeal lwa analogies that do not require the
explicit evaluation of the pressure (e.g. Powedllagy, 1964).

Preliminary studies showed that already the stahBév approach (planar measurements
at low repetition-rate) can be employed to perfa@mo-acoustic investigations by two-point
turbulence statistics to evaluate the Lighthilbwient stress tensor (Seiredral, 1998). In a
transitional jet, where flow periodicity was impdsby a periodic forcing, Schraet al.
(2005) investigated the mechanism of sound gemerdity vortex pairing with phase-locked
planar PIV and a conservative formulation of vortund theory (Powell, 1964; Howe,
1975). It was found good agreement between the dsquadiction and the microphone
measurements. Based on dual-system PIV measurenidaisy et al. (2008) statistically
modeled the Lighthill stress tensor of a comprdesjet (Mach number 0.6 and 0.9) by
space-time second-order velocity correlations olethifrom a dual-PIV system.

PIV has been also applied to investigate the squoduced by flows interacting with a
body surface. Henningt al. (2008) performed planar PIV and phased-microprarnay
measurements and investigated the acoustic sowrtte ivicinity of a circular cylinder and
an airfoil leading-edge slat by cross-correlatiandtion between the acoustic pressure and
velocity/vorticity fluctuations. A similar approaclvas later applied to a rod-airfoil flow
configuration (Henninget al, 2009) and a compressible cold jet (Hennatgal, 2010).
However, analyses comprising stationary measuresmehistatistically independent flow
realizations do not allow investigating the dynaahicharacteristics of the flow events,
which are important to comprehend the mechaniswliigh the turbulent kinetic energy of
the flow is converted into sound energy (Tine¢wl, 2008a).

Generally, the complexity of turbulent flow phenaraesurpasses the capability of
observation of planar PIV technique. The numbediofensions of the observation space is
smaller than the natural dimensions of the phenometeading to ambiguities in the
interpretation of the data. Without a 3D time-degesmt (4D) description of the turbulent
flow pattern, accurate evaluations of the acoustise generation may become very difficult
if not impossible. In this context, 3D time-depentdmformation of the flow is an important
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milestone in the path to the development of an exmmntal aeroacoustics methods based on
PIV (Scarano 2013).

The key role of 4D flow descriptions for aeroac@ssts clearly stated by Tinnest al
(2008b), who, based on simultaneous cross-sectisteabo PIV and near-field pressure
measurements on a high speed jet, presented adsobred low-order reconstruction of the
velocity field (Figure 1.6) to develop an intuiticior the time-resolved 3D low-order
behavior. The authors obtained this result comgifd©D technique and an extension of
linear stochastic estimation (LSE, Adrian 1977distributed space-time sampling (Tinney
et al.,2006) which permits conditional analysis of a gifietd (e.g., the turbulent velocity
field) with respect to the complete space-timeditme of another field (e.g., the near-field
pressure). Furthermore, using the time-resolved-dader reconstruction of the velocity
field, Tinneyet al (2008b) evaluated the Lighthill source term (Feg.6) and predicted the
far-field acoustic, finding energy attenuation fire tacoustic spectrum and good agreement in
the acoustic directivity compared to microphone saeaments.

Figure 1.6 Time-resolved low-order reconstructibm ¢eransonic jet at 3 jet diameters off the
nozzle; (left) iso-surface dp-criterion; (right) corresponding Lighthill sourcerin (Tinney
et al, 2008b)

With TR-TOMO PIV (4D-PIV, Scarano 2007), Violato darScarano (2011, 2013)
investigated the dynamical evolution of shear lapstabilities in circular (Figure 1.7) and
chevron jets atRe=5,000 (chapter 5 of this thesis). The authors ntegodetailed and
guantitative descriptions of the instantaneousevotvpology based on the vorticity field and
the A,-criterion (Jeong and Hussain, 1995) and showed the need ahd@kurements to
explore the relation between the coherent strustara the instantaneous acoustic source
(Figure 1.7) based on Powell’s aeroacoustic anafolggpter 6 of this thesis). The use of 4D
PIV measurements to perform acoustic predictionts®fet noise still remains a challenging
task, especially due to the constraints on thengxtethe instantaneous measurement domain
(see section 2.3.1 and 6.5) and on the requiretlab@and temporal resolution. For this
reason, acoustic analyses have been so far affosded direct numerical simulations (DNS;
Freund, 2001) and large eddy simulations (LES; Bogfeal., 2003) techniques to obtain
accurate descriptions of the flow field.
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Figure 1.7 Transitional jet &e=5,000; (top) instantaneous vortex pattern andd¢bot
corresponding acoustic source identified by th@sddime derivative of the Lamb vector
(Violato and Scarano, 2013, from chapter 5 and 6)

1.6 Pressure from 4D PIV

In the recent years, particular attention has lypesn to the use of PIV as non-intrusive
method to measure the pressure field in the flongs$ure fields from PIV measurements
have been used to infer aerodynamic loads (van €usdten, 2007) and aeroacoustic
predictions of flows interacting with body surfac@daigermoser, 2009). An extensive
discussion on the state-of-the-art of PIV-basedsqunee measurement is given by van
Oudheusden (2013).

For aeroacoustic analysis, as described by Haigerm@009), Koschatzkst al. (2010,
2011) and Lorenzoret al. (2009, 2012), time-resolved planar PIV measuremargsised to
extract the body-surface pressure distributionciviié used to predict the instantaneous far-
field acoustic pressure by means of Curle's anal¢$y955). Figure 1.8 shows the
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instantaneous velocity and pressure fields of aaiddil flow and the comparison between
the related far-field acoustic prediction (Lorenzenal., 2009 and 2012) based on Curle’s
analogy and microphone measurements.
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SPL [dB],Af=125 Hz
o @
=] =]
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(=}
T

600
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Figure 1.8 NACAQ0012 airfoil embedded in the Karnreake of a rod. Time sequence
visualization of the instantaneous vertical velp#t) and pressure; ¢) comparison between
acoustic spectra obtained from microphone measursnaed acoustic prediction by Curle’s
analogy (Lorenzongt al.2012)
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Higher accuracy in the pressure evaluation from Riuld lead to more reliable PIV-
based sound predictions to be used together witmpatational aeroacoustics CAA
(Crighton, 1993), sensors and microphone array®di& and Humphreys, 2003). The
accuracy of pressure measurements strongly dependge accuracy of the material
acceleration, which can be obtained from time-re=blvelocity measurements either by an
Eulerian (Baur and Kongeter, 1999) or a Lagrangjiam and Katz, 2006 ) approach. Violato
et al.(2011) compared these two approaches using tinmvezs TOMO PIV measurements
of the rod-airfoil flow studied by Lorenzomit al. (2009). They found that the Lagrangian
approach allows larger time separations, thus Iqwecision error, whereas the Eulerian is
restricted to shorter time separations and is fowtdapplicable to evaluate pressure gradient
field if a relative precision error lower than 108aequired (chapter 7 of this thesis). For the
above reasons, the Lagrangian approach has besmtlyeased by Ghaeneit al. (2012) and
Proebstinget al. (2012) for the evaluation of the 3D instantaneoressure field in turbulent
boundary layers.

Violato et al. (2011) also compared the pressure evaluated froorm&8&surements to that
obtained from synchronous planar ones to discus®tiect of 3D flow phenomena on the
accuracy of the Lagrangian technique (chapterthisfthesis).

1.7 Research framework

The research presented in this thesis is part ®fRbOVIST project (Flow Visualization
Inspired Aeroacoustics with Time-Resolved TomogiapRarticle Image Velocimetry),
funded by the European Research Council (ERC) lest#608 and 2012.

The FLOVIST project aims at the development of mmovative experimental approach
based on time-resolved TOMO-PIV technique to ingest the 3D organization and
dynamics of flows of aeronautical interest andrthele in the production of acoustic noise.

Although large-scale problems typical of industaglplications are not at reach for the
proposed method because of physical limitationghim optical components and energy
sources for illumination, the main field of applicm is that of wind-tunnel scaled
experiments that, however, still constitute a cstesit part of the aerodynamic fundamental
research related to aircraft design.

The project aims to demonstrate that through th@icgiion of this methodology a new
investigation approach can be followed by sciestistd researchers for the study of complex
three-dimensional flows and related aeroacoustipgmnties. On the other hand, from the
point of view of fundamental research the projgmms new scientific horizons in the sense
that it offers the unprecedented possibility tof@en observations of fluid flow phenomena
in a non-reduced number of dimensions (4D flow &iimation) at a quantitative level.

Still, a non-negligible side-product is the capiipito validate CFD turbulence models
used for RANS and LES calculations on a three-dsimeral basis. It also offers a unique
complementary experimental tool to the array mibmye analysis, which at present is the
state-of-the-art concerning field measurementscamaplex aerodynamic systems analysis.
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Finally, considerable and broad impact is expeaadfundamental research in fluid
flows and turbulence, given the general applicgbitif the experimental approach to the
study of vortex dynamics, unsteady flows and twhtitoherent structures.

Four Ph.D. students and one Post-Doc are contndptiti FLOVIST research. The topics
cover

» advanced developments of Tomographic PIV;

» developments of non-intrusive surface pressureyaisalby TR-TOMO PIV and

application to turbulent boundary layers and tngiledge flows;

 application to jets aeroacoustics (discussed mttigsis);

» benchmarking with respect to DNS.

The research conducted within the FLOVIST projeields physical insights into jet
flows (Violato and Scarano 2011 and 2013), turbulboundary layers (Ghaemi and
Scarano, 2011; Ghaeret al., 2012) and wake flows (Violatet al.,2011; Lorenzongt al.,
2009 and 2012), as well as improvements to thetBt¥inique (Novarat al, 2010; Ghaemi
and Scarano, 2010; Mooe¢ al.,2011; Scarano and Moore 2011; Novara and Scar@i@; 2
Sciacchitanet al; 2012).

1.8 Objectives of the thesis

Two objectives are pursued in this thesis. The &ére is to investigate the 3D evolution of
large-scale structures in subsonic jets at modeRatgnolds number using time-resolved
tomographic PIV. Circular and six-chevron jets eoenpared. The focus is placed upon the
process of transition from the laminar to the tlebtiregime, which features 3D patterns not
accessible by single-point or planar measuremgnioaghes.

The second objective is to study the relation betwine large-scale flow events and the
aeroacoustic source evoking Powell's analogy, aitbustic predictions that are performed
by direct integration of the analogy using TR-TONPQY data.

1.9 Outline of the thesis

Chapter 2 outlines the fundamental concepts dfgets and jet aeroacoustics and introduces
the relevant flow equations.

Chapter 3 describes the working principle of plaaad tomographic PIV, as well as
time-resolved tomographic PIV. This is followed the description of the data reduction
approaches used in this thesis.

Chapter 4 is devoted to the description of thelifgcithe experimental instrumentation
and the arrangements adopted to perform time-reddtymographic PIV experiments on jet
flows. This is followed by an uncertainty analyfis tomographic PIV measurements and by
a statistical flow characterization for circuladachevron jets.
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Chapter 5 describes of the 3D large-scale orgaaizand dynamics in incompressible
turbulent jets at Reynolds number 5,000, with a gamson between the circular and six-
chevron jet configurations. Coherent structures dascribed using instantaneous velocity
and vorticity fields, as well as by vortex idertdtion criterions (e.gl,-criterion). For the
circular jet, 3D proper orthogonal decompositiontted velocity, vorticity and Lamb vector
fields is employed to identify more clearly som@exgts of the flow 3D organization in the
region of transition to the turbulent regime. Thidollowed by a survey on the stretching-
tilting fields of the flow structures.

Chapter 6 describes the relation between largessatints and acoustic source, which,
evoking Powell’'s aeroacoustic analogy, is assodiatith the second time derivative of the
Lamb vector. For the circular jet, the analysighef source in the transition region is aided
by 3D proper orthogonal decompositions. Finallypustic predictions are performed by
direct integration of Powell’'s analogy using TR-TOMPIV data and conjectures on the
events most producing noise are proposed.

Chapter 7 presents a time-resolved tomographicifVestigation on a rod-airfoil flow
configuration. The 3D velocity field is used to hae the instantaneous pressure field by
integration of the pressure gradient field. A Langfian approach in the material derivative
evaluation is compared to an Eulerian one in tesfgrecision error at different values of
the time interval and the criticality of measurem&mporal resolution on pressure field
evaluation is discussed. Moreover, the instantasieplanar pressure evaluated from
tomographic velocity fields is compared to thatadied from synchronous planar PIV
velocity fields to discuss 3-D flow effects on thecuracy of the Lagrangian approach.

Chapter 8 summarizes the major conclusions oftttasis, whereas future directions are
proposed in chapter 9, which presents a tomographidnvestigation on compressible jets
that was conducted within the ORINOCO project iptSmber 2012.
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Chapter 2

Theoretical background

This chapter introduces the definitions and termaigp used in the remainder of the thesis
for the discussion of the physical concepts oflfis. The discussion includes background
and fundamental aspects of jet aeroacoustics.

2.1 Free jets

Jet flows are produced by a pressure drop througbzale, or an orifice. Velocity profile
and the turbulent properties at the nozzle exiy \greatly depending on the nozzle shape
(Schetz and Fush, 1999) and upon the upstream dlmavacteristics. For instance, in the
laminar regime, pipe-shaped nozzles produce pacabelbcity profiles, whereas convergent
nozzles produce a uniform (top-hat) velocity pefit the exit. A comprehensive overview
of jet flows is given by Rajaratnam (1976), whitethis section, only the salient concepts are
introduced.

Jet flows can be initially laminar or turbulent, lehthe ambient flow can be stationary
with respect to the nozzle exit, or moving, in whizase it is said to be a co-flow. As shown
in the schematic of Figure 2.1, the interface sajpay the jet from the ambient fluid is
referred to as the free shear layer. In the turiulegime, mass entrainment and momentum
transfer occurs through this region. As a resh#,jet increases its radius (spreading) and its
mass rate. While becoming thicker, the shear lggaretrates towards the jet axis in the
potential flow region (also referred to as potdrti@e), where the flow velocity is equal to
that at the nozzle exit. The length of the poténtiare varies upon how the shear layer
develops. It has been reported to extend up tgeb Siameters (Hussain and Zaman, 1981),
depending on the velocity profiles and the turboéelevels at the nozzle exit.
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Figure 2.1 Jet flow sketch (bottom) with mean axilbcity profiles (top)

The region beyond the end of the potential coreravhmean velocity profile is self-
preserving is commonly referred to as the simyamgion. This, according to Tennekes and
Lumley (1972), is located beyond 8 jet diameteosnfithe nozzle exit, while the turbulence
guantities are still evolving at 40 diameters.

2.1.1 Governing flow equations

The equations governing the flow motion are deribbgdconsiderations of conservation of
mass, momentum and energy in an infinitesimal obntolume. At a given time instant,

these three conservations laws together with th@ntbdynamic constitutive relations
(including the equation of state, in this caseitteal gas law) relate the velocity vector field
V with the thermodynamic variables (presspireensityp and temperaturg).

The mass conservation is expressed by the contimgjuation, which using Einstein’s

summation convention reads as

0 /
ot 0x
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For incompressible flows, the velocity field is digence-free:

oV,
—=0. (2.2)
0%
The conservation of momentum is described by thad¥estokes equations
opV. 0 arij
R RIS, p\/V+ m’ =—+4 f. 2.3
ot ax.[ o ”] dx; T 23)

i
where f; are the body forcesr; is the viscous tensor that, for a Newtonian fluidhw

constant viscosity, is given by
ov. oV, 2 oV
I, =H| —+—-=9 . (2.4)
ox, 0x 3 0%

The viscosity of the flow depends on the flow tenapaere and can be determined by the

Sutherland’s law

32

T 1.4T1

Ho | =2 2.5)
U T T+0.4T,

If conductive and viscous effects are neglected extdrnal forces are absent, which is the
case of the flow regime considered in this themis] the entropy is uniform. Then we can
consider the homo-entropic flow condition

0s _
0x,

The motion of the flow can be finally determinedrfr equations (2.1) and (2.3), using the
equation of state for an ideal gas

0. (2.6)

p=pRT, (2.7)
which relate the thermodynamic quantitieg andT with each otherR is the gas constant).
The speed of sound is defined as

2 _( 9P
’ _(Opl’ 29)

where the subscrips indicates an isentropic process. For an idealthasspeed of sound is

given by
c=4yRT, (2.9)

where )/ is the specific heat ratio.

2.1.2 Non-dimensional parameters

In this study, the Reynolds numkReis based on the nozzle diameter and the axiatitglo
at the jet exit\:
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W D
Re= ——, (2.10)
Vv

wherev = ,u/p is the kinematic viscosity.
The Mach numbeM is defined as the ratio between the velo¥ifyand the speed of sound

(0%

W
M = —L (2.11)

c
while the frequency in non-dimensional form is afe¢a dividing the dimensional frequency
f by a reference velocity,,s and multiplying by a length scalg resulting in the Strouhal
numberSt

St=—. (2.12)

2.1.3 Laminar and turbulent jets

Circular free jets can be classified accordinghi value of the Reynolds number into four
different categories (Viskanta, 1993)

« dissipated laminar jeRe< 300

« fully laminar jet, 300 Re< 1000

* transitional or semi-turbulent jet, 100(Re< 3000

« fully turbulent jet,Re> 3000.
However, factors such as the Reynolds number amésh velocity profile affect the mixing
process at the outer jet boundaries that transferpes with a laminar exit into a turbulent
jet. For a more details on turbulent jets the reasleeferred to the review article by List
(1982).

Jets are employed in many engineering processasasugircraft propulsion (Bridges and
Brown, 2004; Alkislar,et al 2007), surface cooling (Tummees al, 2011; Geerst al,
2008) and fuel mixing (Tummeet al, 2009; Oldenhoét al, 2010). In aircraft jet engines,
jet flows are characterized by a Reynolds numbegelathan 18 meaning that the device
operated in turbulent regime. Several studies Hsmen conducted on high speed jets to
investigate the flow patterns (Lat al. 1972 and 1979; Camussi and Guj, 1999; Jeinagl.
2004; Ukeileyet al, 2007) and the acoustic generation (Bridges amavBy 2004; Hileman
et al, 2005; Alkislaret al 2007; Grizzi and Camussi, 2012).

On the other hand, jets at low Reynolds number Waminar exit still remain of
fundamental interest because of their reduced rahggrbulent scales. In aeroacoustics this
allows the study of the jet dynamics and soundataati in simplified settings where the flow
is dominated by coherent structures (section 2ah@t2.2.1). Additionally, at low-Reynolds
number jets it is possible to calculate the flowldi using direct numerical simulation
(Verzicco and Orlandi, 1994; Freund, 2001).
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2.1.4 Coherent structures in jets

In the 1960s and 1970s, the turbulent flow motiomdigh-Reynolds jets and, in other

turbulent flows, were observed to be more ordetash tpreviously hypothesized and

scientists started referring to a new conceptuat flentity, namely coherent structure

(Cantwell 1981; Lumley 1981). Mollo-Christensen §I9 reported such orderly nature in

turbulent round jets: “... although the velocity sfjiis random, one should expect to see
intermittently a rather regular spatial structunethie shear layer”. A large body of studies
later provided detailed descriptions of orderly imo$ in jet flows, such as Crow and

Champagne (1971), Yule (1978), Hussain (1986) aegrhann and Gharib (1992) to cite

just a few.

apex of
potential core

L4

large-scale
edd
3 y

vortex
pairing

L1 Vortex ring

-0 nozzle

Figure 2.2 Free jet flow patterns during laminatudoulent transition; visualization by the
hydrogen bubble method (Katao&gal, 1987)

41



Theoretical background

In the region near the nozzle exit of initially lavar round jets (Figure 2.2), the shear
layer develops wave-like instabilities of Kelvindd#oltz type that grow as flow structures
of ring-like shape (Bradshaw, 1963; Becker and Messl968; Kataokaet al, 1987;
Camussi and Guj, 1999). At moderate Reynolds nupsh&h structures grow maintaining
axial symmetry and undergo pairing (Figure 2.3) ttudhe mutual flow induction (Crow and
Champagne, 1971; Winant and Browand 1974; Schrad3)20’he vortex ring pattern, as
well as the shedding and pairing frequencies depemndthe initial state of the shear layer
(i.e., the initial condition) which must includetdis of the mean and turbulence measures of
the jet exit flow (Bridges and Hussain, 1987). Erample, a jet with a small boundary layer
thickness has more "room" for several successiviexgairings to occur (such as in Laufer
and Yen, 1983), compared to a jet with a thick lataup layer (Violato and Scarano, 2011).
Vortex pairing is largely absent in initially fullprbulent jets, instead (Hussain, 1983).
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Figure 2.3 Sequence of vortex pairing by PIV; isotour of vorticity field (Schram et al.,
2004)

The mechanism of flow transition from laminar tebwient regime is characterized by
the formation of streamwise vortices (Dimotalés al 1983, Paschereiet al 1992,
Ganapathisubramasit al, 2002) and the growth of vortex ring azimuthal es\Widnall
and Sullivan, 1973; Yule, 1978). In Figure 2.4& thross-sectional LIF visualizations by
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Liepmann and Gharib (1992) illustrate the azimutingtabilities of a vortex ring that is
surrounded by counter-rotating pairs of streamwisgices. These, instead, are initially
formed in the region between vortex rings, commasfgrred to as the braid region (Figure
2.4b). According to Hussain (1986), streamwise igegt induce the deformation of the
vortex rings and cause mixing and dissipation. @atiasubramargt al, (2002) used th&-
criterion to inspect the patterns of streamwisdives (Figure 2.5). However, being based on
stereo-PIV, such patterns should be verified qtatitely with volume based techniques
(see chapter 5).

Figure 2.4 Cross-sectional LIF visualization offletv at Re=5,500 (Liepmann and Gharib,
1992); (a) vortex ring with azimuthal instabilitissrrounded by pairs of streamwise
vortices; (b) streamwise vortices in the braid oegi
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Figure 2.5 Streamwise vortices in circular jet R&600; (left) flow visualization and (right)
corresponding iso-contour of Q-criterion from steRV(Ganapathisubramani et al., 2002)
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With hydrogen bubble visualizations, Yule (1978)rid that the region of transition, which
is located by the end of the potential core, israti@rized by loss of circumferential
coherence and the formation of smaller scales éf@tts bursts of fluids (Figure 2.6).
Hussain and Zaman (198itlentified toroidal structures developing azimuttaies, which
by the end of the potential core split into cohémambstructures.the process also involves a
cut-and-connect mechanism by which substructuadtrirom the initial vortex ring (Figure
2.7, Hussain, 1986). The same authors argued tiegafarmation of these lobes and the
breakdown of the vortices are more important in gheduction of aerodynamic noise (see
section 2.2.1). Using hot-wire measurements, Jetvéal. (1980) observed that sudden
decelerations occur frequently near the end of phéential core, whereas Kyle and
Shreenivasan (1993) reported that energetic ardyhiggular pairing leads to the early and
abrupt breakdown of the potential core.

In the region beyond the end of the potential dbie vortex ring coherence vanishes
(Yule, 1978; Hussain and Zaman, 1981) and the flowainly organized into streamwise
vortex filaments. Based on planar PI1V and flow gi&zations, Liepmann and Gharib (1992)
reported that the streamwise vorticity is the nfaictor controlling the entrainment process
downstream the potential core.
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Some loss of eddy coherence

Entrainment due to sheddmg. of-t:l'tfif]

£~
potential-core boundary
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of vortices grows Large turbulent eddies are

three-dimensional wedges,
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vortices results in
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Figure 2.6 Physical structure of transitional pétile, 1978)
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Quantitative descriptions of the 3D vortex dynaminsthe region beyond that of
axisymmetric coherence cannot be accurate if basesingle point or planar measurements.
The fully understanding of the 3D vortex pattermlation requires time-resolved, volume
based measurements, as proposed in chapter Sdhésiis, where the process of vortex ring
breakdown is described quantitatively based oncigl@and vorticity vectors, as well as the
Jo-criterion (Jeong and Hussain, 1995).

Figure 2.7 Schematic of the vortex ring breakdowotpss (Hussain, 1986)

Further experiments focused on the region downstrefithe axisymmetric regime where
specific strategies were adopted to reconstruetethimensional flow features from point-
wise planar measurements. Matsuda and Sakakib@@®)jZroduced a 3D representation of
the turbulent coherent structures combining st&b-measurements perpendicular to the
jet axis and assuming Taylor's hypothesis. Theyualized groups of hairpin vortex
structures in the fully developed turbulent regidiets in the range 1,508e<5,000.

Following the approach of Cintriniti and George @) Junget al (2004) scanned the
first 6 diameters of a turbulent axisymmetric jehagh Reynolds number with a polar array
of 138 synchronized straight hot wire probes aralv&ud a low-dimensional time-dependent
reconstruction of the streamwise velocity usingdbeninant POD modes. Reconstruction of
the full-field streamwise velocity component usihg dominant POD modes shows clearly
the evolution of the flow with downstream positidnpm ‘volcano-type’ eruptions to a
‘propeller-like’ pattern. In a later study, Igbahdh Thomas (2007gachieved a three-
component implementation of the POD and reporthdli@al vortex structure beyond the tip
of the potential core.
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When applied to velocity fields, such as PIV datawmerical simulations, POD analysis
enables the identification of the coherent striggtin terms of global eigenmodes. By POD
technique and PIV, Shinneeat al (2008) investigated the vortex organization ie far-
field region of a turbulent jet based on PIV measents along the streamwise plane. With
a vortex identification algorithm applied to velgcifields reconstructed by a number of
modes such to recover 40% of the turbulent kinetiergy, the authors observed that the
number of vortices decreases in the axial direcfidre occurrence of the vortex pairing and
tearing processes was mentioned by the authomguajh without a description of the modal
patterns.

Lynch and Thurow (2009) applied a novel three-disiemal light intensity visualization
technique developed by Thurow and Satija (2008fudy the large-scale vortices in a jet at
Re=10,000 (Figure 2.8). Instantaneous visualizatiénthe transition region showed the
rupture of jet centerline axial-symmetry, while P@Balysis of the image intensity identified
flapping motion and the combination betweftapping andhelical modes.

The 3D features of the velocity modes extractethfrmt wire measurements (Jueigal,,
2004; Igbal and Thomas, 2007), PIV (Shinnetbal, 2008) and three-dimensional light
intensity visualization (Lynch and Thurow, 20099main to be ascertained with a fully 3D
kinematic analysis. This is proposed in chaptewlhere POD decomposition is applied to
3D velocity, vorticity and Lamb vector fields artetmodes are described and commented in
relation with the above literature.

Figure 2.8 Instantaneous 3D flow visualization iigyt intensity iso-surface: (left) near and
(right) transition regions. (Lynch and Thurow, 2009

2.2 Jet aeroacoustics

Jet aeroacoustics is a branch of aeroacoustic#das with sound generation from jet flows.
It was firstly investigated by Lighthill (1952), whclearly stated its focus : “...it is
concerned with uncovering the mechanism of conwarsf energy between two of its forms,
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namely, the kinetic energy of fluctuating shear iong and the acoustic energy of
fluctuating longitudinal motioris Lighthill was to formulate a theory that matheitaity
unified the before separated fields of acoustic aedodynamics. He reformulated the
equations of fluid motion as a wave equation, tlghthill’s acoustic analogy (section 2.3.1),
and showed that this was an appropriate tool toribesthe acoustic wave generated by the
turbulent motions of the jet, namely the sourcenter

2.2.1 The role of coherent structures in sound generation

The jet flows were known to comprise random turhtulfiuctuations, correlated over a
spatiotemporal extent defined by the integral scakthe turbulence. The double spatial
derivative in Lighthill's source term implied a glrapole behavior, and so the sources of jet
noise were understood as quadrupole elemental dafmms associated with a system of
randomly distributed eddies, convected with andatady into the mean-flow. This view
changed radically over the course the 1960s an@sl3vhen it was recognized the existence
of a more organized underlying structure in freeaskflows. Early observations of organized
eddies in the near-nozzle region were reportetiérekperimental works by Bradshaival.
(1964) and Mollo-Christensen (1967), while, lat€row and Champagne (1971) reported
the presence of ring-like structures and conjecdttieir implications with sound generation.
Since then several investigations have focusedhenrole of coherent structures in the
generation of sound. Michalke and Fuchs (1975)Aneet al (1979) discussed the strong
azimuthal coherence in the sound field radiatedhgyround jet as evidence of a source
mechanism involving vortex rings. Laet al. (1972) and Moore (1977) also related
microphone measurements to the presence of lar@e sortices, whereas Dahat al.
(1978) experimentally showed that 50% of the sawiilation of hot jets could be attributed
to the dynamics of coherent flow structures (Etual, 2003). A complete review of coherent
structures in jet noise is given in Jordan and &isr{2008) and Jordan and Colonius (2013).
In subsonic jets, which are concerned in this fHekere are three different mechanisms
through which vortex rings can generate soundptigng of vortex rings, the oscillation of
vortex rings and the breakdown of vortex rings. térmpairing mechanism was studied with
microphones measurements by Bridges and Hussa8Y)1@ho reported significant sound
generation in jets with laminar exit. The experitaérwork by Laufer and Yen (1983)
showed that acoustic sources are associated wétmahlinear saturation of the unstable
wave amplitudes of the shear layer occurring atubeex-pairing locations and that the
radiation intensity varies nonlinearly with the smi strength and is highly directional,
exponential in character. More recently, Coiffetakt (2006) gave experimental evidence
supporting the existence vortex-pairing and/or wasjl type instabilities mechanism in the
region upstream of the end of the potential cora demonstrate that the production
mechanism is linear. Vortex ring oscillations weh®wn to efficiently produce sound in the
analytical study by Kopiev and Chernyshev (19971 enthe experimental investigation by
Kopiev et al. (1999). The breakdown of ring structures in thgioe by the end of the
potential core was argued to be a source mechatBmsain and Zaman, 1981) more
efficient than vortex pairing, in contrast with lfau and Yen (1983). Hussain (1986)
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specifically described the noise generation agébkalt of the cut-and connect interaction of
coherent structures.
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Figure 2.9 OASPL of the hydrodynamic (top) and aticubottom) components in a high-
speed jet at Mach 0.5 (Grizzi and Camussi, 2012)

Other studies suggested that events associatedthetbollapse of the annular mixing-
layer at the end of the potential core may corstitthe dominant sound production
mechanism (Hilemanet al. 2005; Jordan and Gervais, 2008). Juvé et al. (1980
experimentally observed intermittent noise emissiofi the region near the end of the
potential core, where sudden decelerations aretaube engulfment of fluid by toroidal
structures. With aeroacoustic predictions baselhige eddy simulation, Bogest al (2003)
discussed the acoustic generation in relation With acceleration and stretch of vortical
structures when moving towards the jet axial regibthe end of the potential core.
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In a recent investigation, Grizzi and Camussi (JqirBposed a wavelet based analysis to
distinguish the hydrodynamic and the acoustic campts in near-field pressure
measurements (Figure 2.9). With simultaneous vilepressure measurements they also
determined the flow regions exhibiting maximum etation levels with the acoustic or
hydrodynamic components of the pressure signalsthi acoustic case, the largest
correlations were obtained at the end of the piatetre, whereas the largest hydrodynamic
pressure—velocity correlations are located clos¢héonozzle exit and in the far region,
beyond the end of the potential core, where turimdds known to be strongly intermittent
(Figure 2.10). The intimate nature of the hydrodgyitaand acoustic sources, the authors
said, remains unclear and should be the topic addckein future studies.

The mechanism by which coherent structures areeae$ sound source suggests that a
convected wave packet may constitute a pertinenteirfor the organized component of the
flow. Stability theory was evoked as possible tie¢ioal framework for the modeling of such
flow behavior. Kinematical and dynamical models éoherent structures were proposed in
the work by Michalke (1971), Tam and Morris (1988jnong others. Coherent turbulent
structures are modeled by means of a hydrodynataiilisy analysis of the mean flow; for
slowly spreading mean flows solutions comprise wgawdich amplify spatially and then
decay. From the point of view of sound productitime salient features of such flow
organization, as identified by the said modelinipr$, are the process of amplification and
decay, and the high level of axial coherence. Whikedel refinements are often aided by
CAA (Cavalieri et al, 2011a), more recently, TR-TOMO PIV data have beko used
(Cavalieriet al 2012).

The intermittent nature of the flow structures wsgble of the hydrodynamic pressure
fluctuations has been demonstrated in several paptarting from the early observations of
Mollo-Christensen (1967), to the very recent papeCavalieriet al (2011b) (see also the
review papers by Jordan and Gervais 2008 and Joedah Colonius 2013 for a
comprehensive review on this subject). More spestlify, Cavalieri et al. (2011b) introduced
an acoustic model that accounts for wave packetngaime-dependent amplitudes and
spatial extents (the so called jittering) and iedb reproduce typical intermittency observed
in subsonic jets at the end of the potential core.

2.2.2 Jet noise control strategies

Early noise abatement strategies for jet enginae weveloped based on the Lighthill’s
theory saying that the noise emission is propodgion the exhaust speeds with power eight.
In the 1960s and 1970s, for example, jet engings wesigned with turbofan systems which
enabled lower exhaust speeds and higher mass flowguarantee the same trust
performances. The implication of coherent flow stuwes in noise generation suggested that
lower acoustic emissions could be achieved by rieduthe azimuthal flow coherence with
modification of the nozzle exit geometry (Bradshetval. 1964). This idea lead to the design
of chevron nozzle geometries (Bridges and Brow®42@hat have been recently applied to
jet-engines as noise damping solution (Figure 2.THbbed nozzles (Tam and Zaman,
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2000), distributed nozzles (Kinzig al. 2002) and nozzles with micro-jets (Alkislat, al
2007) are other examples of noise reducing cordiipms under investigation.
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Figure 2.10 Spatial distribution of the velocityss-correlations with acoustic signal (top)
and with the hydrodynamic signal (bottom) in a higleed jet at Mach 0.5 (Grizzi and
Camussi, 2012)
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Figure 2.11 Chevron geometry of Rolls Figure 2.12 Large-eddy simulation of a
Royce engine on Boeing 777-200ER chevron jet (Xieet al, 2009)

An extensive investigation on chevron jets (Figré2) was conducted by Bridges and
Brown (2004), who, using PIV and microphone meawears, focused on the impact of
chevron geometric parameters on the mean flow ptiegeand the far field noise emissions.
From the time-averaged properties, they showedttigapenetration of the chevron into the
jet flow influences the axial vorticity of the shidayer and leads to increased noise at high
frequency and decreased noise at low frequency.tf@rsix chevron configuration, for
example they show a reduction of the sound predsuet at low frequencies (approximately
3 dB). Using stereoscopic PIV, Opalski et al. (208&ported that the presence of well-
defined streamwise vortices in the shear layerotii lzold and hot jets with Mach numbers
ranging between 0.9 and 1.5. With Navier-StokesNBAcalculations, Birctet al. (2006)
showed that the chevrons generate axial vortice®ase the mixing layer growth rate. The
acoustic signature of streamwise structures wasstiyated by Alkislaet al. (2007) in a 9-
chevron jet configuration using stereoscopic P14 amicrophone measurements (Mach 0.9,
Re=1.3x16), reporting a noise reduction at low-frequenckgire 2.13).

The experimental investigations of chevron jetd tir@ available in the literature have
mostly focused on flow statistics with larger emgibaon the acoustic emissions rather than
the description of instantaneous flow patterns. elav, as the acoustic production is highly
related to the motion and the interaction of thherent structures, the reason why chevron
jets are characterized by reduced of noise emissitth remains unclear and requires better
fundamental physical understanding.

In chapter 5 and 6, this thesis will discuss thed@@anization the aeroacoustic source of
chevron jets at low Reynolds number. However, thenpmenology hereby studied cannot
be quantitatively compared with Bridges and Bro2@04), in view of the different nature of
high Reynolds number jets (see section 2.2.3). Mlestess, low-Re regimes remain of
fundamental interest as allows the study of theadyins and the related acoustics in
simplified settings, where the number of turbulscdles is reduced.
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Figure 2.13 Sound pressure level spectra of jets avfferent nozzle configurations (Alkislar
et al, 2007).

2.2.3 High-Reynolds number jets

Despite the large body of numerical and experinieintgestigations, it remains not clear
whether the studies performed to date apply to IRghnolds number, fully turbulent jets.
There is a roonfor doubt as Jordan and Colonius (2013) stressed in atreeeiew article
on turbulent jet noise.

It is under discussion whether the turbulence &mdradiated noise can be considered
independent oRe beyond a certain thresholRé> 4 x 16, Viswanathan, 2004). Moreover,
studies (Harper-Bourne, 2010; Zaman, 2011) obsetivadthe far-field is also sensitive to
the contraction ratio of the nozzle, even whennthezle boundary layer is turbulent. Current
research projects (e.g. the ORINOCO project, seeose9.1) have the intent to understand
such sensitivity in terms of the influence of jetr@meters and the inlet disturbances on
coherent structures in prospective of control egris (Jordan and Colonius, 2013).

2.3 Aeroacoustic analogies

An aeroacoustic analogy is a reformulation of thedfdynamics equations that allows to
evaluate the acoustic perturbation from the intersk vortical flow motion. The part of the

flow in which sound production is expected is adltee source region. The part of the flow
in which the listener is standing defines the rafiee flow. The difference between the actual
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flow and an extrapolation of the reference flowoirthe source region is identified as the
source of sound. However, the distinction betwemmd production and sound propagation
mechanisms can be delicate and it may requiretaioeinowledge of the flow (Morris and
Farassat, 2002) for the prediction of jet noisethie present study, nevertheless, it is not a
major problem. The source region is in fact therriedd of a subsonic jet in which vortex
structures are formed and developed, whereasdtemdr is located in the quiet medium that
surrounds the jet. In a Cartesian coordinate systieenacoustic source will be identified by
the position vectoy, whereas the location where the acoustic pressusesdicted will be
referred as listener position and will be identfley the position vectot.

acoustic region

X
listener

[x-y|

vl =y

source
region

Figure 2.14 Source and listener position vectotiénanalogies of Lighthill and Powell.

2.3.1 Lighthill's analogy

Lighthill’'s aeroacoustic analogy is derived to gotdhe sound produced by a finite region of
turbulent flow in an unbounded field. The contigugnd momentum equations (2.1) and
(2.3) are reformulated into an inhomogeneous wapetion, by subtracting the divergence
of the latter from the time derivative of the fonmk is then obtained

o’p _0' (v -1) % _ 4
o’ X 9% o’ ox

(2.13)

It is now subtracted the term (azp/axf)from both sides of the above equatias) (s the
speed of sound)
vo_op_vlomr),o(o-ce) o
af o owox % ax’
One can note that the above equation has the wteuat a wave equation with a source term
on the right hand side. Considering the acoustip@gation in a uniform and stagnant fluid,

(2.14)
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where g, p, andV,, are the reference density, pressure and velatitiye acoustic region,
the perturbations can be written as

P =p-p,
p'=p—pn, (2.15)
Vi'=V Y,

where it is assumed that' < p, p'<< p and V,'< V..

In the specific case, as the flow surrounding #tdg stagnant\{, =0) and p, and p, are

constants, the Lighthill's analogy can be written a
’p'  ,0°p' _ 9T of
o8 " ox  oxox  ox

(2.16)

whereT, is the Lighthill stress tensor defined as

- W 2
Ty =y +(p- o) -1 (2.17)
In the acoustic field where the listener is locatieel source term on the right hand side of

(2.16) vanishes: external forcefs are absent,0VV is in linear approximation negligible,

viscous contributionsrij are negligible for distances comparable to theelength and the

term (p'— cgp) vanishes in linear approximation ¢, is identified as the isentropic speed

of sound.
In the case of the jet flow investigated in thiedis, no external forces are applied to the

source region. Here the viscous contributgncan also be neglected when the Reynolds

number is high%10%. By numerical simulations of vortex pairing irfjet flow at Reynolds
number ranging between 1,000 and 4,000, Verzitcal. (1997) showed that the sound
production related to the viscous effects was asti¢hree orders of magnitude smaller than
the contribution of the Reynolds stresses. Morecagtthe investigated jet is isothermal, the

non-isentropic contributior(p'— CS,O) to the acoustic source is also neglected (Morfey,
1984; Obermeier, 1985). Under the above condititwes density fluctuationsp' in the
source region are of ordevl’, which meansoVV, = p,VV in the source region of
incompressible flows (M<0.3). It follows that Lidtili’'s analogy reads as

2 !

0°p'_ 0P _ 0PV,

ot ot axox
which describes the conversion of the kinetic epatge to the rotational motion into the
acoustic waves. The source term, involving a sespatial derivative, has a quadrupolar

behavior. This means that the solution for the dagenerated by turbulence is equivalent to
the solution for the radiation into an ideal, statiry acoustic medium, produced by a

, (2.18)
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distribution of quadrupoles whose strength per uoaitime is oVV . The solution of (2.18)

is obtained with the integral formulation

p'(X,t) = C,0'(X,t) = cjme(txu,y) y;;/’ d yar, (2.19)

i~
where Q is the source region domain, whilg (t,x|7,y) is the free space Green’s

function, which is the solution to the equation gyated by an impulsive point source
d(x—y)o(t-r1):

(1 2 o ]
~ |G =3(x-y)d(t-1), (2.20)
¢ ot? axl

Note that(t,x) are the listener coordinate, whi(@,y) are the source coordinate (Figure
2.14).As shown by Abramowitz and Stegun (1965), the smiubf eq. (2.20) is
__ 1 [x-]
G(tx|r,y)=——5| t-1- , (2.21)
4rr|x —y|

C

0

which represents a an impulsive spherical and sytnongave expanding from the source at
y at a speed of sound, . The free space Green’s function has the elememiaperty of
symmetry for differentiation with respect to thausme coordinatg and the observer
0G, _ 0G,
ox oy
It follows that the integrand spatial derivativdg®.19) can be moved out of the integral to
obtain

(2.22)

. d(t - —|x—y|/c0)
P(x, 1) = XGXHU ary] pNV dyd, (2.23)

-0 Q

which integrated in time using the properties @‘Eh'rac function reads as

p'(X, )_axax m 4;]’)(‘ ’y” d’y (2.24)

The above equation has to be evaluated at thelestaimet* =t —|x —y|/c0

The use of Lighthill's analogy predict the acoudi#d of a low-Mach number jet based on
PIV data has some difficulties, as discussed bya8cH2003) in the study of vortex paring
noise. First of all, errors in the description bétflow field are not likely to respect the
conservation of momentum, thus inducing fictitieudernal forces. These, which radiate as
spurious dipolar sources, can even have an efigibigher than the actual source. In other
words, inaccuracies in the evaluation of the spdgaivative (eq. (2.24)) result in spurious
dipolar or monopolar sources.

Another issue, which was discussed by Schram ansthberg (2003), is related to the
integration boundaries of the temV;V,. The velocity field associated vortex structure is
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typically much more extended than the correspondinjcity field, making the definition

of the integration limits not trivial (Crow, 1970n fact, the spatial domain truncation of the
acoustic source results in spurious dipolar fiekdolv can completely overreach the expected
qguadrupole. Such issue was faced by Mitchekl (1999) in a direct numerical simulation
of vortex paring soundRe=2,500). As the axial extent of the Lighthill soerterm was
larger than the numerical domain, they had model sburce beyond the downstream
boundary of the domain to avoid the generatiorpofi®us waves.

2.3.2 Powell's analogy

An alternative formulation of the Lighthill analogyas elaborated by Powell (1964) in the
Vortex Sound Theory, in which the analogy is expegisas a function of the vorticity field.
This, being typically more confined in space thiag torresponding velocity field, makes the
integration of the acoustic source term considgrabinpler than applying Lighthill's
analogy.

Schram and Hirschberg (2003) and, later, Schearal. (2005), evidenced that Vortex
Sound Theory offers the advantage of a powerfuhfdism to compensate for inaccuracies
in the flow data. The conservation of momentum #ma kinetic energy, in fact, appear
explicitly in the derivation of the analogy, thukoaing to impose their invariance even if
the data do not respect such conservation laws. fids triggered many ideas developed by
Schram and co-workers leading to the derivatioa gb-called conservative formulation of
the vortex sound theory for axisymmetric flows.

The derivation of Powell’s analogy consists in agiag the governing equations in a
single inhomogeneous wave equation, where thecityrtvector o = [1xV appears in the
source term. Assuming the absence of external $aane negligible viscous effects, as done
for Lighthill’ analogy (Lighthill’'s analogy 2.3.1)and considering the identity

VI
0 > =Vxo+VIII, (2.25)
the momentum equation can be written as (Powei419
apV V|’
%+D(p%j+p(vxm)+ﬂp=o. (2.26)
t

Substituting the time derivative of the continugguation (2.1) into the divergence of the
momentum equation (2.26), the following wave edqrats obtained

’p _o°p V[T) 00 1
£ _ =0 Vxo)+dl p— |-V—-—V| Op |. 2.27
ot ax EE'O( ) (p 2 ot 2| 0o (227)

In the acoustic region, it is applied the decomjpmsi(2.15) and it is added the term
]/Cg 9° p'/c')t2 to both sides of equation (2.27), which now reasls
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10°p' 9°p' Wi o 1, . o’ p'
————=00p(Vxe)+0| p— |-V—-=|V|'Op |+—| —-p°
¢ o?  ox Eﬁp( ) ('D 2 ot 2|| P1"5e ¢ 7 ) @29

0 i

where the last term on the right hand side is mégtbassuming isentropic sound speed in
the acoustic region (similarly to Lighthill's analp derivation eq. (2.16)).

For homo-entropic flows, densities variations argydkinetic, so that the four terms
under the divergence operator respectively scalg, ds StM, M% For low-Mach number

flows (0 = p,) and Strouhal numbeiSt=0(1), which is the case of the jet investigated in
this thesis, the terms proportionalM3 can be then neglected, it is obtained
10°p' 9°p' o V[
————— =00 p,(Vxe)|+O% pg— | 2.29
¢ ot®  ox EE o )] ° 2 (2:29)

The solution of eq. (2.29) is obtained with theegrl formulation using free space Green’'s

function eq. (2.21)
m v['/2
477 6>§2 Ix-yl|.

V Xm
‘X, t) =——
PUGY 47T 0X, -”'[
Following the discussion by Schram and Hirschb@@08), the assumptions of compact

(2.30)
ol |,
source regiond//l <« 1(d is the characteristic source size dng the radiated wavelength)

enables the expression of the retarded time byyéofm axpansion, which, with the far field
approximationt/|x| < 1, leads to

0 x 0
ox = . (2.31)
The first integral of (2. 30) now reads as
V ><m P, X 0 s
y=———— Y d
4rrax J-'U |x - y| 4, |x|2 OtJ.-U( xm)'|‘* Y 232
2.32

e IR

in which the integrands on the right hand sideessduated at* =t —|x|/c0 .

It can be demonstrated (Batchelor, 1967; Saffm@82) that, due to the absence of external
forces which implies the conservation of impulse

|:%pojﬂyxm dy, (2.33)

the first term of eq. (2.32) is equal to zero. $amhy, the second integral of (2.30) can be
written as
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LS w22 M s o
4;;, x | or my M

in which, assuming inviscid and incompressible fI(BmtcheIor, 1967; Saffman, 1992), the
term on the left side vanishes due to the conservaf the kinetic energy

T=p,[[[ydoxv)dy. (2.35)

Moreover, Powell showed that the second term orritife hand side is negligible for low
Mach numbers and the integral solution of Powahalogy reads as

(2.34)

p'(x,t):— | e Iﬂ(xﬂ/ xQoxV)|, dy. (2.36)

where the vect((r(o ><V) is defined as Lamb vectdr (section 3.3.2). Note that eq. (2.36) is

obtained imposing the conservation of the flow itspueq. (2.33)) and the kinetic energy
(eq. (2.35)), as no external forces are applied thed flow is assumed inviscid and
incompressible. This holds even if the data offtbe field, such as PIV data, do not respect
the two conservation laws.

For low Mach number jet with no external force diednd negligible viscous-thermal
effects, assuming compact source region the édal-folution of Powell’s analogy reads as

p'(x,t):— | S m(xw xL|, d¥y . (2.37)
Note that Powell's analogy (eq. (2.37)) containgotumetric integral and a second time
derivative, which means that the source term iseotlly evaluated if three dimensional time-
resolved data are available.

In this study, it will be considered a system dliryrical coordinatesR,0,2) whereR, 6
and Z are respectively the radial, the azimuthal andakial coordinate, which is a more
convenient when dealing with jet flow predictiorishe listener's and the source position
vectors are then written as

y={y.. %, v} 238)
x={x,%,x}

whereas the Lamb vector reads as
L={L,L,L}. (2.39)

By substituting (2.38) and (2.39) into (2.37), & obtained the expression of Powell's
analogy in cylindrical coordinates, which reads as

2 Z,2nR

p'(x,t):—ﬁat [ [[(xy)xL]. detg YRAB dz. (2.40)
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where Z and Z,are the axial positions of the inflow and outflowundaries,R, is the
location of the radial boundary and

(dx dx o]
dR & dz cosd -Rsind O
J= dy dy dyi_ sin@ Rcofd 0. (2.41)
dR d@ dz
dz dz dz 0 0 .
AR & dzl

is the Jacobian matrix.
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Chapter 3

From planar to 4D PIV

This chapter is devoted to the description of tleeking principle of planar and tomographic
PIV and discusses the features of high-speed taapbgr PIV systems used for time
resolved tomographic PIV (4D PIV). The chapter ailscudes a discussion of the data
reduction methods used in the present work, inolydvortex identification methods,
aeroacoustic source characterization and propeogonhal decomposition.

3.1 Planar PIV

3.1.1 Working principles

Particle image velocimetry (PIV) is an optical, Aatrusive, technique for the measurement
of the instantaneous velocity at several pointdiwia fluid. A complete overview on the
technique and its impact in fluid mechanic reseascgiven in the contributions by Adrian
(1991, 2005), Westerweel (1993, 1997), Willert &itarib (1999) and Raffedt al. (1998,
2007).

A schematic of a typical PIV experimental set uglisstrated in Figure 3.1. The fluid is
seeded with micrometric tracer particles, whichiliueninated by thin laser light sheet (1-2
mm of thickness). The light scattered by the pkrticacers is recorded with a digital camera,
either charged-couple device (CCD) or complememzetal-oxide-semiconductor (CMOS),
at two subsequent time instants onto two sepamsge frames. The motion of the particles
is then obtained by measuring the displacement hef particle image and, in first
approximation, the velocity is inferred as:
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V= X, (X Y, t+At) = x (X, ¥, 1)
At
where V is the particle velocity vector, and x, the particle position vectors, respectively

+0o(At%), 3.1)

at time instant$ andt+4t.

Light sheet Optics”'m

Light sheet

Illuminated
particles

Flow with,

tracer particle
o First light pulse at t
o Second light pulse at t

7 Imaging optics

" Flow direction

Image plane

Figure 3.1 Schematic of a typical PIV experimest&tiup (Raffekt al, 2007) and a detail of
laser illumination on a airfoil (Violato arfficarano, 2011)

Due to the abundance of the particles and theirptexmmotion, it is generally difficult to
distinguish them in the two frames (as typicallyndan particle tracking velocimetry, PTV).
Instead, the evaluation of the particle displacerfierx,) is conducted statistically by means
of the 2D spatial cross-correlation function (seetion 3.1.4).

3.1.2 Seeding particles

The choice of the seeding particles is a crucipkesof every velocimetry technique based
on particle imaging. The velocity of the flow istamed indirectly from the measured
displacement of the tracers; moreover their comaéoh determines the spatial resolution.
Tracer particles must be accurately follow thedlaiotion without inducing any alteration
and they must be of a relatively high scatteringemial, so that they can be easily detectable
on the camera images (Westerweel, 1993). Criterighe choice of the particle for different
PIV application were proposed in Adrian and Yao83Q whereas an overview of particle
dynamic response is given by Emrich (1981).
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Based on the difference between the fluid and g@artiensitiesp andp, respectively,
Raffel et al. (1998) used the Stokes flow interaction aroungtere to estimate the relative
velocity Vsbetween the particle tracer and the surrounding éle

2Py =P
P 18u

where d,, is the particle diametent is the dynamic viscosity of the fluid aralis the
acceleration. Considering the gravitational forg@gting on the particlg can be written as

dv
a=—++g. (3.3)
dt

From eq. (3.2), it results that the ideal tracetiple@ must have the same density of the fluid
in which it is immersed (neutral buoyancy condijiofhis condition is easily satisfied in
liquid flows, and is impossible to meet for gaswiy such as air. In this case, very small
particles have to be adopted. Melling (1997) theca#ly estimated that for a frequency
response of 10 kHz in air, the particle diameteyuth be 1pum maximum. The response of
particle tracers is most critical in high-speeduMioespecially in the supersonic regime where
shock waves occur. The application of PIV in thesgimes has been discussed by Scarano
(2008). Further experimental research has shown tha particle tracers used in
aerodynamic experiments can have a temporal respofsless than 2 microseconds
(500kHz, Ragnét al. 2010).

VS =d a, (32)

3.1.3 Patrticle imaging

Images of tracer particles are formed on the carsenaor plane using photographic lenses.
Since these are limited in their aperture, the mdagjacer particles appear as a diffraction
pattern which consists of Airy disk and rings (R&ét al, 2007).

Considering the Gauss's relation of optics

1 1 1
—=—t_, (3.4)
f oz Z
wheref is the focal lengthg, is the distance between the image plane and tise édZ, is
the distance between the lens and the object pfining the magnification factdv as

M=, (3.5)
ZD
for a given apertur®, and laser wave-length the diameter of the Airy distk; is given by
d_=244f M+ 1N,
diff # ( ),] (36)

wheref,=f/D,is the f-number. Note that eq. (3.6) is valid foe imagining of small particles
at small magnifications.

For larger particles and larger magnifications, ithaged particle diametet, reads as
(Adrian, 1991)
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d, = d+d, +d, (3.7)

where the geometrical diametris proportional to the particle diametels

d, =Md, (3.8)
andd,, is the aberration term that is mainly a functior.@nd of the lens quality through its
modulation transfer function (Raffet al, 2007). Note thatl, must be sufficiently large (>2
pixels) to prevent thpeak-lockingeffect, where subpixel estimation leads to a dispent
bias error (Westerweel, 1997).

In an aberration-free lens, the particles are idemsd to be sharp in focus when the
geometrical particle blur is equal to the diffractidiameterdys. Note that this condition
holds within the region in viewing direction calléte depth of field, (Raffel et al, 2007),
which reads as

1
3, =4.881f; ( 1+ M—) . (3.9)

Note that, oncé! andl are set by the experimental parameters, the dégdibld 5, becomes
a function off,, meaning that an increase in thecan be obtain at the expenses of the
amount of light passing through the objective.

3.1.4 Image analysis

Consider the schematic of Figure 3.2. Two particlages with light intensity distributions
arelq(i,j) andl(i,j), respectively, for th&h andjth pixels, are subsequently recorded with a
separation timedt. They are divided into smaller regions, calleceirbgation windows,
where the normalized cross-correlation functionligdi and Gharib, 1991) is evaluated as

EX0L6)T0 i +y) )
JEXOLGDTIZEECrai +a) T

Wherel_l and I_2 that are the average intensities in the interiogavindow and4x and4y

R(Ax AY) = (3.10)

the image pixel shifts. Adrian (1991) proposed #tdeast 10 particles must be present in the
correlation window for a statistically robust measuent.

The position of the largest peak in the correlatio@ap R(4x, 4y) is, in linear
approximation, the displacement,{x;) within each interrogation window. The velocity
vector is then determined knowing the time sepamatt. The signal to noise ratio is defined
as the ratio between the first and second largestlation peaks.

Several studies focused on the characterizatighefesponse function associated with
the cross-correlation approach. Westerweel (1998eved that the uncertainty on the
velocity measurement depends on the accuracy ectieg the location of the correlation
peak (typically 0.1 pixel).
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Figure 3.2 Schematic of digital PIV cross-corr@atprocess (Raffadt al, 2007)

Over the last 20 years, the image analysis apprbadiillert and Gharib (1991) have been
improved by a multi-grid iterative approach (Soti@96; Westerweel, 1997, Scarano and
Riethmuller, 1999) allowing a larger measuremenhadgic range. Image deformation
(Huanget al, 1993a and 1993b) is conventionally applied anitarative loop to improve the
measurement confidence of in-plane velocity gradievhere flow exhibits motions other
than translational, such as vortex flows and slilavs (Nogueiraet al, 1999; Scarano
2002). Moreover, a reduction of the window sizenglthe direction of the velocity gradient
leads to a visible improvement of the spatial nesoh in highly sheared regions. Although
Scarano (2003) states that, since the velocity ignads taken into account by window
deformation the interrogation regions should bepgath according to the curvature of the
velocity field, the improvement shown by the abanentioned techniques can be due to a
combination of two factors. On one hand, in regiofisstrong shear, the gradient is not
completely compensated for by the deformation tephe) therefore a reduction of the
window size along that direction results in a maykust measurement. On the other hand,
when a high value of the first derivative of thdoeity also corresponds to high curvature,
the adaptive approach implicitly takes care ofifiseie of the second derivative indicated by
Scarano (2003). Regarding adaptive window corfatthe reader is also referred to Di
Florio et al, 2002 and Theunisset al (2007 and 2010).

For steady flow phenomena, Meinhat al. (2000) proposed the ensemble average
correlation approach by which coincident correlatidanes are averaged from a sequence of
images instead of coincident velocity fields (Rhétal, 2007). If the position of the peak is
the same in the correlation map sequence, such stationary flows, the random noise is
reduced by the averaging. As a result average Wglfields can be evaluated with increased
resolution (smaller interrogation windows) depegdon the number of recordings in the
sequence. Despite losing information on the flowteadinessrins value is not computed),
the ensemble correlation approach is computatipnadbre efficient and increases the
increase the robustness of the measurements.

3.2 Tomographic PIV

Tomographic PIV was introduced as an extensiorhefRIV method to measurements in
three-dimensional space, (TOMO PIV, Elsirgaal, 2006). The technique is able to access
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the three-components of the velocity vector withimolumetric measurement domain (3D-
3C). The principle of optical tomography is follodvéo reconstruct the 3D distribution of
tracers from its projections (images) taken simmdtausly by multiple cameras (typically 3
to 6) oriented along different viewing direction&nabling the visualization and
qguantification of the instantaneous 3D velocityldieTOMO PIV is a powerful tool to
understand the intrinsic organization of compleows, with turbulence being a prominent
example, which, often, cannot be fully comprehendeded on planar two and three
components techniques. Moreover, the recent deredap of high-speed cameras has led to
the development of time-resolved TOMO-PIV (4D PBSthroederet al, 2008), which is
advantageous in the investigation of unsteady flg&saemi and Scarano, 2011) and the
related aeroacoustic implications (Violato and 8nar 2013). A comprehensive discussion
on the principles and applications of TOMO PIV igen in the review article by Scarano
(2013), and only the salient details are discugsditis section.

Since its introduction, TOMO PIV has been succdlssapplied to study a large variety
of flow configurations, such as jet flows (Violaamd Scarano 2011; Khashehchi et al. 2010;
Staacket al. 2010), turbulent boundary layers (Schroeeteal.,, 2010; Humbleet al, 2009;
Ghaemiet al., 2012) and wake flows (Scarano and Poelma 2009 étadl., 2010, Violato
et al, 2011), with the intention to explore the instargous 3D and 4D (3D time-resolved)
organization of coherent structures in turbulence.

Among other techniques aiming at the measureménhep velocity distribution in a
three-dimensional domain Scarano (2013) can disitshgd three categories: three-
dimensional particle tracking velocimetry (3D PTMaaset al, 1993), scanning light-sheet
(SLS; Bruecker, 1995) and holographic PIV (H-PIMpsth, 2002). While the first one has
been mostly employed for the study of Lagrangiarigla motion in turbulence (Mororat
al., 2003), the scanning light sheet technique hasodstrated a great potential in flows at
moderate speed, being able to describe the corfipl@xpattern of transitional and turbulent
flows (Bruecker 1995; Hori and Sakakibara, 2004)wver, it cannot be easily extended to
flows with a velocity higher than approximately YsmHolography PIV has been largely
used for the instantaneous description of threesdsional flows (Hinsch, 2002; Katz and
Sheng, 2010), with the drawback, however, thatugs is limited by several technical
limitations. In contrast, several applications thgital holographic PIV have been achieved,
such as in the study of wall-bounded turbulences(§tet al, 2008). However its use is
limited to measurement volumes of few cubic millters.

As shown in the schematic of Figure 3.3, TOMO Pdwgists in three main steps: image
recording, tomographic reconstruction and motioalgsis by cross-correlation function.
Accurate tomographic reconstructions are obtainedbans of a calibration procedure that
is similar to that used for stereo-PIV (Willert,98).

3.2.1 lllumination and imaging system

Tracer particles are illuminated within a measunetmeolume by a pulsed laser light
which is expanded in depth by means of optical denswhich involve less complex
arrangement since the laser beam diameter of nidsisers (e.g. Nd:Yag lasers) is large
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enough that a single cylindrical lens, or beam egpa, can be sufficient to achieved the
desired light volume.

The scattered light is simultaneously recorded frdifferent viewing directions by
digital cameras (CCD or CMOS), typically in a numioé 3 or 4. Compared with planar
PIV, the constrains on the orientation of the 3Dnilinated domain with respect to the
imaging system are more relaxed, as the partialeets are imaged even if they move along
the viewing direction and there is no need to atfgnlight sheet such to reduce out-of-plane
motion.

Camera system

Projections

+ Tomographic reconstruction

Vector field

a)

Figure 3.3 a) Schematic of the working principleT@MO-PIV (Elsingaet al, 2006);
examples of TOMO-PIV set up for b) jet flow androjl-airfoil flow investigations (Violato
et al, 2011; chapter 7)

Lens tilting systems are set on the cameras to owith the Scheimpflug condition, by
which the focal plane has to be aligned with thel-pliane of the 3D domain. In order to
focus the particles across the depth of the lagkt Volume (see eq. (3.9)), the lens aperture
is reduced by increasing f-numkgrconsequently resulting in a reduced amount ofigfe
reaching the camera sensor. The situation is evae oritical for time-resolved Tomo-PIV
(Schroedeet al, 2008) experiments where more powerful illumioatis needed to provide
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the proper light intensity within the pulse duratidt is therefore clear that the level of light
intensity is an important constraint on the measem® domain thickness, which can be
enlarged only if a stronger illumination systenaisilable. The amount of light from a given
laser source can be maximized using methods sutheadouble-pass light amplification
system (Scarano and Poelma 2009, Schroedeal., 2011) and the multi-pass light
amplification (Schroedeet al, 2008; Ghaemi and Scarano, 2010). Favorable erpatal
conditions can be obtained in water (as in theystlidcussed within this thesis), where a
relatively large measurement domain can be accd&eatano and Poelma, 2009; Violato
and Scarano, 2011 and 2013). Also other type lgfdirces were employed, such as
computer beamers (Perahal.,2011) and light emitting diodes (Willegt al, 2010).

3.2.2 Calibration

Since the tomographic reconstruction relies onttiamgulation of the cameras views in the
three-dimensional space, the image coordinatg) (are mapped onto those of the
reconstructed volumeX(Y,Z) by means of a calibration procedure. A calibrattarget
containing markers of known size and position mutaneously imaged by the cameras at
several positions (with steps of 5 to 10 mm) aldhg depth of the illuminated volume
(Figure 3.4). The position of the markers are usedletermine the coefficients of the
function which maps the physical coordinat&s¥{,Z;) onto the pixel coordinateg;fy;). The
chosen mapping function is a third order polynorimaX andY, whereas linear interpolation
is used to find the corresponding image coordinattd/een the availablepositions.

A substantial improvement in the accuracy of #eonstructed volumes, as well as in the
robustness velocity field, is obtained by th@ume self-calibratiorprocedure proposed by
Wieneke (2008), who found inspired from the selfiration method used for stereo-PIV to
correct misalignment between the laser sheet amdahbration plane. The self-calibration
technique allows to refine the manual calibratignnbinimizing the disparity between the
images of the same particle onto the camera imadssthe technique relies on the
identification of individual particle, volume setglibration is preferably performed on
multiple recordings at low density images, wheraged particles are easily detectable by
eye (particle image densitypp below 0.02). An iterative application of such prdare
allows to reduce the disparity value to values fan#han 0.1 pixels.

3.2.3 Tomographic reconstruction

Two-dimensional images, in the schematic of FigBré each recording is formed by a
qguadruplet of images, are reconstructed into thieeensional light intensity distributions
(reconstructed objects) by means of the MultiplieatAlgebraic Reconstruction Technique
algorithm (MART, Herman and Lent, 1976). In this thwd, the reconstructed intensity,
E(X,Y,2), is discretized in 3D array of cubic voxel elersehaving approximately the same
linear size as the pixels composing the cameraeasaghe reconstruction technique makes
use of the projection equation linking the imageemsity distribution,l (X, y) to the 3D
object intensity distributiok(X,Y,2) as

68



From planar to 4D PIV

Figure 3.4 Double layered calibration target is Eygd for the tomographic jet experiment

2w E(XLY, Z)= 1% ) (3.11)

JON,

where the valuey; defines the weight of the contribution of fite voxel intensityE(X;,Y;,Z)
to theith pixel’s intensityl (x;, y;) and depends from the distance between the vaoxkire
line-of-sight. N; is the total number of voxels in the line-of-sigidrresponding to théh
pixel (X, vi). A schematic representation of the imaging masléllustrated in Figure 3.5,
showing top-view representation of the reconstdioi®main where the levels of grey
indicate the value af;; in each voxel with respect to the pixét, y;).

The MART algorithm is implemented as an iteratieehnique, with the update of the
system of equations based on the ratio betweenntbasured pixel intensity and the
projection of the object through an relaxation pagter 0 < i < 1. The iterative update is as

follows

E(X,\ Y, 2)= E(X, Y, ,Z){ (ixiyy w, K ,.x,iv,ja} (3.12)

The term of update, which is the second addendutherabove equation, is defined by the
ratio of the pixel intensity(x;, y;) with the projection of the obje&‘(xj,Yj,Zj). It is required
that I(x, y;) and Ek(XJ-,YJ-,ZJ-) are positive definite. To quantify the accuracy the
reconstruction process, Elsingd al, (2006) used the quality factd®, which is the
normalized correlation coefficient computed betwésn actual particle fieldE, gy, (known
for numerical simulations) and the reconstructee By
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v| / "

Z A d A

’
’ \

.
> \

camera 1 I(X1,y1) I(x2,y2) camera 2

Figure 3.5 Schematic of the imaging model useddotomographic reconstruction; in this
top view the image plane is shown as a line oflgl@ments and the measurement volume is
a 2D array of voxels; dashed lines indicate thelgilkines of sight and voxels are colorcoded

depending on the value of the weghting coefficignin each of the voxels with respect to

the pixell(x3,y1); voxel distance from the line of sight is indiedtwithd (Elsingaet al,
2006).
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For iterative MART, in any real experiment the factQ typically does not change
appreciably after 5 iterations (Elsinggal.,2006).

The reconstruction quality is affected by seveygles of error, which are classified in
three categories: discretization errors, shaperemandghost particlegyMaaset al, 1993).
Discretization errors are due to the voxel repriegem of the intensity field and become
important when the imaged particle diamede eq. (3.7)) is smaller than 2 pixels. Shape
errors arise when the solid angle subtended bygdhgera system is low (an optimum angle
is approximately 30°, Figure 3.6); this resultsréonstructed particles that are elongated
along the viewing direction, which reduces the aacy of the velocity component along the
depth (Scarano, 2013). When the optical arrangemesich that the particle diameter on the
image is sufficiently large and that the angle keetwcameras is within the optimal range,
then the quality of the reconstructidepends mostly on thghost particlesThese consist of
spurious intensity peaks in the reconstructed d¢bjedsing from the non-unique solution to
the under-determined algebraic problem of eq. (3.I1 the motion analysis, the ghost

Q (3.13)
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particles lead to a less robust cross-correlatipmas, as their intensity is subtracted from the
actual field, and can affect the motion analysixeithey do not necessarily follow the
displacement of the actual particles. A detailesicdption of theghost particlesehavior is
given by Elsingaet al. (2011).

Being formed at the intersections of lines-of-sightrespondent to non-zero pixels, the
number ofghost particlesdepends on the image seeding density, imaged lgadi@meter
and the number of cameras. Figure 3.7 summarizeimtluence of these three factors on the
reconstruction qualit®), wherepppis the particle image density (in pixel unit) axglis the
source density (Keane and Adrian, 199@ich reads as

o
NS = pppT’ (3.14)

with d; = d/4x (4x is the pixel size).

cross éy linear } y
1
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Figure 3.6 (left) Cross-like and linear imaging figarations of tomographic PIV systems
with four cameras; (right) reconstruction qualiagtorQ versus system aperture angle
whered, = d,/4x, 4x is the pixel size (Scarano, 2013)

Acceptable accuracy for the velocity measurementh@aobtained for value @ larger
than 0.75 (Elsingat al. 2006), which, in four camera system means thasolece density is
limited to a value of 0.3 (Scarano, 2013).

Improvements in the reconstruction accuracy carolbiained combining the MART
algorithm with the Motion Tracking Enhancement teigne (MTE, Novaraet al. 2010).
This method, which is based on the use of multiprding, allows the reduction of ghost
particles in the 3D objects, and, therefore, it barused to overcome the current limitations
in seeding density, thus spatial resolution, of EMO PIV (Novara and Scarano, 2012).

The quality of the PIV images has a large impacthenreconstruction quality because
spurious intensity, such as background noise, i&-paojected into the 3D domain through
the MART algorithm (Elsingat al, 2006). Recently, Scarano (2013) said that arceffe
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background removal technique is obtained combirireg subtraction of a pixel-wise time
history minimum intensity and a local minimum swaotion within a spatial kernel of size
ranging between 11 to 31 pixels depending on thee.choreover, the particle intensity
reconstruction can be affected, or even be implessiloe to laser light reflections from solid
walls or particle agglomerates in the proximity tbe surface, which may be region of
research interest. In such situations, dark pagstiapplied to the surface or a different
illumination angle can help solving the issue. Hegre in case reflections still affect the
recorded images, improvements can be obtained aittautious image pre-processing.
Scarano and Sciacchitano (2011) proposed a metboteduce light reflections from
stationary or moving surfaces based on the aviétlalif a time-resolved sequence of
recording if the frequency of the reflection viboat is separated by the one proper of the
tracers by at least a factor three.

Ny
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Figure 3.7 (left) Reconstruction quality fact@ras a function of image source densityor
particle image number densibpp (results obtained at a fixed particle image diamete
pixels); results are parameterized as a functicdhe@humber of viewing camerhls. (right)
reconstruction quality factor dependence upon #réighe image diameter at a given value of
the particle image number density (Scarano, 2013)

3.2.4 Motion analysis

The velocity field is evaluated by cross-correlatiof two reconstructed intensity fields,
knowing their time separatiot. The reconstructed volume is divided into sub-dios)a
typically of cubic geometry, where the particlepdé&&ement is evaluated by means of three-
dimensional cross-correlation function. The sizehaf interrogation volume should be large
enough to include at least 5 to 10 particles, wiainh less than in planar PIV since TOMO
PIV technique does not suffer of out-of-plane motio
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In this work the 3D cross-correlation is perfornveith a multi-grid volume deformation
approach (VODIM, Scarano and Poelma, 2009), whéchased on the multi-grid window
deformation (WIDIM) approach proposed by Scarand &iethmuller (2000) for planar
PIV. The universal outlier detection method (Westsl and Scarano, 2005) is applied to
detect erroneous vectors resulting from correlatbmoise or artifacts of particle tracers.
This method is based on setting a unique threstalide (typically 2) for the median test
which is valid for a wide range of flows and Rey@d®whumber. The detected vectors are then
replaced with the result of a regression functierfgrmed among the neighboring values.

Novaraet al. (2012) have recently proposed an adaptive 3D lativa strategy to
increase the local spatial resolution in complex&id vortex-dominated flows that exhibit
high vorticity in confined regions like shear layeand vortex filaments. The adaptive
criterion is based on the analysis of the companeiftthe local velocity gradient tensor,
which returns the level of anisotropy of velocitpasial fluctuations. The principle to
increase the local spatial resolution is based han deformation of spherical isotropic
interrogation regions, obtained by means of Gausgiaighting, into ellipsoids, with free
choice of the principal axes and their directiois. shown in Figure 3.8 for the jet flow
studied within this thesis, the interrogation regis contracted in the direction of the
maximum velocity variation and elongated in the imimm one in order to maintain a
constant interrogation volume.

non-isotropic interrogation
region ——T"“"_'T-”"" isotropic interrogation
- j region

VORTEX RING
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— i
900 =
100 o
N >
z 200 1000
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B
= 300
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400 500 region

X [vox]

Figure 3.8 Adaptive 3D correlation in a jet flondépted from Novarat al, 2012)

3.2.5 4D PIV

Similar to the case of planar PIV, the time-resdlemalysis of tomographic PIV recordings
offers some advantages. First, the object recartgirufor time series can be based on more
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than two exposures (MTE, Novaed al. 2010), which further enhance the accuracy of the
reconstruction. Secondly, the sequence of objenntsbe analyzed by a 3D sliding-average-
correlation (Scaranet al, 2010), or by a 3D extension of thgyramid correlation
(Sciacchitancet al, 2011). These methods have shown to be very aféet reducing the
amount of spurious vectors and the level of randmise for data acquired in continuous
single-frame mode.

ConsideringN exposures N-1 object pairs), the sliding-average-correlatieshinique,
which is employed in this thesis (section 4.2.8ads as:

N
R=) EOE, (3.15)

n=1
where the symboll is the cross-correlation function. The choice led fppropriate value
for the temporal kernel (number of exposures) resbased on considerations on the time-
scales of the flow and on the interrogation boxesi& practical approach is to limit the
maximum length offluid sweepto the length of the interrogation box. Therefafethe
typical particle displacement is 8 voxels and th&errogation box is taken of 40x40x40
voxels, the temporal kernel should not exceed B&aibj(4 object pairs). The beneficial effect
of this technique on the measurement accuracysisrithed in section 4.2.2.

The availability of 4D (3D time-resolved) data bles more advanced flow diagnostic
possibilities compared to the planar ones. 3D nreasent allows the simultaneous
evaluation the velocity vector and the velocitydieat tensor within a volumetric domain.
As a result, the organization of turbulent motieas be inspected less ambiguously making
use of vortex detection methods (vorticity anetriterion, see section 3.3.1) and 3D proper
orthogonal decomposition (section 3.3.4), includihg characteristic time evolution when
measurements with temporal resolution are available

instantaneous iso-surface axial velocity (red) atial vorticity (cyan), axial vorticity
(negative in green and positive in yellow); (adddt®m Violatoet al, 2012)

The time-resolved measurement of the velocity faldbles the simultaneous determination
of the velocity and pressure spatial distributivhjch is important in unsteady aerodynamics
and aeroacoustics. The introduction of 4D measunéngelds a consistent treatment of the
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governing equation for the pressure evaluationificompressible flows (see chapter 7;
Violato et al, 2011), where all the variables of the momentuneégn can be measured and
the pressure gradient remains the sole unknown.eVatuation of the flow field pressure

requires a numerical integration technique fordheve equation, provided of the Neumann
and Dirichlet boundary conditions. In case of Jets, the use of Powell's analogy offers a
more feasible approach to the study of noise géinerprocess (section 3.3.4).

3.2.6 Computational cost

Ever since the introduction, several studies haaenldevoted to increase the computational
efficiency of the reconstruction and volume crosg-lation techniques, which, in the early
times (2005-2007), required total of an hour or endesides affecting the data processing,
when such a long time is needed to obtain a simglecity field, the experimental setup
optimization becomes significantly more difficult ao feedback is rapidly available to guide
the experimentalist in the choice of different dgufations (e.g. illumination, seeding
concentration, calibration verification).

Several advanced techniques have been developeduoe the computational cost of the
MART reconstruction procedure, such as the muttitive line-of-sight technique (MLOS,
Atkinson and Soria, 2009), which exploits the spaess of the reconstructed domain, and
the multi-grid approach (MG, Discetti and Astari2®10), which reduces of approximately 5
times the computational time required for recorettom (7 times if coupled with a MLOS
approach) and reduces of around 40 times the meloady An acceleration over more than
one order of magnitude compared to standard MARTobsined combining MLOS
technique with the simultaneous correction of tldution (Simultaneous Multiplicative
Algebraic Reconstruction Technique, SMART; usethim investigation described in section
9.1)

The computational challenges involved in the motamalysis of 3D objects led to
several studies focused of the acceleration o€tbss-correlation technique. As indicated by
Scarano (2013), in fact, the computational costcfoss-correlation analysis in tomographic
PIV is 4 to 5 orders of magnitude higher than ianglr PIV. A faster volume cross-
correlation can be obtained by exploiting the sparsf the intensity field (Atkinson and
Soria, 2009; Discetti and Astarita, 2010) and vdeahing to reduce the size of the volume
in the first step of the iterative interrogationigBetti and Astarita, 2012).

Thanks to the advances in the hardware (multi-guoEessors) and in the processing
algorithms, the computational time to calculateirsgle 3D velocity field from 1 Mpixel
images by a 4 camera tomographic system coulddeegl from 1 hour to approximately 5
minutes.

The use of 3D sliding-average-correlation technigseilts in an increased computational
cost by a factor ofiN-1), with N that is the number of exposures (Sciacchitand ,e2@11).
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3.3 Data reduction

3.3.1 Vortex identification methods

Vortex structures will be identified consideringetbomponents by the vorticity vector field
o =0xV or the norm|m| (Figure 3.10a). Alternatively, vortices will betdeted by a more

general criterion that was introduced by JeongHusisain (1995) for incompressible flows,
commonly referred to ag-criterion. Thisstates that the geometry of the vortex structure is
correctly represented by identifying the negatiegion of the second largest eigenvalue of

s?+Q? (3.16)
where
du 1(dv du 1( dw dLj_
R —_ —+ — _ — 4+ —
dx 2\ dx dy 2\ dx d
1{du dv dv 1( dw dVv
S=| —| —+— — - —+— (3.17)
2\ dy dx dy 2\ dy dz
1(d_u+d_WJ 1fdv, dwy  _dw
12\ dz dx 2\ dz dy dz
and
I 0 1(dv_duj 1( dw dU)_
2\ dx dy 2\ dx dz
1/du dv 1( dw dVv
Q= —(———j 0 —(———j (3.18)
2\ dy dx 2\ dy dz
1(dU _ dw) 1( dv_ dw 0
|2\ dz dx 2\ dz dy ]

are respectively the symmetric and antisymmetritspaf the velocity gradient tensatV .
The 4, definition corresponds to the pressure minimum piaae, when contributions of
unsteady irrotational straining and viscous termstlie Navier-Stokes equations are
discarded (Figure 3.10b). This definition captuthbe pressure minimum in a plane
perpendicular to the vortex axis at high Reynoldmbers, and accurately defines vortex
cores at low Reynolds numbers, unlike a pressunérmaim criterion such as th@-criterion.

Moreover, Jeong and Hussain (1995) observed thatrtex boundaries based 4m| are

ambiguous and that for vortex cores embedded inuraownding flow with a shear
comparable to the vorticity within the core, suchveall bounded and homogeneous shear

flows, the maximun1m| may be located outside the vortex core.
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The velocity gradient terms, which are employechhintthe vorticity based criterion and
the A,-criterion, are evaluated from TOMO PIV data bytesed difference scheme. Rafél
al. (2007) gives a broader discussion on differentraichemes employed with PIV.
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Figure 3.10 Vortex ring structures; iso-surfacel$olute vorticityd| (a),A,-criterion (b),
absolute Lamb vectok|| (c) and acoustic sourde (d).
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3.3.2 The Lamb vector

The Navier Stokes equation for incompressible fley. (2.2)) can be written in a form that
was given, among others, by Lamb (1878):

oV p V?
—=-0| —+— |~oxV -Vxe. (3.19)
ot p 2

where @xV is the Lamb vectorL (Figure 3.10c) that represents the Coriolis
acceleration of a velocity field under the effetfts own rotation. In literature, this vector is
also referred to as “vortex force”. Usually foridobody rotation, the Coriolis force is built
with a rotation vector which is independent of thedocity. A more detailed discussion on
the Lamb vector is given by Rousseaal. (2006).

3.3.3 Aeroacoustic source characterization

In Powell's analogy (eq. (2.40)), the Lamb vecwpart of the source term and accounts for
the flow state. Exploiting the linear property betintegral function, Powell’'s analogy (see
eq. (2.40)) can be rewritten as

] z, 2nR PE
p'(x,t>=—ﬁjjj(x@)xc€¥q

z, 00

det( YRd dz. (3.20)

t

Based on the above equation, the acoustic sourckecenapped using

L =|(a*/ar)|= [(dZL,/dtZ)Z (o df) +( L/ df)zrz. (3.21)
Note that this property clearly requires three-disienal and time-resolved information,

which, except for the current experimental investimn, may only be considered available
from numerical simulations (DNS or LES). In sec6dh3 and 6.4 of this thesis, a survey on

the spatio-temporal pattern &f, not yet available in literature, will be discudsa relation
with large-scale structures that are identifiedh®y/,-criterion (see section 3.3.1).

Care is however necessary when a source termdroatoustic analogy (see eq. (3.21))
is used to analyze a turbulent flow, because higell of source fluctuation do not
necessarily imply high levels of sound radiatioheTsound radiation capability of a source
must be view in terms of the convolution integmaith an appropriate Green function, that
describes the process of sound radiation (Cright®n5; Freund, 2001; Cabaegal, 2008).

3.3.4 Proper orthogonal decomposition

Proper Orthogonal Decomposition (POD, Berk@bzal, 1993) is a statistical technique to
objectively classifying and describing turbulerivils in terms of most energetic coherent
motions that can be used to produce of a low-ordeonstruction of the flow field. When

applied to velocity fields, such as PIV data or euical simulations, POD analysis enables
the identification of the coherent structures ime of global eigenmodes. POD was applied
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to planar PIV data to describe a large varietyedffjpow configurations: annular jets (Patte-
Roulandet al, 2001), normally impinging jets (Geegsal, 2005) turbulent jets in crossflow
(Meyer et al., 2007), daisy- and cross-shapedcerifets (El Hassan and Meslem, 2010; El
Hassanet al, 2011). More recently, Schmidt al. (2012) have investigated the use of
dynamical mode decomposition (DMD; Schmid, 2010)tfee analysis of TR-TOMO PIV
data of the same jet. Although, the results sha@w EiVID is a suitable technique to infer the
dynamical features of the velocity fluctuations fhresent work will be based on POD also
for reasons of comparison with the more abundéergliure available.

The POD principles are briefly introduced hereldieing the method of snapshots

(Sirovic, 1987). Consider a set of dati{X,t ) that are simultaneously taken Mttime

instants such that the samples are uncorrelatedirsgatly independent. The corresponding
fluctuating component is defined as

u'xt)=uxt)-uk), (3.22)

whereU(x) is the temporal average

N

T(x) =%Z u(x, ). (3.23)

n=1

The POD method extracts orthonormal eigenmoggx) and orthonormal amplitude

coefficientsa, (t) such that the reconstruction

Uit) = 8 (0,0 .24

is optimal, in the sense that the functigfismaximize the normalized average projection of
¢ ontou'

((go0.u'(x1))’)

max 3.25
v (.0 x) (329

The time coefficientsa (t) are determined by the projection of the flow-fields ongdlubal

modes

a,(t) = (u'(x,1),¢,(x) (3.26)

The snapshot method introduced by Sirovich (1987) is lesguatationally demanding and
the above maximization problem corresponds to solve andegfe integral equation, in
which the solutions are linear combinations of the snapshots

() =) dux,t) k=1,.,N (3.27)
n=1
where @ is then™ component of th&" eigenvector. The eigenmodes can then be found b
n p g g y

solving the following eigenvalue problem
C,o=40 (3.28)
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where C is thel,-norm matrix,
1
C, =—(u'(x), u'(x)) (3.29)
N .

The cumulative sum of the eigenvaluels corresponds to the total energy and each

eigenmode is associated with an energy perceetage

e =A ZA (3.30)

POD descriptions of PIV data are commonly produced sihgahe mean square fluctuating
velocity as norm, which represents the kinetic energheflow. However, a more efficient
identification of the coherent structures in PIV data canobtined by the vorticity
decomposition, as proposed by Kostasal. (2005), who applied POD on the velocity and
the magnitude of the out-of-plane vorticity. Such quanti/explained by the authors, is a
guastenstrophysince only one component of the vorticity was consitlere

In this investigation, POD analysis is first conducted ardkdimensional velocity data
sets based on the mean square fluctuating energy, whicthe fluctuating velocity vector
V' can be written as

\

1
C =N(V 'x),V 'x)) (3.31)

Then, by centered difference scheme, the velocity imddion is used to evaluate the three-
dimensional vorticity field (Raffedt al, 2007). This is analyzed by POD using, as norm, the
mean square fluctuatirenstrophy

C,= %(m '(x),0(x)) (3.32)

where®' is the fluctuating vorticity vector.

Moreover, the velocity and the vorticity vectors are ugeevaluate the Lamb vector
L =wxV, which is a relevant quantity in aeroacoustics as itwauscfor the flow state in
Powell’'s aeroacoustic analogy (Section 2.3.2). The modaysia of the Lamb vector field
is conducted by POD based on the norm of the fluctuagmgp vector’

1
C, :E(L 'x),L '&)) (3.33)

which will be referred to as mean square fluctuatirgnb energy Finally, following
Powell's aeroacoustic analogy, the acoustic source is deiatihe second time derivative of

the Lamb vectodzL/dtz (Section 3.3.3), which is analyzed with the POD techniopsed

on the norm of the fluctuating componaﬁL/dt“

1o /e 2
C =ﬁ(d L/ dt'(x), 0L/ dt''(x)) (3.34)

d?L/dt?
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The above norm will be referred to as mean square #tinyacoustic sourcesnergy
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Chapter 4

Experimental instrumentation
and arrangements

This chapter is devoted to the description of the facility, edygerimental instrumentation
and the arrangements used for the experimental investigafiois is followed by the

uncertainty analysis for tomographic PIV experimentse T¢hapter also includes a
presentation of the overall flow characterization on a stedidbasis for circular and chevron

jets.

4.1 Jettomographic facility

Experiments are conducted in a water facility at the édymamic Laboratories of TU Delft
in the Aerospace Engineering Department. The Jet Tomlagrgacility (JTF) facility has
been specifically designed for tomographic experimentsvater jets. However, given its
versatility, JTF has also been used for experimentdappifig wings (Percirt al, 2011)
and high-speed air jets (see Chapter 9). A round naxzkxit diameterD=10 mm and
contraction ratio of 56:1, is installed at bottom wall of a tanKoRing the work of Schram
et al. (2003; 2005), the nozzle contraction shape is a symmétrizder polynomial profile
(Figure 4.1):

n(&) = (-20&° + 70 — 84 + 358" (4.1)
with & = (L - x)/L andnp = (r —rz)/(r1 —r2) . The chosen profile yields a uniform laminar
flow at the exit.
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7y

Table 4.1 Nozzle contraction dimensions

Inlet radius r{ | 37.5mm
L Outlet radius r, | 5mm
length L | 125 mm

Figure 4.1 Cross section of nozzle
contraction

The jet is enclosed in an octagonal water tank of 600 mmedéx and 800 mm height
built in Plexiglas to enable extensive optical access for illuminadod tomographic
imaging. The schematic of Figure 4.2 shows a cross-secfithe jet tomographic facility.
When the facility is completely filled with water, the punip forces the fluid out of the
water reservoir (2) into the hydrostatic pressure tanki{®.water flow rate is set by a valve
(4) with the help of a flow meter (5). An impact plate iGplaced at the inlet of the settling
chamber (7) to promote the mixing with the seeding partitleseycomb (8) and grids (9)
are fitted in the duct upstream of the nozzle contraction t(1@@duce the flow turbulence
into the octagonal shaped test section (11), which is eqlipfth a laser window (12).
Water is drained though an outlet (13) back to the watervas€?).

The system is hydrostatically driven and provides a stabymply in a range of exit
velocity W, from 0.1 to 2m/s, corresponding to Reynolds numbenging between 1,000
and 20,000. The water temperature is 20°C.

The 6-chevrons jet exit is applied on top of the circualazzle profile, with chevrons 7
mm high and inclined towards the jet axis by an angle tgetrexis of 12 degrees, as shown
in Figure 4.3, thus resulting in a penetration depth ofrinb
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11—

O N 0 W

Figure 4.2 Cross-section of jet tomographic facility. Puff)pWater reservoir (2),
hydrostatic pressure tank (3), valve (4), flow meteri(Bpact plate (6), settling chamber (7),
honeycomb (8), grid (9), nozzle contraction (10), octagishaped test section (11), a laser
window (12), outlet (13).

notch

apex

Figure 4.3 Chevron nozzle (left); azimuthal position of chevrotch and apex (right).
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4.2 Time resolved tomographic PIV

Tomographic experiments are performed for a nominall aelocity at the jet exit of 0.5
m/s yielding a Reynolds numbBe= 5,000 based on the jet diameier

Neutrally buoyant polyamide particles of 56m of diameter are dispersed
homogeneously, achieving a uniform concentration of @&rticles/mm The illumination
is provided by a Quantroniarwin-Duo solid-state diode-pumped Nd:YLF laser (2x25
mJ/pulse at 1 kHz).

After a transmission distance of 1.5 m, the laser beatnres a diameter of 6 mm and is
further expanded through a diverging lens to a dianwt& mm and then focused with a
converging lens to obtain a conical illumination domain (Figu#. The light scattered by
the particles is recorded by a tomographic system compufsébdee 3imager proHS 4M
cameras (12 bits, 2048x2048 pixels, pixel pitch of 11 jam@anged horizontally with
azimuthal aperture of 90 degrees. The choice of chnara cylindrical (Figure 4.5),
illuminated volume eliminates the need for camera-lens titthaeism to comply with the
Scheimpflug condition. Nikon objectives of 105 mm focal tengre set with a numerical
aperturef,= 22 to allow focused imaging of the illuminated particlesr Be chosen
illumination and imaging configuration the particle image dgr@pp decreases from the
axis towards the edge of the illuminated volume and, getteis, increases along the axial
coordinate from 0.037 (at the jet exit) to 0.043 (10 diameteose the exit) particles/pixel.
Table 4.2 summarizes the details of the settings of therexents conducted by Violato and
Scarano in 2011 and 2013.

The choice of a conical (Violato and Scarano, 2013)ytndrical (Violato and Scarano,
2011) domain of illumination also results in a more fabde an accurate reconstruction of
the particle field, as the particle image density does notgehaith the viewing angle along
the azimuth and decreases moving from the axis to ¢niphery of the jet (Figure 4.4).
Moreover, the extent of uniform flow velocity in the regioutside the jet is minimized,
which mitigates the effect of ghost particles velocity (Elsiegal, 2011) in turn biasing the
measurement in the shear layer and jet core (Novar&earan®012).

Sequences of images of tracer particles (Figure 4.&)eamrded at 1 kHz resulting in a
temporal resolution that yields 35 samples for the fastestagevents (vortex shedding).
The imaged-particle displacement at the exit is approximd@lpixels along the jet axis.

The field of view is of 50 x 100 mm with a digital resim of 18.5 pixels/mm.
Sequences of 500 images are also recorded at 20 Harme{traddling mode (pulse
separation time 1 ms) for a total time of 25 s to productatstically significant data
ensemble.
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mitror /

biconvex lens /

concave lens

laser beam

measurement domain

high speed cameras

60D

jet nozzle — |laser beam

tank—

high speed cameras

Figure 4.4 (top) Schematic view of conical illumination andgmg in the tomographic
experiment; (bottom) view of the system; (Violato and Scaradd3)
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b)

Figure 4.5 Imaging and illumination configurations in the torapgic experiments; a) 4
camera system with cylindrical illumination; b) detail of the cylical beam; c) 3 camera
system with conical illumination
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4.2.1 Tomographic reconstruction

The volumetric light intensity reconstruction is performed foilgy the of Multiplicative
Algebraic Reconstruction Technique algorithm (MART, Hermamd Lent, 1976) by the
LaVision softwareDavis 8. A three-dimensional mapping function from image-sptx
physical object-space is generated by imaging a calibrédiget. The initial experimental
errors due to system calibration are approximately 0.8lpixs estimated from the disparity
vector field. The misalignment is reduced to less than Pix38s making use of thgD self-
calibration technique (Wieneke, 2008). The raw images are preepsed with subtraction
of the minimum intensity at each pixel for the entire sequefotlewed by a subtraction of
the local minimum over a kernel of 31x31 pixels. The MA&gorithm is applied with four
iterations.

At the given particle image density, despite the radialedser and axial increase, the use
of 3-camera tomographic system leads to rather accuratebfidt reconstructions with a
reconstruction qualit) estimated above 0.75 (Elsingaal, 2006).

The illuminated volume is discretized with 660 x 660 x 200%els resulting in a digital
resolution of 20 voxels/mm (voxel pitch of 50n). Following Elsingaet al (2006), the
accuracy of the reconstruction is evaluatagbosteriori comparing the intensity of
reconstructed particles in the illuminated region with thaghafst particlegproduced in the
immediate surroundings of the illuminated domain. A sigoateise ratio may be defined as
the reconstructed particles intensity inside the illuminate aersus that reconstructed
outside. The laser light intensity follows a Gaussian distributilomg the radius and the
light is concentrated in a circular region. In Violato and &gar(2011), this is found
approximately 550 voxels of diameter (Figure 4.7), cpoading to 27.5mm. The peak
intensity profile along the radial directisrshows that the intensity outside of the illuminate
region is negligible. The reconstruction signal-to-noiserasi defined above is higher than
4.

Figure 4.8 shows the coordinate system and the measurédomains for the chevron
and circular jets in the experiments conducted by ViolatbSoarano (2011, 2013).

0 30 60 90 120 150

Figure 4.6 (left) Particle image recording after subtractiadh@focal minimum over a
31x31 pixels kernel; (right) sample extracted from yellow wind
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Table 4.2 Experimental settings for time-resolved TOMO mAsurements conducted by
Violato and Scarano (2011, 2013)

(2011) (2013)
Seeding particle diameter ffn particle diameter 56m
concentration 0.65 part/mim | concentration 0.65 part/nim
lllumination QuantronibDarwin-DuoNd- | QuantronixDarwin-Duo Nd-
YLF laser (2 x 25mJ@1 kHz) YLF laser (2 x 25mJ@1 kHz)
Cylindrical beam (diameter | Conical beam (min diameter
3D) 2D, max diameter 313 )
Recording device 4 Photron Fast CAM SA1 | 3 Imager pro HS 4M cameras
cameras
(1024 x 1024 pixels@ (2016 x 2016 pixels@ 1.3
5.4kHz) kHz)
20 um pixel pitch 11 um pixel pitch
Optical arrangement Nikon objectives Nikon objectives
f=105mm;f#=32 f=105mm;f#=22
field of view: 5D x 5D field of view: 5D x 10D
Acquisition frequency | 1kHz 1kHz
Time of acquisition 05s 2s
Nozzle geometry circular; chevron circular
Measurement domain 3D x 3D x 5D 3.3D x 3.3D x 10D
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Figure 4.7 (left) Reconstructed particle peak intensity distribwti@raged alongraxis (the
red box indicates the reconstructed region); streaks aréewsih correspond to particles
reconstructed over a sequence of recordings; (right) alaea particle peak intensity profile

along the radial direction (azimuthal average)
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Figure 4.8 Measurement domains and coordinate systentigztlar and chevron jets
(Violato and Scarano, 2011); ¢) circular jet (Violato and Seara013)
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4.2.2 Vector-field computation

The three-dimensional particle field motion is computed by WeliDeformation Iterative
Multigrid (VODIM) technique (Scarano and Poelma, 2009) witimal interrogation volume

of 40x40x40 voxels (2x2x2 minwith an overlap between adjacent interrogation boxes of
75%, leading to a vector pitch of 0.5 mm. At the given plarioncentration, 6.5 particles
are counted, on average, within the interrogation box.

A further refinement of the analysis is obtained bipngishe Sliding Average Correlation
technique (SAC, Scarangt al, 2010), whereby the cross-correlation map, obtained ove
three subsequent object-pairs, is averaged yielding higjgaal-to-noise ratio and higher
measurement precision. Such approach is an extensior afethod proposed by Meinhart
et al. (2000) that is here extended to unsteady velocity fieldenvie sampling rate exceeds
that strictly needed for temporally resolving the flow. Ascd&sed in section 3.2.5,
correlation averaging technique over three subsequenttgiges is applied to have higher
signal-to-noise ratio and higher measurement precisiometesolved measurements. The
use of such averaging technique involves a longer une®nt time interval corresponding
to the separation of four exposures (3 ms). The ugeunfsubsequent objects results in a
reduction of the displacement rms error from approxéiga®.12 to 0.05 voxels, as it is
shown in the velocity time-history plotted in Figure 4.9.

0.6 ! T T T 15 T T T T

x-displacement [voxels]
y-displacement [voxels]

0 10 20 30 40 50
t[ms] t[ms]

Figure 4.9 Time-resolved velocity components in the jem@arison of velocity time-
history obtained by single-pair correlation (solid red line dots) and averaged correlation
over three pairs (black line). (Scaragtaal.,2010)

Data processing is performed on a dual quad-core Xet@hprocessor at 2.83 GHz with
8 GB RAM memory. Reconstruction of a pair of objects dne 3D cross-correlation
requires 1 hours and 20 minute for the small measureduanain (Figure 4.8 a-b, Violato

92



Experimental instrumentation and arrangements

and Scarano, 2011) and 3 hours and 40 minute for the thwmain (Figure 4.8 c, Violato
and Scarano, 2013).

When needed, data post-processing is applied that topns$ia space-time least-squares
regression. Spatio-temporal noisy fluctuations are signifigatppressed by applying the
second order polynomial least squares regression (ScarahBoelma, 2009) with a kernel
of 5x5x5 grid nodes in space (2 Mcorresponding to the interrogation box size. Given the
high repetition rate of the measurement a temporal kelnaélencompasses 7 time steps (6
ms) is used without affecting the temporal resolution ohtkasurement in the range of time
scales of interest (up to a value of the Strouhal numbet)ofrurther details on the
measurement uncertainty are discussed in section 4.4,

4.3 Time resolved planar PIV

Planar PIV experiments are conducted on the circulaojedtatistical characterization of the
flow.

Neutrally buoyant polyamide particles of i diameter are employed with a
concentration of approximately 6 particles/faihe illumination and imaging is provided
by the same equipment as used for the tomographicimem@s. A laser-light sheet of 1.5
mm is formed applying a knife-edge slit-filter to the exgiad beam.

mi.rror\_\_\_\.
4.7D
knife edge slit/
laser
4.6D
e laser light
0.2D
T —— measurement domain
water inlet——_am :
jet nozzle 4.6D Y
0.5D ‘
high speed cameras” ~ L d Ty — X
‘ Q
a) b)

Figure 4.10 Planar PIV experiments; (left) schematic of¢lerding and the illumination
system; (right) field of view
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Two cameras are combined to cover a measurement regiiending from the exit up to
10 diameters (Figure 4.10 and Figure 4.11). The camaeeasquipped with objectives of 105
mm focal length set at numerical apertfie2.8 to maximize light intensity. To avoid the
phenomenon of peak-locking (Westerweel, 2000) the fpleade is slightly offset from the
illumination plane defocussing and the particle images are blurred over an area of
approximately 2x2 pixels. Sequences of images of tpaasicles are recorded at frequency
of 1.2 kHz yielding a particle image displacement of apjpnaiely 7 pixels at the jet exit.

The field of view (FOV) of each camera is 47 mm xmdifh, with a digital resolution of
20.7 pixels/mm. The two FOVs overlap of 2 mm and, wt@mbined, form a measurement
domain of 47 mm x 92 mm. The experimental settingsanemarized in Table 4.3.

The time-averaged velocity profile at the exit, where the flegime is steady and
laminar, is computed by ensemble-averaging the correlat@gmal along the measurement
sequence (Meinhaet al 2000). As a result, the interrogation window can berefsed
down to 6 x 6 pixels (0.29 x 0.29 mMywith an overlap factor of 50% leading to a vector
pitch of 0.13mm.

Table 4.3 Experimental settings for planar PIV

measurements
Seeding particle diameter jin
concentration 6 part/min
Illumination QuantroniXDarwin-Duo

Nd-YLF laser (2 x
25mJ@1 kHz)

sheet thickness 1.5 mm
Recording device 2 Photron Fast CAM SA1
cameras

(1024 x 1024 pixels@
5.4kHz)

20 um pixel pitch
Optical arrangement|  Nikon objectives
f=105mm;f#=2.8

field of view: 4.D x 9.2D

Acquisition 1.2kHz

frequency

Time of acquisition 3.5s

Nozzle geometry circular Figure 4.11 Laser sheet for planar

PIV
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4.4 Uncertainty analysis for TOMO PIV

A reliable estimate of the measurement uncertainty of flireensional time resolved
measurements can be performed by sevargosteriori approaches based on physical
criteria (Shenget al, 2008; Scarano and Poelma, 2009). At the present nesasnt rate,
temporal fluctuations are sampled by a large humber ajfstiots, where the measurement
error is expected to be uncorrelated. The measuremetisipreerror can be evaluated by
comparing the velocity time history to a filtered version wigd with a kernel length
smaller than the flow scales. Such a comparison is showigure 4.12, in which the raw
and the filtered data are plotted at a given point in therdagar &=0.5D, y=0, z=3D),
where the flow unsteady behavior is dominated by the gassidlaminar vortex rings. Each
velocity component is filtered with a second order polylabrieast squares regression
(Schrijer and Scarano, 2008) over a kernel of &iza space and duratioh. In order to
avoid significant amplitude modulation, which would mean a disto of large-scale flow
structure characteristics, the kernel size must satisfyfalh@wing relations:L<dy, and
T<dy/Wy , wheredy, is the core diameter of a vortex moving with a velotity An estimate
of the characteristic kernel size, for instance, can bedb@séaminar vortex ringsl(=4x10

* m andW=0.2 m/s) leading th<4x10%® m andT <20ms. In this investigation, a significant
suppression of the spatio-temporal noisy fluctuations isirsdataby applying the second
order polynomial least squares (Scarano and Poelma, 2009 kernel size of 5 grid nodes
in space (2 m), corresponding to the interrogation box size, and @ siteps (6 ms). The
residual of the velocity can be referred to as measureeneor, which is estimated to 0.15
voxels for all the velocity components, based on standaxdation over the entire data
ensemble. The relative error on the velocity measuremegpigoximately 2% with respect
to the particle displacement at the jet exit of 8 voxels.

The applied filter does not lead to any reduction in spatisblution, which remains
equal to 2 mm. On the other hand, it reduces the tempasalution to 6 ms. In such a
condition, for example, the maximum number of azimuthatles that can be detected along
the nozzle circumference is 15, whereas the minimum deshpvariation that can be
observed is 12 times smaller than the pairing period (2 ms

95



Experimental instrumentation and arrangements

N
(=2

'
e
[N}

T

_dx [voxels]
o

dy [voxels]
=]

dz [voxels]

=
)

%25 50 75 100 125 150 0 25 50 75 100 125 150 O 25 50 75 100 125 150
t* [ms] t* [ms] t* [ms]

N

Figure 4.12 Time history of the velocity componentxa0(5D,y=0, z=3D). Raw data (red
dots) and second order time-space filtered data (solid biegk

Furthermore, the measurement error on the componeite afelocity gradient can be
estimated invoking the principle of local mass conservafidranget al, 1997). Although
the flow divergenceOvis a flow property of little interest when dealing with
incompressible flows, it is a suitable quantity to estimate tkasmrement error on the
spatial derivatives of the flow. In the entire domain, thedéion

ou dv Jdw
OV =—+—+—=0, (4.2)
ox 09y 0z
must be satisfied at all-time instants. The numerical etialuaf OV from experimental
data may differ from zero due to measurement errothenvelocity and the numerical
truncation in the spatial discretization. As discussed in Scassa Poelma (2009), the
relatively large overlap factor between neighboring intgation boxes ensures that
truncation errors are negligible with respect to the finite sizthe interrogation. Hence, the
standard deviation of the velocity divergence over thtree measurement domain and

during the whole observation tim@o0v|) can be used as statistical estimate of the
measurement precision for the velocity gradient tensompoments. Figure 4.13 illustrates
the probability density function ofi OV . The dotted and solid lines correspond to the raw
and the filtered data. The error shows a Gaussian distribsitrometrical around zero with a
standard deviatiof|0 0v|) of 0.012 and 0.007 voxels/voxel for the raw and therétledata,
respectively. The measurement of the terms on tthee of the velocity gradient
tensodu/dx, dv/dy and ow/dzis usually less accurate than that of the non-diagonal terms,
therefore the above values may be considered asreatise estimates for the uncertainty of
all the velocity gradient components. Considering the particcdese of the vorticity,
dividing the absolute error by the typical value measurdbarcore of the shed vortex (0.25

voxels/voxel), the resulting relative precision error on \theicity field is estimated to be
less than 3%.

In the region where the fluctuations are dominated by lamiortex rings, the vorticity
residual evaluated as the difference between the filtemddraw data exhibits a standard
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deviation of 0.01 voxels/voxel, which is comparable to #iwove estimate of the
measurement uncertainty.

80002 0 oo 0.04
V-V [vox/vox]

Figure 4.13 Probability density of measurement error etgitiay velocity divergence. Raw
data (dotted line) and filtered (solid line)

4.5 Statistical flow properties in circular and chevron
jets

The mean velocity profile of the circular jet at the nozal#é was obtained through the
ensemble average technique (section 3.1.4) leading to wedtdrs along the diameter
(Figure 4.14). The profile is taken ZtD=0.1 to avoid using data corrupted by laser light
reflections from the nozzle surface. Following Alkislat al (2007), the normalized
displacement thickness

(RID)
gi0= [ (1-wrw)dg c, (4.3)

(RID),,

and the normalized momentum thickness
(RID)

6,/D = J.M[W/W(l— W/ w)] dgk @ (4.4)
(RID),,

are measured betweeR/D)y; and R/D)qg Which correspond to the radial position where
W/'W =0.1 andW/W=0.9with W, jet exit velocity. It is found normalized displacement

thicknessg, / D of 0.078 and normalized momentum thicknés¢ D of 0.028. Their ratio
d,/ D= 2.78 agrees well with the theoretical value for the BRsblution of 2.59 (Zaman

and Hussain, 1980). Moreover,/ D satisfies the relation for laminar shear layers
W D 05
ge,D:c(l_j @5)
14
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with c=1.2 (Schranet al, 2003). The level of axial velocity fluctuatiovi/W; in the jet core
is less than 0.5% (Petersen, 1978; Zaman and Huss&br, li@pman and Gharib, 1992).

Figure 4.14 Cross-sectional profile of mean-axial veloci@/at= 0.1

The spatial distribution of the mean axial velocity is illustratedrigure 4.15 as iso-
contours on a radial plane on the cylindrical domain. Thential core, which is identified

by the contour IineV_\//V\{: 0.95, shows an axial penetration of 6.25 diameters. Furthe

downstream, the mean axial velocity decreases to 0.28at10 (Crow and Champagne,
1971; Hussain and Zaman, 1981).

The peak activity of the turbulent fluctuations is concentrdietiveenZ/D=2.5 and
Z/D=8.5, as depicted by the iso-contour plots of Figuré.4&br 3<Z/D<4.5, axial and radial
fluctuationsw’/W; andv,'/W; reach peaks of 0.18. For a circular jeRat12,000, Zaman and
Hussain (1980) associated the peak activityj =0.11 atZ/D=3 to the pairing of vortex
ring structures. At higher Reynold®é=55,000), the same authors (Hussain and Zaman,
1981) foundw'/W, >0.15 betweerZ/D=2.5 and 7 and observed that, when the jet was
acoustically excited at the vortex pairing frequency, thel dkiatuation showed again a
peak at the pairing positioZ/D=3). Also Ganapathisubramaei al. (2002) reported peak
values of axial velocity fluctuations associated to the paifiggnomenon. Further
downstreamw’/W, and v//W; gradually decreases reaching 0.15 Z#&D=4.5. Similar
observation was reported by Yule (1978) who found thatttal fluctuating velocity
components of jet flows ranging betweRe=9,000 to 2x18

The azimuthal fluctuationg,/W, , instead, are dominant in the region by the end of the
potential core. For low Reynolds number jets, Yule (197®pnted that circumferential
fluctuations intensify as the flow three-dimensionality deps and the axisymmetric regime
vanishes rapidly.
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Figure 4.15 Iso-contours of mean-axial velocity on a rguaie
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Figure 4.16 Iso-contours of velocity fluctuations on a dgolene: axial'/Wi, radialv,'/ W

and tangentia¥,’/ W, components
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The spatial development of the jet is illustrated by contounmedn axial velocity on
several cross-sectional planes, as illustrated in Figure wHi¢h showing that 95% of the
axial velocity is still maintained beyond/D=4 (Bridges and Brown, 2004; Opals al.,
2005; Alkislar et al. 2007). Compared to the axisymmetric Idpwaeent of the circular case
(Figure 4.15), the shear layer of the chevron is shamed the nozzle exit with a star-like
pattern as a result of the chevron geometry (BridgesBaown, 2004; Opalsket al., 2005;
Alkislar et al. 2007). Most evident betwegfD=1 and 2, a secondary flow pattern of higher
axial velocity is installed in correspondence to the notcterashthe radial outflow,
approximately 0.1, rolls-up into a circulatory motion slightly staggered witbpect to the
chevron apex. The secondary flow develops either orletiteor on the right side of the
valley and does not occur with fully regular organizatieich is ascribed to small
imperfections of the boundary conditions. Although beingdoeted at higher values of the
Reynolds number, the investigations by Bridges and Bro@84 Opalski et al. (2005) and
Alkislar et al. (2007) showed lobed patterns centeredeatiievron notch, which suggests
the tendency of secondary rollers to be aligned with thehrnasReincreases. On the other
hand, similarly to what reported by Opalski et al. (20&&) Alkislar et al. (2007), the flow
loses the characteristic lobed pattern and gradually gaiisgmmetric coherence between
Z/D=3 and 4.

wiv, I

0 015 03 045 06 075 09
Z/D=1| |

Figure 4.17 Chevron jet: contours of mean-axial velocity iierént cross-sectionaZ-
planes; X-Y projection of velocity vectors
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To observe the effect of chevrons on the developmenthefshear layer, mean axial
velocity profiles corresponding to the chevron apex ariddin(Figure 4.3) are compared to
the circular case in the radial direction (Figure 4.18). Tdlecity profile at the notch and
apex are obtained by averaging the velocity from theaixuthal locations. The normalized
shear layer thicknes&/D is defined as the distance between the radial locationsewhe
W/W=0.1 and 0.9, aZ/D=1 (Figure 4.18). The profile extracted at the notch isastarized
by a thicker shear laye$/0=0.28) compared to that at the apésDE0.14) and the circular
case §/D=0.17). In fact, the chevrons induce a stretching ofstiear layer (Alkislaet al
2007) with a 15% smaller thickness at the apex and aedse up to 50% at the notch, when
compared to the circular case. More downstreard/t3 (Figure 4.18), the time-averaged
profiles of axial velocity show a much closer trend. Atdpex, the shear layer thickne#b
(0.3) becomes 10% smaller than in the circular case, wigld 7% larger at the notch.

The turbulent fluctuations also exhibit marked differengsesveen the circular and the
chevron jet exit. In Figure 4.19 axial and radial velocitytilations, respectivelyw'/W; and
v'/W, are compared along the jet axis. In the circular jet, akial fluctuation increases
rapidly, reaching a peak of 0.17 &atD=3.2. For a circular jet aRe=12,000, Zaman and
Hussain (1980) associated the peak actiwitj =0.11 atZ/D=3 to the pairing of vortex
ring structures. At higher Reynold®¢=55,000), the same authors (Hussain and Zaman,
1981) foundw'/W, >0.15 betweerZ=2.5 and 7 and observed that, when the jet was
acoustically excited at the vortex pairing frequency, thel dkiatuation showed again a
peak at the pairing positioZ/D=3). Also Ganapathisubramaef al. (2002) reported peak
values of axial velocity fluctuations associated to the paifiggnomenon. Further
downstreamZ/D>4, Figure 4.19)w'/W, decreases to 0.11. Similar observation was reported
by Yule (1978) who found that all the fluctuating velocignponents of jet flows ranging
betweerRe=9,000 to 2x10tend to a constant value of 0.15.

In the chevron case, the axial velocity fluctuation insesato 0.07 in the first three jet
diameters and then it remains nearly constant, which ntkanhscompared to the circular
case, aRe=5,000, chevrons are responsible for a considerabietied of axial fluctuations
(up to 40%). For a compressible chevron jeRat1.3x10, Alkislar et al (2007) reported the
tendency of the peak value of w’ to an asymptotic vafu@.12, which, foiz/D>3, was 25%
smaller than that of the circular jet.

In the circular jet, the radial turbulence intensityW, gradually increases along the jet
axis reaching a nearly constant value of 0.09 betviigbr6 and 7, which is in agreement
with experiments at higher Reynolds number by Yule (J9W8issain and Zaman (1981)
and Alkislaret al (2007). In the chevron configuratiori, /W, increases with the same rate of
the circular jet untilZ/D=3.5 and then levels out to 0.05 meaning of a radial tunbale
suppression up to 25%.
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A;Si‘ —O— circular || 4
—~A—— ch. apex
——F8—— ch. notch

Figure 4.18 Mean axial velocity profilesatD=1 (left) andz/D=3 (right)

Cross-sectional profiles of’/W;, v'.//W, and transverse Reynolds stressv(;) /V\42 of the
circular and chevron jet are compared in Figure 4.20Z/Bt=1 the turbulent fluctuations
peak along the position of the shear layer. Axial veloititytuationw’/W, is approximately
50% higher in the chevron nozzle than the circular, wittkped 0.11, indicating a more
rapid onset of the turbulent regime. In contrast, thé@ltdldictuationv',/W, is higher in the
circular jet with peak value of 0.08, which is 8 timesadler at the chevron apex and 3 times
at the notch. The presence of axisymmetric vortex structcaeses radial fluctuations of
amplitude comparable to those in the axial direction. At the reotizh and radial turbulence
reach peaks of 0.1 and 0.03, respectively, at radiadowie R/D=0.45. At the apex, peak
values are observed R/D=0.35, which also correspond to the radial position ofimam
w'/W; and v'/W in the circular jet. In the chevron jet, the transversgnBlels stress
(W’v’r)N\lj2 at the apex is one order of magnitude smaller thampelé activity at the notch
(0.0033). Maximum of\&/’v’r)/V\/,-2 =0.0012 is observed for the circular configuration.

0.2 ——@—— circular w‘/\NJ A
——A&—— chevron wW,

0.15} circular v,/W,

chevron v,/W,

0.1

W'/\Nj, v'r/WJ

0.05

Figure 4.19 Axial and radial velocity fluctuations along theajas
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E-03

0.2 0.2

W?

(vw)

Figure 4.20 Axial and radial velocity fluctuation and transed®synolds stress at cross
sectionZ/D=1 (top),Z/D=3 (centre)Z/D=4.5 (bottom)

An overall increase of the turbulent fluctuations is obseérnat Z/D=3 for both
configurations. In the circular jet, axial turbulence sh@auwnaximum (0.21) aR/D=0.25,
50% larger than in the chevron case. Profileswo#V; along the apex and the notch
directions show a similar trend reaching 0.1R#D=0.25. Further away from the axis the
apex profile drops to 0.03 R/D=0.6, whereas the notch profile reaches a peak (0rithe
side of lower speed’(D=0.4) and gradually decreases with a rate comparabfatmf the
circular case. For the radial velocity fluctuatioig\W, the circular configuration shows
peak activity (0.2 aR/D=0.5) of intensity comparable to the axial peak turbulentdhé
chevron case the maximum valuesvhfW, correspond to those @f/Wj, although reduced
by 60% with respect to peak activity found in the circuktr Peaks in axial and radial
turbulent intensity are associated with the vortex pairiraggss (Bradshawt al, 1963).
The chevron apex profile shows a peakv(r)/V\/jz=0.004 in the region of higher velocity
(R/D=0.3) that is 40% larger than that in the notch dil’eCti(WfV(()/Vij at R/D=0.4).
However, when compared to the circular configuration,aghex and notch profiles feature
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maximum 50% and 70% smaller, respectively. Despite ambhacrease of 30%, profiles
of w/W;, v',//W, and (v'v’ r)/V\/,-2 shown in this investigation are in agreement with Hussain
and Zaman (1981). On the other hand, no similarity isdowith the cross-sectional profile
at Z/D=2 shown in the investigation by Alkislat al (2007), which is ascribed to the
considerable difference in Reynolds number.

At Z/D=4.5, axial and radial turbulence and Reynolds stregs’ rI/V\/J-2 of both
configurations show a reduced peak activity when condptravhat observed a/D=3. In
the circular jet, turbulence peak activity is observeR/&=0.3 forw’ (0.17) and aR/D=0.5
for v’,/W (0.16), corresponding to a 20% reduction compared talibelute peaks afD=3.
A similar decrease is also found for the transversen8ldg stressw’'v’ r)/V\/jz. Bradshawet
al. (1963) reported a similar shear stress profil@/@=4 with peak activity of 0.009 at
R/D=0.5. In the chevron configuration, peaksiofW; reduces of 5% at the apex and 20% at
the notch in comparison to the valueZ&9=3. Radial turbulence, instead, drops of 25% at
the apex and 45% at notch. The Reynolds stwser/Vij is attenuated too: at the apex, its
peak decreases to 0.003 and is shifted towards the ietR#0=0.25), while W’v’r)N\lj2
globally drops of approximately 50%.
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Chapter 5

3D organization and dynamics of
turbulent jets

Violato D and Scarano F (2011) Three-dimensionalwgion of flow structures in transitional circuland chevron
jets.Physics of Fluids23, 124104, DOI 10.1063/1.3665141.

5.1 Introduction

The process of flow transition occurring in jets with lamieait is governed by the growth
of unstable modes introducing large-scale coherent flovetsties. The transition pattern is
reported to largely depend upon the geometry of the eaaedt, Reynolds number and the
nozzle exit velocity profile. In many engineering applicatjgresssive mixing- and acoustic-
control strategies are based on the alterations of the jegeaihetry. Compared to the
circular jet, the mean entrainment rate increases in elliptic gnd Gutmark, 1987) and
lobed jets (El Hassan and Meslem, 2010), while reducedstic emissions are characteristic
of chevron jets (Bridges and Brown, 2004). The dynahtiehavior of large-scale structures
and their interactions in jets in the compressible regimeparticularly relevant to
aeroacoustics. However, the fundamental physical processethe origin of sound
generation are associated with the flow turbulence and itplearthree-dimensional nature
with energy distributed over a wide spectrum.

The role of large-scale flow structures in circular jetwfo(see section 2.1.4 for a
complete overview) can be studied with the direct numericalilation (DNS) and large
eddy simulation (LES) techniques (Freund, 2001; Boersf25)2 which offer a formidable
tool for the detailed analysis of unsteady flow behavior. Mam@plex geometries such as
lobed and chevron nozzles at high Reynolds numbers e recently afforded with LES
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(Xia et al, 2009; Uzun and Hussaini, 2009), whereas investigatiatisWNS have mostly
focused on the fundamental aspects of circular jets at Emdétds number (Freund, 2001).

Experimental investigations on the organization of cohdtent structures require field
measurement techniques such as flow visualization (Benk@rMassaro, 1968; Crow and
Champagne, 1971; Dimotakét al, 1983; Pascheredt al 1992) and, in the last decades,
particle image velocimetry (PIV). PIV measurements areicély conducted along
streamwise or cross-sectional planes to investigate tsteady behavior of the shear layer
and the transition patterns (Liepmann and Gharib 1992; Gemsydaramaniet al, 2002).
Cross sectional measurements perpendicular to the jetreatited a quasi-3D representation
of the turbulent coherent structures invoking Taylongdthesis in the fully developed
turbulent region (Matsuda and Sakakibara, 2005). With higted three-dimensional flow
visualization technique and proper orthogonal decompositipnch and Thurow (2009)
showed vortex rings, azimuthal ring waves and streamwosgx structure circular jets at
Re=10,000. However, the corresponding vorticity pattern stitiaims to be ascertained by
3D velocimetry techniques.

Modifying the shape of the jet exit geometry has drangdfects on the organization and
stability of the shear layer with consequences on the iemteat rate, the spectral
characteristics and the related acoustic emissions. Earlgtigatons from Paterson (1984)
showed that nozzles with a lobed exit generate cohereatrsiriee vortices emanating from
the exit. Ho and Gutmark (1987) observed that an elliptazleosheds vortices with pre-
defined azimuthal distortion, producing an enhancementhef mean entrainment rate.
Zaman and Raman (1997) placed tabs at the exit of turkitentar jet reporting a marked
loss of azimuthal coherence and the generation of pairstreamwise vortices, which
contribute to the increase of the lateral spreading ofethalpng the direction orthogonal to
the plane of the tabs. Streamwise structures are alsoddrmectangular jets, as shown by
the phased-locked stereo PIV measurements by Alkétlaal. (2003). More recently, El
Hassan and Meslem (2010) studied the entrainment of diranthdaisy-shaped orifice jets
at Re= 3,600 using time-resolved stereo PIV and snapshot B@ilysis. They concluded
that, the daisy-shaped orifice jet undergoes earlier tramsdize to the generation of
streamwise vortices, with a significant enhancement of ttraiement process. A similar
methodology was adopted by El Hassdral. (2011) who reported the influence of K-H
structures on the instantaneous entrainment and net vdluxne

The idea that coherent flow structures of the jet near regiennvolved in the sound
generation mechanism (Crow and Champagne, 1971; MiclsaldleFuchs, 1975; Moore,
1977; Hilemanet al 2005; review article by Jordan and Gervais, 2008) estggthat a
reduction of the flow azimuthal coherence, for instangausing chevrons, could promote
local cancellation of large-scale acoustic fluctuations, thadihg to far-field acoustic
suppression (Bradshaet al. 1963). In a survey on chevron nozzles, Bridges aravB
(2004) used PIV and microphone measurements to inaéstilge relationship between flow-
field patterns, far field noise and chevron geometric paensieFrom the time-averaged
properties, it emerged clearly that the chevron penetraéipthdnfluences the axial vorticity
acting on the shear layer and, ultimately, leading to arfaleay of the core velocity.
Furthermore, Opalsket al. (2005) investigated the relationship between the chevron
geometry and flow characteristics, reporting extensive fltatistics at Mach numbers

106



3D organization and dynamics of turbulent jets

ranging between 0.9 and 1.5, for both cold and hot fetsreoscopic PIV was used to
measure the three components of the mean and fluctueagingity, as well as the axial
vorticity and turbulent kinetic energy, over a region extegdiayond 20 nozzle diameters
downstream the nozzle, reporting the presence of wahatbfstreamwise vortices. The
relation between the latter and the reduction of low-fraqueacoustic emissions of 9-
chevron configuration (Mach 0.8e=1.3x10) was investigated by Alkislaet al. (2007)
who used stereoscopic PIV and microphone measurenidumserical studies, making use
of Reynolds-averaged Navier-Stokes (RANS) calculations inngber field have been
performed by Thomast al. (2001) and Birchet al. (2006). The latter showed that the
chevrons generate axial vortices increase the mixing lagertlg rate.

The experimental investigations of chevron jets have Ijnéstused on flow statistics
with larger emphasis on the acoustic emissions rather tleadetscription of instantaneous
flow patterns. Nevertheless, as the acoustic productistrasgly related to the large-scale
flow motion (Michalke and Fuchs, 1975; Moore, 1977; Coifeal, 2006), the observation
of the temporal evolution of large-scales structures isajbmmportance to understand the
physical mechanism behind the production of acoustic noise.

5.2 Objectives

In this chapter, it is investigated the impact of threwaatisional disturbances on the entire
transition pattern in a jet &e=5,000, with a comparative analysis between the cirandr
chevron configurations. The focus is placed upon theetdimensional organization and
dynamics of large-scale structures.

The main questions driving the need for time resolvedh8asurements (3C3D) are to
what extent the nozzle geometry affects the instantareeosithal coherence and what is
the role of the instantaneous coherent fluctuations exhibitethgd the transition to the
turbulent regime. Given the three-dimensional complex patbérthe flow, the above
questions require a full 3D approach to produce an unambsggdescription of the vortex
topology. Moreover, the temporal resolution of the phenameallows addressing the
growth and development of the coherent flow structuresgalgth their mutual interaction.

For the circular jet, the focus is placed upon the dynaneiealution of the coherent
vortex structures and their interaction in the transition ftbenaxisymmetric to the three-
dimensional regime, ultimately leading to the proce$sbreakdown into coherent
substructures by the end of the potential core (HussarZaman, 1981). The analysis of the
related 3D patterns is aided by proper orthogonal decompusitibvelocity, vorticity and
Lamb-vector.

The chosen 6-chevron jet configuration (see Figurefdl®ws that proposed by Bridges
and Brown (2004), who performed experiments at corsig higher Reynolds number.
Despite not enabling quantitative comparisons with the wbfBridges and Brown (2004),
the current investigation is intended to clarify some fomelatal processes occurring in the
process of transition to turbulence.
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5.3 Unsteady behavior of the circular jet

The instantaneous flow organization is depicted in FigureTofoidal vortices are clearly
identified by iso-surfaces of azimuthal vorticityD/W, whereas the three-dimensional flow
structures are visualized by the axial and radial vorticitgnponentsy,D/W, and w,D/W,.
The separate visualization of each component of the vortreityor enables a more direct
evaluation of the flow organization. In the region near te tiozzle exit /D=0 and
Z/D=5.5), the flow exhibits pulsatile motion (iso-surfadéWy) driven by the shedding and
pairing of toroidal vortices at Strouhal numiStfD/W=0.72 and 0.36, respectively. Vortex
pairing is accompanied by to the growth of azimuthal inligls and the formation of
counter-rotating pairs of streamwise vortices of radial axidl avorticity (Violato and
Scarano, 2011) that surround the jet shear layer. Iretfien beyond the end of the potential
core ¢/D>6,Figure 5.1) vortex ring coherence is absent (Yule 18ii&sain and Zaman,
1981) and the flow is mainly organized into streamwise xofltaments. Liepmann and
Gharib (1992) reported that the streamwise vorticity is tte@nnfactor controlling the
entrainment process beyond the end of the potential core.

The development towards the three-dimensional regime ®atostly downstream of the
pairing region and is visualized by the normalized axial adial vorticity components
w,DIW, andw,D/W,, which are plotted separately.

5.3.1 Axisymmetric regime

The most prominent unsteady feature exhibited by thelairget flow is the shedding of
axisymmetric vortices, due to the growth of Kelvin-Helmhafigtabilities. The shedding
occurs regularly for a laminar jet exit as reported in iptev works (Becker and Massaro
1958, Liepman and Gharib 1992). The instantaneous flganization of the circular jet is
illustrated in the temporal sequence of Figure 5.2 showiadkdivin-Helmholtz vortices by
iso-surfaces of azimuthal vorticity,D/W,. The development towards the three-dimensional
regime occurs mostly downstream of the pairing regiah ia visualized by the axial and
radial vorticity components,D/W, andw,D/W,, which are plotted separately.

Figure 5.2 illustrates a temporal sequence of the flow field snapshots separated by a
time AtW/D =0.61, which corresponds to approximately half the singdperiod. The iso-
surface of normalized vorticity,D/W, =4 identifies axisymmetric vortices which are labeled
with “3”, “4” and “5”. The formation of vortex ring streres in the near region of circular
jets is well known from several studies conducted over & wasge of Reynolds number
from 10 to 1 (Bradshawet al, 1963; Crow and Champagne, 1971; Winant and Browand,
1974; Yule, 1978; Liepman and Gharib 1992; Ganapathisulmia@@02). In the early
investigations (Brown, 1935; Crow and Champagne, 1971yai$ hypothesized that
acoustical excitation at the natural shedding frequency oreapdfring frequency (Zaman
and Hussain 1980) significantly stabilizes the temporal amtiasformation of the ring
vortices, as well as the pairing. In later studies, this oteéimabled an accurate phase-locked
analysis of the pairing mechanism (Schram, 2003).
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Figure 5.1nstantaneous vortex pattern in the circular jet. Velocityorsare shown 1 every
10 alongZ on the axial plan¥/D=0. Iso-surfaces of axial velocity/W=1.05 (red). Top:
iso-surfaces»,D/Wj=4 (cyan)w,D/W, =-1.2 (green) and 1.2 (yellow); bottom: iso-surfaces
wo,DIW=4 (cyan)w,D/W; =-1.2 (blue) and 1.2 (orange)

In the present experiment, the shedding is observed dor detweerZ/D=2 and 2.5,
which agrees with the findings of Liepmann and Ghari®9g), and occurs at Strouhal
number ) of 0.72, which also agrees with the investigation on a-exxited jet at
Re=5,000 by Becker and Massaro (1968). The spacingdmst the vortex rings appears to
be half of the nozzle diametérhe pattern of dilated and compressed streamlines indyced
the ring vortices, which are coplanar to the jet nozzle,tenafeferred to as varicose mode
(Becker and Massaro, 1968). The core induces anasdtflow at its leading edge and
inward at the trailing one, which increases as the voriex grows and is convected
downstream. At the leading edge of vortex rings, suct3gsthe radial velocity reaches
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peaks of 0.3 and the vorticity|P/W, at the core is 6. This is shown in Figure 5.3 where the
vortex rings are identified by iso-lines Gfcriterion.

In the range between 2.7 and 3.5 diameters, where axihradial fluctuations exhibit
maximum amplitudev(’/W;=0.2 andv’ /W, =0.21, Figure 4.20), the vortices undergo pairing
(Crow and Champagne, 1971; Hussain and Zaman 198tar8c®005) with a frequency
St0.36, half of that of shedding. The early study byeBen (1978) on a circular jet at
Re=5,000 showed that that vortex pairing takes place at 8iggbeters downstream the
nozzle exit with a frequency &t=0.55. With a tracking of the vortex cores ilRe=5,500
jet, Liepmann and Gharib (1992) showed that the first paitsggally takes place before
Z/ID=2.5 jet diameters. For acoustically excited jets at low Regnaumber, the
phenomenon was studied for different Strouhal numbergirrg from 0.1 to 2. Crow and
Champagne (1971) reported that vortices pair can beiztabhtSt=0.3 for Re=10,500 to
100,000whereas Zaman and Hussain (1980) and Schram (200&jtigated cases with a
stronger excitation of the so called ‘jet-column mode’S&t0.85 Re=32,000) and 0.93
(Re=14,000), respectively. Based on phase locked PIV mea®nts, Schram (2003) found
that, atRe=14,000, vortex pairing, deapfrogging occurred aZ/D=1.8.

The flow induced by the preceding vortex (“4”) produesgal and inward accelerations
in the jet core between vortex “3” and “4”. As a restiig pursuer vortex ("4") is stretched
along the axis increasing in convective velocity to pedk&49 and decreasing in diameter.
On the other hand, due to the outward motion inducefbliywer (“4”), the preceding one
(“3") stretches positively while widening in diameter anddtsvection speed decreases to
minima of 0.43. Because of the convective velocityedéhce, the distance between the two
vortices gradually reduces and the pursuer vortex [&i)s with the preceding one (“3").
During pairing, as expected from angular momentum coatiery the peak vorticity at the
core of trailing vortex reduces. For the trailing vortex| firops from 6 to 4, while it
increases to 7.5 at the leading one (Figure 5.3). At theEthe pairing, the resulting vortex
(“3+4") has a convective velocity of 0.45 and inducestrang patch of flow at higher axial
velocity of approximately 0.25 in the jet column. Axial veétpds maximum W/W=1.15)
within the vortex ("3+4") and it drops W/W=0.7 in the upstream braid region. The induced
outward motion, instead, gradually increases duringrnmpbo absolute peak values of 0.35
atz/D=3.

The convective velocity\, of vortex rings aRe=14,000 was reported by Schram (2003)
who foundW,/W=0.43 for the preceding vorte¥\/W, =0.64 for the pursuer and 0.61 for
the merged. In this investigation, instead, vortices atectiEd byl,-criterion and convective
velocities are evaluated at each time instant.
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Figure 5.2 Time sequence visualization of the circulaMelocity vector slice in the axial
plane. Iso-surfaces of axial velocity/W=1.05 (red). In the first two snapshots, iso-surface
of vorticity components,D/W, =4 (cyan)wD/W, =-1.2 (green) and 1.2 (yellow); in the last
two snapshots: iso-surfacesD/W, =4 (cyan),»,D/W =-1.2 (blue) and 1.2 (orange). Time
separation between displayed imagés//D=0.61
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Figure 5.3 Iso-contour of axi&lV/W and radial velocity/,/W (left and centre) and absolute
vorticity |o|D/W (right) on planex/D=0, iso-line ofl, D/W=-0.5,4tW,/D=0.61

5.3.2 Azimuthal instabilities and streamwise vortices

During vortex pairing the flow pattern shows a significartvgh of azimuthal instabilities
(Widnall and Sullivan, 1973; Yule, 1978; Liepmann Gharib 99hese may be further
amplified during a second pairing event occurring dowastrehat leads to a further
stretching of the distorted vortex. The growth of aziraltimodes of the ring vortices is
accompanied by the formation of secondary vorticeseapg just outside the region
interested by the primary vortices. The secondary vortideselop in the streamwise
direction (Bradshaw et al., 1964; Liepmann Gharib, 1992na@atisubramani, 2002).
Because only few studies are reported the use of vadicmapproaches to investigate the
three-dimensional flow behavior, the organization of vorticesthe three-dimensional
regime is not fully understood. Hori and Sakakibara (20@ported that, in the self-
preserving region of a circular jet Be=1,000, the jet interface is dominated by structures
with elongated loop-vortices. Lynch and Thurow (2009),nwans of high speed three-
dimensional flow visualization and proper orthogonal decaitipn, showed azimuthal ring
waves and streamwise instabilities in circular jeRext10,000.

After a vortex pairing eventZ(D~3, Figure 5.2), the vortex rings gradually lose their
axial symmetry, the azimuthal disturbances become moreopnoed (see vortex “1” and
“1+2") and counter-rotating streamwise filaments of radmal axial vorticity are formed. To
understand the relation between the growth of aziminisédbilities and the gradual loss of
symmetry, the temporal evolution of vortex “3+4” sincef@emation from vortex “3” and
“4” is shown in Figure 5.4, where the iso-surfagb/W=-0.5 identifying the vortex is color
coded with the radial velocity componéftWw. When approaching the pairiniy\{/D=0.82),
although vortex “3” and “4” are axisymmetric, the radialoe@ty distribution on vortex “3”
shows small irregularities with, respectively, peaks of30aBd -0.25 at the leading and
trailing edge. After pairing4/D=4.25,tW/D=2.44), the axial symmetry of the vortex “3+4”
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begins to decay and/W reaches 0.4 at the leading edge on four localized regidrish
are labeled with “P”. AtW/D=4.08, these regions correspond to the peaks of azinorit
of-plane waves, whose amplitude doubles witttivii/D=1.64. At t\M/D=5.72, three smaller
azimuthal waves “S” deform the vortex ring shape andflthe motion in the azimuthal
direction becomes comparable \\gW, (Figure 5.5). Comparatively, Yule (1978) reported
the vortex rings gradually lose azimuthal coherence althg jet due to increasing
circumferential velocity fluctuations. Vortex rings also umgein-plane instability, which
leads to the formation of 4 primary waves, which furttiee betweenW/D=3.28 and 4.92
(in case of vortex “3+4"), deforming the ring alongot@irections orthogonal to each other.
This is illustrated in the temporal sequence of Figure 5.@visigoa top view of the vortex
“3+4” leading edge.

Early observations of vortex azimuthal instabilities were regoby Widnall and
Sullivan (1973) who studied the vortex rings formed tigito acoustical excitation of an air
jet and reported that the number of modes increasesReitiihe same authors observed 6
in-plane modes at Reynolds numbEhf of 5790, based on the circulatiérof the primary
structuresand found that the number of waves increasiéls the Reynolds number. In the
current experiments, which are conducted at Reynolds ewuh=5000 based on the

circulation of the axisymmetric primary structurds £ IdeSand surfaces defined by the
S

dashed line of Figure 5.3), an average of 4 in-plane svareobserved.

tW/D=0.82 tw/D=2.44 tw/D=4.08 tw/D=5.72
£ 3

Z/D
Figure 5.4 Time sequence visualization of vortex “3+4” id@utiby iso-surface,D/W=-

0.5 color coded with radial velocity compon&m,. Time separation between snapshots
AtW/D=1.64

113



3D organization and dynamics of turbulent jets

thn'D=5.72
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Figure 5.5 Iso-surfaceD/W=-0.5 of vortex “3+4” color coded with tangential velocity
VW,

A-A view A-A view A-A view

BB o003
o002
0.01
-0.01
-0.02
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tW/D=1.455 tW/D=1.94 tW/D=2.91

Figure 5.6 Visualization of vortex “3+4” at three subseqtiem instants. (bottom) Top
view of iso-surfacé,D/W;=-0.5 color coded Withc(\/r/dt)D/V\/j2 (left), (dW/dDD/V\/j2 (centre),
(dVeldt)D/\/\/j2 (right). (top) Corresponding iso-contour on sectional plasfe with iso-line
2,DIW=-0.5

The study of the dynamic flow properties associated witHdrge-scale structures must
be based on data with time resolution satisfying, at leasiyhgeist criterion. With a 30Hz
cross-sectional PIV acquisition, Liepmann and Garib (198®)wed the characteristic
outward-inward radial motion induced by the passage wbréex ring and evaluated the
temporal evolution of the radial volume flux at differentishxposition. However, no
information could be obtained on the related acceleration fidlah is relevant to the decay
of axisymmetric coherence of the vortex rings. FigureilfuStrates the spatial distribution
of the acceleration field associated with the vortex “3+41.tBe bottom, vortex “3+4” is
shown at three subsequent time instants and is color-caditbdthe axial and radial
components of the acceleration, respectiv«ﬂy\//(dbD/V\/J-2 (dV,/dt)D/W?, which are also
shown as contour plot on the sectional plane A-A. Betwieerinstant of vortex pairing and
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that at which vortex “3+4” travels outside of the measurénsomain, the radial
acceleration attains a maximum té§/D=2.44, corresponding to the first instant after the
pairing. Despite being smaller than 0.01 on iso-surfabé\=-0.5 and negative (-0.03) in
correspondence with the cor«ai,V(/dt)D/V\/,—2 reaches values larger than 0.02 on the trailing
and leading edge of the vortex cores, with asymmetric paftéaximum activity of 0.03 is
observed at the leading edge of the left core (seeegmwnding contour plot). Further
downstream, while dV,/dt)D/W* shows an overall decrease, Wt/D=3.28, the axial
acceleration c(W/dDD/V\/j2 reaches peaks of 0.03 on the leading side of the vamex
minima of comparable magnitude at the trailing edge, witfmasetric pattern along the
azimuthal direction. Instead, peaks of normalized tangenti@lem@tion are observed when
the vortex is very deformed, such as\§{D=4.92 where t(Vgldt)D/Vijl 0.03.

Betweenz/D=4 andZ/D =5, a second pairing event is observed between voéifex
already resulting from a pairing, and vortex “2" #@B<5, Figure 5.2). The instabilities
grown during the first pairing appear to be further afiel by the second pairing, due to the
larger axial and radial velocity fluctuations induced by pineceding vortex (“1”). In the
present case, one observes a tilting up to 30 degrdles whiling vortex (“2”) while moving
closer to vortex “1”. Temporal fluctuations at a half thegfrency $t=0.16) are observed,
which result in further amplification of the pulsating motidime associated radial velocity
reaches peaks of 0.38 and axial velocity shows instaotesnfluctuations ranging from 0.7
in the braid region (3.2&4D<4) and 1.25 within “1+2" (4.25€/D <4.75) (Figure 5.3). The
radial turbulence associated with the region of second pdi#n@/D <5) increases to 0.08
along the jet axis (Figure 4.19), although its peak actdatyreases to 0.15, corresponding to
a 25% drop compared to the first pairirg4.5, Figure 4.20). Here the axial turbulence
w’'/W reduces, without any relative maximum of along the jet @xigure 4.19), as it was
instead observed for the first pairing. The reduction of akial and radial turbulence
accompanied by instantaneous fluctuatiwWV; and v',/W; that are comparable or even
larger than those found at the first pairing, can betdube lower temporal periodicity of
second pairing. In addition, the flow three-dimensionalitieseoled in this region tend to
turn axial and radial fluctuations into the tangential onesZ/B=5, these are associated
with tangential turbulence /W, =0.12.

Secondary flow instabilities are organized in counter-rotatings pafr streamwise
vortices, similarly to the streamwise structures of mixamgers (Bernal and Roshko, 1986),
that contribute to both axial and radial vorticity given their in¢cioraangle relative to the
jet axis (iso-surface»,D/W;, andw,D/W, Figure 5.2) . The temporal sequence of Figure 5.7
illustrates the characteristic motion of the longitudinal filameiits,D/W, =-1.2 (green) and
1.2 (yellow) during the passage of vortex ring “3+4"t A/D=3.5 (W/D=2.44), the
streamwise structures are distributed around the voirigxwith an angle of approximately
30-40 degrees to the jet axis (Bradshatv al.1963). The formation of streamwise
instabilities is however observed further upstream, inflln region dominated by the
primary instabilities (Liepmann and Gharib, 1992). In theid region atz/D=2.5, for
instance, they reach peaks of absolute axial vorticitysdfDue to the flow motion induced
by the ring vortex, streamwise structures move outwhttiealeading edge of the ring and
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inward at trailing edge, leading to a configuration where itaenénts wrap the vortex ring
(tW/D=4.92). The presence of longitudinal coherence incliwethe axis was reported in
flow visualization investigations in circular jet flows at 2,56@<80,000 (Bradshavet
al.,1963; Yule, 1978; Dimotakist al. 1983, Lynch and Thurow, 2009). The early study by
Bradshawet al (1963) suggested that the augmentation of streamwisgerate by artificial
means, such as lobed nozzle or ejector shroud sutirauitide nozzle could be used to
increase mixing properties and to reduce the acoustic iemiséule (1978) and Liepmann
and Gharib (1992) observed that such structures develthye ibraid region and accompany
the pairing of the rings, and the latter authors addedthkastreamwise structures move in
and out following the radial motion induced by the approagckhortex rings.

The distribution and strength of the vortex filamentsagb/W, at the leading and
trailing edge of the vortex ring, as well asXaY ring mid plane, are illustrated in Figure 5.8
showing cross-sectional contours of axial vorticity of terr“3+4” at tW/D=2.44 and
tW/D=4.92. AttW/D=2.44, on the cross-section at the vortex ring trailingee@d/D=3.2), a
total of 11 streamwise instabilities (Liepmann and Gharib, 198i#h axial vorticity
magnitude 0.6€},D/Wj|<1.2 occupy radial distanc®/0=0.6). As shown by the velocity
vectors, they are subjected to a rather uniform radiahidwnotion of 0.3 that is induced by
the ring vortex. The difference in the number of wavawben the azimuthal instability (4
primary waves) and the streamwise structure (11) suggesttthese do not develop from the
primary ring instabilities but are rather formed in the braigion (Liepmann and Gharib,
1992). The cross-sectional plotAD=3.5 illustrates the 4 longitudinal pairs (“STP”) located
in the vicinity of the external edge of the ring, with miagphe ranging from 0.5 to 1.5. Due
to the outward flow induced by the ring, the pairs geeted towards larger radial distances
(R/D=0.8). At leading edge, the same 4 pairs of streamviisetsres are immersed in the
outward radial motion induced by the ring/{Vj=0.33).

At tW/D=4.92, the absolute axial vorticity of the streamwise strastinicreases up to 3
and remains uniform upstrea@/iD=4.9) and downstreanZ{D =5.5) the ring vortex. Due to
the reduced azimuthal coherence of the flow, as it @andiiced comparing the velocity
vectors att\W/D=4.92 with tW/D=2.44, the streamwise filaments no longer occupy a
constant radial position and the visual identification of courtting pairs becomes more
difficult. The average number of longitudinal structures (“B#ith a value ofd,D/W| > 1.5
is 16, which is larger in comparison to the upstream loc&ibr= 3.2.

The latter observation does not seem to agree with theadiadiy Liepmann and Gharib
(1992) who, based on LIF images, reported that thebeunof longitudinal structures
decreases with the downstream distance.Zm=5.2, the number of axial swirl peaks
associated with the primary structures is larger in corsparito what observed at
tW/D=2.44. On average, a total of 11 peaks withD|W[>2.5 are found. In addition,
compared to the cross secticfiP=4.9 and 5.2, the activity obJD/W| shows the tendency
to drop at the vortex ring leading edge§=5.5).
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tw/D=2.44 tW/D=4.92

Figure 5.7 Time sequence visualization of iso-surtag&/W;, =4 (cyan)w,D/W, =-1.2
(green) and 1.2 (yellow)

tw/D=2.44

X/D

Figure 5.8 Cross-sectional iso-contours of axial vortioifp/W, att=2.44 (top) and=4.92
(bottom).X-Y projection of velocity vectors and with iso-lingb/W, =-0.5
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tw/D=2.44 tW/D=4.92

3+4

4
Z/D Z/D

Figure 5.9 Time sequence visualization of iso-surtes/W, =4 (cyan)w,D/W; =-1.2 (blue)
and 1.2 (red)

twW/D=2.44

Z/D=3.2
1

tW/D=4.92
Z/D=5.2

o)rD/Wi

12

0.4
-0.4
-1.2
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XD

Figure 5.10 Cross-sectional iso-contours of radial vortiej/W att\W/D=2.44 (top) and
tW/D=4.92 (bottom)X-Y projection of velocity vectors and with iso-liagb/W, =-0.5
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A detail of the streamwise radial coherence is illustrated inr&igu9 where two
subsequent snapshots show that, similarly to “ST” vortitesyadial flaments “SR” move
in the radial direction under the entrainment of vortex ring4™3 At the leading edge of
vortex “3+4”, the filaments are distributed around the rvith an angle of approximately
30-40 degree to the jet axid/D=3.5,tW/D=2.44). They are formed in the region of vortex
rings, in conjunction with the growth of vortices “STZ/D=2.5), although showing peaks of
radial vorticity 50% larger than those of the axial vorticithe investigations by Yule
(1978) and Liepmann and Gharib (1992) reported theepoesof streamwise vortices “ST”,
whereas they did not observe any streamwise coherémedial vorticity, perhaps because
the observations were only based upon cross-sectionaunesaents.

The organization and strength of the vortex filaments,BDfW, (“SR”) across “3+4” are
illustrated in Figure 5.10. AWW/D=2.44, on the cross-section at the vortex ring trailing edge
(2/D=3.2), a total of 13 elements with radial vorticity magnitudé58f»,D/W|<0.75 are
located at the same radial position of “STP” vortidREDE0.6) and they are subjected to a
rather uniform radial inward motion induced by the rivg/\{(4=0.3). Unlike “ST”, “SR”
vortices do not have a clear organization in pairs. Therdiite in the number of waves
between azimuthal instability (4 primary waves) and tlwnber of “SR” vortices (13)
suggests that these are formed in the braid region andlikedgtthey do not develop from
the primary ring instabilities. At the vortex cross-sectidgfDE3.5), pairs of “SR” (“SRP")
are observed around the vortex ring “3+4". This shosggons with alternating sign @f,,
which may indicate that mode1 is energetic. Betweef/D=3.2 and 3.5, the outward radial
motion at the ring leading edge leads to the radial displkacemf “SR” vortices from
R/D=0.6 toR/D=0.8. AttW/D=4.92, the absolute axial vorticity of the streamwise strastur
increases of three times. However, the reduced aziatierence of the flow results in
“SR” vortices occupying a scattered position, as obsefioetthe “ST” filaments.

5.3.3 The influence between azimuthal instabilities andteeamwise
vortices

The presence of 4 primary azimuthal waves and 4 stresamwvortex pairs of axial
vorticity suggests a possible influence between the rimgex and “STP” vortices. At
Z/D=3.5 (Figure 5.8), the spatial modes of axial vortieityp/W; in the azimuthal direction
are extracted for a radial position corresponding to the waitg (R/D=0.6) and to the
streamwise structurefR(D=0.85). The corresponding modal spectra and the pHdfte s
response are shown in Figure 5.11. The most energetiesnof the vortex rings are
observed at low wave numbky such ak=2 (“saddle” mode), 3 and 4. In the streamwise
vortex, the energy is distributed over a larger rangk peaks ak= 4, 9, 10 and 12. Nearly
constant absolute phase shifto]= x is found between the ring and streamwise vortices for
wave numbers k=2, 3, 4, 5, 6, 7, 8 and 9. The biggrgy content d&=4 that is observed in
both the spectra indicates the preferred mode of influehagreamwise pairs on vortex
rings. The axial vorticity that is induced on the vortex limgtaggered in phase opposition,
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forming quadruplets (“Q”, Figure 5.8). At such locatiohe wortex is tilted leading to the
growth of a primary hump.
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Figure 5.11 Azimuthal modal spectra of axial and radial vigrt{eft) and phase shift (right)

5.3.4 The process of vortex ring breakdown

The spatio-temporal evolution of a selected event during résktown of a toroidal vortex
is shown in the temporal sequence of Figure 5.12 wheeeiso-surfacei,D/W, =-0.8
identifying the vortices are color-coded by the instardaseaxial velocityW/W. To
facilitate the visualization, iso-surfaces are mapped bet®éen0 andR/D=1. The decay
of the azimuthal coherence of toroidal structures begies phiring (Violato and Scarano,
2011) with the growth of four in-plane (see label “@\/D=0) and four out-of-plane
azimuthal waves. With the growth of in-plane azimuthatdhilities, portions of the vortex
ring (see labels “P") are tilted inward and stretched towéhdsjet axis (O#\/D<1.26),
where the axial velocity is large¥WW=1). Due to the asymmetric distribution\df regions
“P” are then ejected and tilted along the jet axis (1t88B<2.1), producing axial stretching
and, ultimately, the disruption of the toroidal shafifD€5.8 and 6.5). Bogegt al (2003)
associated such transient event to a possible mechanisrousttia generation. By the end of
the potential core, the characteristic axial and radial velocitguations arev’/W; =0.16and
v/'/W; =0.14, 30% smaller than those observed for the papimcess (Figure 4.16). In
contrast, azimuthal velocity component reaches peak tgctifi0.11, which is about twice
that at pairing. Vortex portions originated from low-axial vélpcegions gradually disrupt
into smaller structure of “C” shape (see label “C", 1#8#D<2.52), whereas those
originated from region “P” form an angle of 30-45 degrewith the jet axis
(2.524W/D<2.94).
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tw/D=0 tW/D=0.42

a) Azimuthal
waves
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b) Induced axial
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Figure 5.12 Time sequence visualization of vortex ring lateak. Iso-surface,D/W, =-0.8
color coded with axial velocity compone/\W. Time separation between snapshots
AtW/D=0.42
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The evolution of the breakdown hereby reported agreiels tive early conjectures by
Hussain and Zaman (1981) who described that toroidal esrtlevelop azimuthal lobes and
disrupt into coherent substructures by the end of thenpateore.

5.3.5 Large-scale coherence beyond the potential core

Downstream the potential core @®H<10), the three-dimensional regime exhibits, as most
recurrent pattern, vortex filaments with scattered orientgtigure 5.13). The decay of the
vortex coherence is faster betweerRIB<0.8 where the axial velocity is characterized by
flow patches of maximum axial velocit}//W=0.6 (Figure 4.18), and velocity fluctuations
w'/W,, vi'/W; andv;/W; of comparable magnitude (0.1-0.12, Figure 4.16). Byrest, in the
periphery of the jet (0.8R/D<1.6), where fluctuations are about 50% smaller, “C"cétmes
(tW/D=0) tend to re-organize into filaments “VFtW/D=1.68). “VF" structures are
typically oriented along the azimuthal direction and have araditeristic length ranging
between 1 to 2 jet diameters, based on iso-surfgid@N, =-0.5. The advection velocity
along the axial direction is 0.2. As shown in Figure 5.53(@ d), they engulf outer fluid on
the trailing side and eject on the leading one, with pealsstdntaneous radial velocity of
0.1 (Yule, 1978). The typical life-time of the “VF” i#tW/D=6 after which they break-up
into sub-structures “VFsub't\({/D=6.3) betweerZ/D=9 and 10. Yule (1978) reported the
presence of vortices with similar patterns up to 5 jet diarmelownstream the transition.

The normalized axial, radial and tangential flux associatedthitliVVF” structure can be
defined as

1 . P
{,.Q.q} =§f{W/V\,/ eV We Y WD (5.1)
S
where S is the surface of the volume containing the “Wittex, € , € , and €, denote the
unit vector in the axial, radial and tangential directidTS is the vector normal t& On
average, the flux related with “VF” shows that the axial #re radial components have the

same magnitude and opposite sigQ, £0.075; Q =-0.075), whereas the tangential

component is one order magnitude smaller. Compared foriaen and Gharifl992), who
ascribed to streamwise vorticity the major role in the @mrant of the flow beyond the end
of the potential core, the observations on “VF” filaments herelported provide a more
specific characterization of the vortex pattern involveduithsentrainment.
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th/D =0 WIWJ th/ D=1.68 WNVJ
] ! 0.6 A 0.6
‘ 0.4 0.4
0.2 0.2
0 0
7 8
C Z/D
a) C-structures b) Vortex filament formation

tW/D=3.36 tW/D=6.3

¢) Vortex filament advection d) Vortex filament breakdown

Figure 5.13 Time sequence visualization of vortices aftexkol@vn. Phenomenon 6f
vortex connecand subsequefitament tearing Iso-surfacel,D/W=-0.5 color coded with
W/W, (a and b) an¥,/W (c and d)

5.4 3D POD analysis of circular jet

Snapshot-POD (Sirovich, 1987) is applied to inspect the large-features developing in
the jet with attention to the three-dimensional regime byetitk of the potential core. The
analysis is conducted on fields of velociw)( vorticity (@) and Lamb vectorL() fields as

well as second time derivative of the Lamb vedtdr/ dt* , which will be discussed in the
next chapter (Section 6.4). The decomposition of velocdstjeity and Lamb vector fields is
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based on a sequence of 500 uncorrelated snapshatd) edrresponds to an observation
length of 1000 jet diameters.

The distributions of energy across the three-dimensi®@D modes of velocity,
vorticity, Lamb vector and its second time derivative fiedde illustrated in Figure 5.14
together with the cumulative energy distributions. Mode #H 2# of the velocity
correspond to 7.5% and 7.4% of the tddaketic energy(eq. (3.31)), whereas lessstrophy
(eq. (3.32)) corresponds to vorticity mode #1 and 8Z% and 5.6%). The Lamb vector is
decomposed with a slightly higher efficiency, where médleand 2# respectively capture
8.6% and 8.3% of the totahmb energyeq. (3.33)).

The spatial organization of the first 10 dominant POD modieslocity (Figure 5.15 and
Figure 5.16), vorticity (Figure 5.17 and Figure 5.18), Larabtor (Figure 5.19 and Figure
5.20) and Lamb vector second time derivative (Figure &ré)described and the related
information on the characteristic frequencies are extratted the spectrum of the time

coefficients a (t) (eq. (3.26)) of the modes. The peak frequenciesetdcity, vorticity,

Lamb vector are summarized in Figure 5.21 while thosth@fLamb vector second time
derivative are discussed in section 6.4 (Figure 6.9).
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Figure 5.14 Left: energy distributions across first 20 made®locityV, vorticity @, Lamb
vectorL and second time derivative of the Lamb vedtzchr/ dt® ; right: cumulative energy
distributions (symbols are shown 1 every 10). Note thatliserwation length employed for

dzL/ dt® decomposition is shorter comparedvipe andL as discussed in section 6.4
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k=1
7.5%
(k=2)
(7.4%)

Figure 5.15 POD modes of velocity describing travelling esaBetween brackets mode
number and energy of the coupled mode. Positive (ligh) gmey negative (dark grey) iso-
surfaces ofV/W (left), V./Wj (center) and/,/Wj (right)

5.4.1 Decomposition based on velocity

The POD method is now applied to the 3D velocity fields. Figuid shows that about
50% of the kinetic energy is captured by the first 5@des, which is far less than the 350
modes reported by Jordan al. (2007) for a compressible jet Re=3,600. In the first 10
velocity modes, which correspond to 27.5% of the kinet&rgy, there are pairs (#1 and #2,
#4 and #5, #6 and #7, #9 and #10) phase shifted2ofn the axial direction describing
travelling waves (Figure 5.15). Non-travelling (presumahlisatile) modes (#3 and #8) are
instead illustrated in Figure 5.16. For conciseness, Figure $hows the iso-surfaces of
WIW,V//W, and V/W of only one mode for each pair. Mode #1 and #2 desdravelling

125



3D organization and dynamics of turbulent jets

toroidal vortices (Bt al. 2003; Shinneebt al, 2008; Jungt al. 2004; Lynch and Thurow,
2009) that are formed after pairing and have characte8stiwhal numbe&t0.36 (Figure
5.21).

Vr/WJ.
Z/D=6.5
k=3 1}
2.3% 2
7 50 r
Ak
T 0 A
X/D
k=8 Z/D=6.5
1.3% 1t

QA

X/D

Figure 5.16 POD modes of velocity describing pulsatile metiBwsitive (light grey) and
negative (dark grey) iso-surfacesWfW (left), Vr/W (right) and cross-sectional iso-
contours

The axial velocity component shows an pulsatile motion alomg akial direction,
whereas the azimuthal velocity reveals the present@eabdic” twisting that develop in the
inner region of the vortices. In mode #4 and #5, acthesend of the potential core
(6<z/D<8), the intertwining between the region of positive aegativeW/W indicates a
helical motion. This was previously reported by Igbal and Tho(28€7) who observed it
beyond the end of the potential core. A similar observatias made by Lynch and Thurow
(2009). Further downstreanz/0>8), instead W/W describe dlapping motion (Lynch and
Thurow, 2009). The aforementioned motions are coupleld avivave-like motion /W)
and a periodi¢wisting (V, /W) that have 4 jet diameters of spatial wavelength. Moden#4 a
#5 are associated with a primary frequeSty0.3 and a secondary of 0.7. Mode #6 and #7
describe travelling toroidal vortices after shedding, whieh @ariodically twisted between
Z/D=3 andZ/D=6 with a wavelength of 1 jet diamet&t0.72). Mode #9 and #10 show two
filaments of positive and two filaments of negatWéW, that are phased shifted @2 on
the plane normal to the jet axis and develop downstrearent of the potential core. They
describe arecessiormotion. This is coupled withwave-likemotion {/,/W) and a periodic
twisting (V,/W) that are similar to those observed in mode #4 andrt®aR and secondary
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Strouhal peaks of pair #9-#10 are 0.36 and 0.7 Modar3mode #8 are characterized by
the axial development of four filaments WfW andV,/W, two of positive sign and two of
negative sign. They describe axial and radial pulsatile mo{Z/D<9) with a phase shift
of about 45 degrees in the azimuthal direction (Figur&)5dhd a discrepancy in the
associated energy of about 1%. Moreover, while theyglaaeacterized by similar secondary
Strouhal peak (0.7), they differ for the primary one.

1

%

X/ID

Figure 5.17 POD modes of vorticity describing travelling veaBetween brackets mode
number and energy of the coupled mode. Left: iso-sesfadw,D/W, (positive in light grey;
negative in dark grey) ano.D/W (positive in orange and negative in blue) and cross-
sectional iso-contour @6,D/W. Right: iso-surfaces af,D/W; (positive in light grey;
negative in dark grey) and,D/W (positive in yellow and negative in green) and cross-

sectional iso-contour af,D/W, with iso-linewyD/\W,
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5.4.2 Decomposition based on vorticity

The POD method applied to the vorticity fields highlights dymamical organization of
coherent vortices. In the first 10 vorticity modes, whichrespond to 20% of the flow
enstrophy, there are pairs (#1 and #2, #3 and #4né5¢6, #8 and #9) phase shiftedu#

in the axial direction describing travelling waves. For comgss, only one mode for each
pair is reported in Figure 5.17. Pulsatile modes (#7 anjl d&0instead illustrated in Figure
5.18.

0 1
X/D
Figure 5.18 POD modes of vorticity describing pulsatile matigafer to caption of Figure

5.17 for the legend)

Travelling ring vortices after pairing are described by m#tleand mode #2, which are
the most energetic (5.7% and 5.6% of the total energy)foasd from the velocity
decomposition. The same type of motion is also associatedwaitlie #5 and #6 with lower
energy content. The three-dimensional pattern that evatvesnjunction travelling vortex
rings and that, ultimately, leads to the breakdown, is iltistk by iso-surfaces of radial and
axial components of the vorticity modes,D/W, and »,D/W, as well as by cross-sectional
iso-contours plots of the same quantities. Characterizedey BtrouhalSt0.36 (Figure
5.21), mode #1 and 2# show that the motion of vortegsrafter pairing (see iso-surfaces of
wyD/W) is accompanied by travelling wavesafD/W, andw,D/W that develop across the
end of the potential core. F&/D>4.5, they show a characteristic inclination of 40-45
degrees to the jet axisee dashed lines). Phase opposition on the plane northal jiet axis
(see iso-contour plots &D=5.5) is observed fow,D/W andw,D/W,, indicating that while
one half of the ring structure is subjected to inward tes¥ié| and positive axial swirl, the
other half undergo outward radial swirl and negative astdtl. Mode #3 and #4 describe
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travelling ring vortices after shedding (see iso-surfaces/W;,, St0.72) with spatial
wavelength of 0.75, half that of pairing mode (modeattl #2), in the region between
Z/D=1.5 and 4. The motion is combined with travelling wavies ®/W, andw,D/W that, as
illustrated in the iso-contour plot @&D=3.5, are distributed along the azimuthal direction
with wave numbek=4, meaning of four pairs of counter-rotating streamwisgices, which
agrees with previous experiments (Violato and Scaranol)2@®imilarly to #1 and #2,
modes #5 and #6 describe the motion of vortex rings pfiging together with travelling
waves ofw,D/W andw,D/W, with a characteristic inclination of 40-45 degrees to thexyis

in the region 4Z/D<6.5. However, compared to mode #1 and #2, theyaeted ofn/2
around the jet axis and they also feature secondaryl&r@eakSt0.7. More three-
dimensional features are identified by the pair of matBand #9 which describe travelling
“wave” of radial and axial vorticity flaments that also haveraferred orientation at 45
degrees to the jet axis in the region 4.5<Z/D<6 (related BatqeaksSt0.31 and 0.7)

The characteristic 45 degrees inclination of the radial h@dxial vorticity that is observed
in mode pairs #1-#2, #5-#6 and #8-#9 is associated withptheess of vortex ring
breakdown by axial ejection of vortex humps (Figure 5.12).

Pulsatile modes #7 and #10 (Figure 5.18) show four péiceunter-rotating streamwise
filaments ofw,D/W, andw,D/W, that develop across the region of vortex breakdowiwesst
Z/D=3.5 andz/D=8 and are respectively associated with Strouhal f&ak79 andSt=0.15.
These structures may be associated topthgeller-like vortex pattern already reported by
Junget al. (2004).

5.4.3 Decomposition based on Lamb vector

The POD analysis of the Lamb vector, which in PowelBsoacoustic analogy accounts for
the flow state (eq. (2.36)), shows the first 10 modes cagti80.3% of the totaLamb
energy Travelling waves are described by the first 4 pairs adesq#1 and #2, #3 and #4,
#5 and #6, #7 and #8), illustrated in Figure 5.19. While invibeticity modes toroidal
vortices are described by the azimuthal vorticity compoiiEigure 5.17), in the Lamb
vector modes the azimuthal coherence is described brathi@l and the axial components
L.D/W andL,D/W. The development of a three-dimensional disturbancestisdd described
by the azimuthal componeh;D/W; (Figure 5.19 and Figure 5.20). Similarly to the velocity
and vorticity decompositions, the first and the second mbtleed_amb vector describe the
motion of toroidal vortices formed after pairin§t0.36, Figure 5.21) and the presence of a
three-dimensional disturbance (see isosurflag®/\W) that develop across the end of the
potential core. This disturbance grows with a characteristiés4@egrees inclination to the
jet axis, similarly to the waves,D/W, andw,D/W observed in pairs #1-#2, #5-#6 and #8-#9
of the vorticity decomposition. In the region betwe#b=2.5 and 5, mode #3-#4 describes
travelling toroidal vortices after sheddingstf0.72), as observed for the vorticity
decomposition.
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L,D/W; LD/W?

Z/ID

Figure 5.19 POD modes of Lamb vector describing travelliages. Between brackets
mode number and energy of the coupled mode. Left:usaees of4D/W (positive in light
grey; negative in dark grey) ahdD/W, (positive in orange and negative in blue); centre: iso-

surfaces ot ,D/W, (positive in light grey; negative in dark grey) dn®/W, (positive in

yellow and negative in green); right: cross-sectional isuaar ofL,D/W,
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Figure 5.20 POD modes of Lamb vector describing pulsatigoms (refer to caption of
Figure 5.19 for the legend)

The motion is combined with travelling wave lofD/W showing an azimuthal distribution
with a wave numbek=4, as observed in mode #3-#4 for the radial and axiapooent of
the vorticity (see cross-sectional plotsZziD=3.5). Mode #5-#6, as well as mode #7-#8,
describe the motion of vortices after shedding in the relgaaweerz/D=2.5 and 5 (note that
the related Strouhal 8t0.7, slightly slower than that of mode #3-#4). Furthexmkiream,

in the region across the end of the potential cor&/B<7), filaments olL,D/W, (see cross-
sectional plots at Z/D=5.5) identify a travelling wave charadrby axial swirling with an
angle of 40-45 degrees to the jet axis. Such motion iciassd withSt0.93 for mode #5-
#6 andSt=0.6 for mode #7-#8.

Lamb vector pulsatile modes #9 and #10 (Figure 5.20) $howin pairs of streamwise
filaments ofL,D/W, coherence that develop until the region of vortex breakd@/D=5.5)
and then merge into a main pat/D=7.5). As shown in the cross-sectional contour plots of
L,D/W at Z/D=7.5 (Figure 5.20), mode #10 is rotated of abd@taround the jet axis with
respect to mode #9. The related Strouhal peak is 0.64fombodes.
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Figure 5.21 Spectrum peaks of POD mode time coefficients
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5.5 The chevron jet

The early flow pattern of the chevron jet profoundly eliff from the vortex ring shedding
and pairing observed for the circular configuration. Aswshin the temporal sequence of
Figure 5.22, the axisymmetric ring-like coherence of tlreutar jet is replaced by
streamwise flow structures of azimuthal (“SA”), axial (“SHNd radial (“SR”) vorticity that
are formed at the nozzle exit. Vortices “ST” and “SR” aigaaized in counter-rotating pairs
(“STP” and “SRP”), which exhibit a rather stationary behaviespite the absence of vortex
rings, betweerZ/D=1 andZ/D=3, the potential core of the chevron jet still exhibits some
pulsatile motion with Strouhal number 0.58<0.85, leading to instantaneous axial velocity
fluctuations at jet axis of 0.12 &D=2 and axial turbulence of 0.025 (Figure 4.19). Flow
patches at axial velocity larger thi¥), as shown in Figure 5.22 by iso-surfa@\ =1.05,
alternates with ones at lower velocity in a range betwe#ndhd 1.07.

The presence of counter-rotating pairs of vortices “ST&S abserved in the lobe regions
between chevrons at higher Reynolds number both ewpetally (Bridges and Brown,
2004; Opalsket al, 2005; Alkislaret al.2007) and computationally (Xiet al, 2009; Uzun
and Hussaini, 2009). Bridges and Brown (2004) andsRpet al. (2005) showed that, when
chevrons penetrate the jet core, they induce axial vorti@sylting in evident streamwise
vortices at the chevron notches. Using time-averagereatIV data at several cross-
sections, Alkislaret al. (2007) showed the three-dimensional axial development ef th
streamwise structures by iso-surface of axial mean vartigibwever, previous studies do
not discuss the aspects related to the radial vorticity compdi&R”, as they were
conducted by planar PIV measurements at jet axis -sexdfons, which only enable the
evaluation of axial vorticity. The inspection of all vorticity conents was given by Xiet
al. (2008), who conducted LES computations and showed #teerp of the vorticity
magnitude. However, the discussion of the contribution feath component is lacking, in
relation to the different instability mechanisms. Also the stud¥Jzun and Hussaini (2009)
focuses on the assessment of their LES simulation rétaeron the flow behavior.

The cross-sectional contour plots of Figure 5.23 showm#tentaneous velocity pattern
by iso-contours of axial velocity and-Y projection of the velocity vector. A/D=1 and
Z/D=2, circulatory patterns are observed at the chevron mo&lslightly staggered position.
The coherence of these regions and the magnitudeeofxfal velocity in the jet core
gradually decrease betwe&fD=2 andZ/D=4, leading to the disappearance of the star-like
pattern Z/D=4).
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Figure 5.22 Time sequence visualization of the chevrow@acity vector slice in the axial
plane. Iso-surfaces of axial velocity/W =1.05 (red). In the first two snapshots, iso-surfaces
wDIW, =-1.2=-1.2 (green) and 1.2 (yellow); in the third siapsso-surfaces,D/W=4; in
the fourth snapshot iso-surfaced/W=-1.2 (blue) and 1.2 (orange). Time separation
between displayed imagea$W,/D=0.61
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Figure 5.23 Cross-sectional iso-contour$\gf\(; X-Y projection of velocity vectors;
tW/D=0.

5.5.1 Streamwise vortices

A detailed inspection of the vorticity patterns is given in Figu&} and Figure 5.25,
which show the cross-sectional contour plots of the vortimitjponentsy,D/W, «,D/W,,
w,D/W, and vorticity magnitudew|D/W,. At Z/D=1, a total of 6 longitudinal structures of
azimuthal vorticity (“SA”), the same ones depicted in the teimdpshot of Figure 5.22, are
located in correspondence to the chevron apices and phals ofw,D/W=5. Counter-
rotating pairs of streamwise vortices of radial and axialicity, “SRP” and “STP”
respectively, develop from the chevron notches, wherg é¢xhibit opposite sign and where
the outward radial flow is one order of magnitude laryef=0.2 andv,'/W; =0.03, Figure
4.20) than at the chevron apex. “SRP” instabilities shovk @edivity of radial vorticity
o:D/W=4, which is twice larger than the peaksub/W, associated with “STP” structures.
Compared to those of the circular jet (Figure 5.8 and Figui®), “SR” and “ST”
instabilities are 50% stronger and 40% weaker, respecti@iythe other hand, absolute
vorticity at the chevron apex«(D/W=6, Figure 5.25) is comparable to that observed in the
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circular jet for axisymmetric vortex-rings (vortex “3”, Figuse3). A decrease im|D/W, is
instead observed at the chevron notchelD(W,<4).

oW INEEY M oow T W

4-3-2-1123 4 -2-15-1-0505 1152

X/D X/D

Figure 5.24 Cross-sectional iso-contoutgb/W, «,D/W; andw,D/W with iso-line
22,DIW=-0.2; X-Y projection of velocity vectors¢W/D=0
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Figure 5.25 Cross-sectional iso-contoufefD/W, with iso-lineA,D/W, =-0.2; X-Y
projection of velocity vectors\W/D=0

At Z/D=2.5, branches of higher axial velocity at the notch eld¢dn R/D=0.75. Radial
velocity /W, increases to 0.25 in regions corresponding both to ttehramd to the apex,
where axial and radial turbulence are comparalé\j =0.1 andv',/W =0.07, Figure 4.20).
The increase of turbulent fluctuations amplitude is accomedany the weakening of “SA”
vortices and the movement of “ST” vortices from the naggions, leading to the breakup
of pairs. The coherence of,D/W instead maintains the pair organization (“SRP”). The
maximum absolute vorticity is concentrated at the chevr@x ag seen af/D=1 (Figure
5.25).

At Z/D=4, the contour plot of axial velocity shows that the chargstic star-like pattern
has disappeared in favor of a rather axisymmetric oneur@i®.23;w'/W, =0.07 and
v'(//W=0.05 in Figure 4.19) in which vortices “SA”, “SRP” an8T” no longer exist. This
loss of coherence is associated with a drop of vorticitgnitade ¢|D/W, of 30% in
comparison withZ/D=1. As the identification of coherent patterrzédd=4 becomes difficult
by the vorticity vector, th,-criterion is adopted. Iso-linesD/W, =-0.2 that are shown on
the contour plots aZ/D=4 show that the transition region is characterized by reoihe
structures that will be referred as “C” vortices, discudatat in this section.

Bradshawet al (1963) suggested that lower sound emissions in jet floosd be
achieved by increasing the loss of azimuthal coheresweh as for example by artificial
augmentation of streamwise structures with lobed nozzlenigbrReynolds number jets, the
chevron configuration was shown to yield a noise redudtjoexperimental studies based on
microphone measurements (Bridges and Brown, 2004; Kiptlsal, 2005; Alkislaret al
2007) as well as by numerical simulations (Uzun and Hoiss2009; Xiaet al, 2009).
However, the relation between the three-dimensional unstibad organization and the
noise generation is still today a debated topic.

137



3D organization and dynamics of turbulent jets

0.2
0.16
0.12
0.08
0.04
0

VW,
0.2
0.16
0.12
0.08
0.04
0

ZID

a) Iso-surfacen,D/W=0.8

b) Iso-surfacev,D/W=0.8

Figure 5.26 Radial and tangential velocity field of streamwisgoas “SRP” and “STP”
identified. Iso-surfaces color coded withW; andVi/W; tWi/D=0
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For a clearer insight in the three-dimensional developntiemtcounter-rotating vortices
“SRP” and “STP” (Figure 5.22), are extractedt\&/D=0 and, for each of the pair, the
streamwise vortex with positive sign of the related vorticgmponent is illustrated in
Figure 5.26. Vortex filament “ST” extends to 4 jet diameterarstream the nozzle and, at
approximatelyZ/D=2.5, it bends inward towards the jet core with an anglppfoximately
30 degrees to the axis. The core of the streamwise visriretched in the radial direction,
as shown aZ/D=1 in Figure 5.24, with dimension of the major and miawis of 1/ and
1/6D based on iso-surfaegD/W, =0.8. Similar core size is observed for the “SR” structure,
which develops up t@/D=2.8 with a rather constant size of the core and gthddacays
betweenz/D=2.5 and 4. The velocity patterns related to the streamuwdserence are
illustrated color-coding the iso-surface of the streamwim#ex with radial and tangential
velocity components. For both “SR” and “ST”, the highest Iewaf V,/W, activity is
observed on the side of the counter rotating vortex, pétiks of 0.2, whereas the tangential
velocity Vi/W, increases in the downstream direction reaching peak @ftz/D>3.

5.5.2 Flow coherence organization at transition

Transitional structures are characterized by a recurrestita@e and are first observed where
the streamwise vortices “ST” form approximately 30 degneith the jet axis (2.5&/D<3,
Figure 5.27). Here, a “C” vortex occupies a peripheralation in the shear layer
(0.5<R/D<1) that is characterized by Reynolds strevs”y'()/V\/j2=0.0025 at both the notch
and the apex of the chevron. The “legs” of the voeeximmersed in the region of higher
axial velocity and, consequently, they tend to be alignenigatioe jet axis. This is shown in
Figure 5.28a illustrating a temporal sequence of a “C” vothat is convected with a
velocity of 0.25. AtW/D=0, the leg-to-axis angle is approximately 80 degreestaaduces

to 40 degrees &W/D=1.62. BetweerZ/D=2.5 and 4, the characteristic “C” shape of the
vortex is conserved for a time period of 2.3, after Whitcbreaks down. The induced flow
field of a “C” vortex engulfs fluid at the trailing side anpas it at the leading side, as
shown Figure 5.28b by the instantaneous iso-surfacadid] and tangential velocity.

The normalized axial, radial and tangential flux associated thitfC” structure can be
estimated by eq.(5.1), where S is the surface of the loomtaining the structure. On
average, it is found a net inward radial flux of 0.05joltis comparable to the axial flux in
the upward direction. In the tangential direction, instelagl fiux is one order of magnitude
smaller. These observations show that the “C” vortices pleyle in the entrainment of the
outer flow, and that they may be responsible for the tilbhighe streamwise structures
towards the jet axis.
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Figure 5.27 Chevron jet: "C"-like flow structures shownibg-surface of,D/W=-0.2;
tW/D=0
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Figure 5.28 Velocity field associated with C-shaped structluesft temporal evolution of
"C” structure color-coded with,/W, (4t=0.81); right: iso-surface -0.05 (blue) and 0.05
(green) oV,/W (left) andVi/W (right)

5.6 Statistical distribution of vorticity components

An overview on the flow transition to three-dimensionality gltime jet axis can be inferred
from the axial distributions of the vorticity components, sidaring the average in time,
along azimuthal and radial directions. For flow a generic esfiawe dependent flow

variable a(x, t) reads as
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1 T 271 R*
<a(x,t) >= a(x, t)dRd di, 5.2
i1 62

where T is the observation time and* is the radial position at the domain boundary.
Equation (5.2) is applied to the absolute values of thewthal, the radial and the axial
vorticity components, respectivelw,D/\W|, fD/W| and ¢,.D/W|, betweenR/D=0 and
R/D=1 and the corresponding axial distributions&/\W|>, <fo,.D/W|> and < D/W|>are
shown in Figure 5.29. Downstream the shedding andngadfi toroidal structureZ(D>3.5),
<lw,D/IW|> and <p,D/W|> increase as azimuthal instabilities and streamwise verjicey.
The azimuthal componentsyD/W|> is still dominant, although it steadily decreases. In the
region near the end of the potential core (2/<6.5), <{p,.D/Wj|> reaches a peak (0.68
Z/D=5.5) corresponding with the ejection and axial tilting of A& flow regions (Figure
5.12). In contrast, &|D/W|> steadily increases to 0.73 AtD=6.2, where the toroidal
structures breakdown. Beyond the potential c@/®%6.5), the flow field shows an overall
decrease of the vorticity components to values compatalh@se in the region of growth of
azimuthal instabilities and streamwise vortices formation (Z/D~4)
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Figure 5.29 Axial distribution of s, D/W|>, <f»,D/W|>and <4, D/W|> in circular jet

The statistical axial distributions of vorticity in chevron and uic jets are compared in
Figure 5.30, which illustrates the ratio between the radialthadazimuthal components
<|w|>/<|wq|>, and the ratio between the axial and the azimuthal commRe>/<|w,|>.

In the circular cases |w,|>/<|wy> and<|w,|>/<|wy|> show similar trends betwee&diD=1.5
and 3.5, region dominated by azimuthally coherent vorgjces, with the formehat is twice
larger than the latter (0.07) (Figure 5.2). They bothease in the region of vortex pairing,
azimuthal instabilities and streamwise vortices. By the endthef potential core,
<|w><|wel> levels out 0.64, whereas|w|>/<|ws|> increases beyond the end of the
potential coreZ/D=7) where it levels out at 0.9.
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Figure 5.30 Axial distribution of |o,|>/<|wg[> and<|w,|>/<|w,> in the circular and
chevron jets

In the chevron jets|w,|[>/<|wgl> and<|w,|>/<|wy[> are larger than in the circular case,
at any axial location between 1.5 and 4.8.Z8D=1, where “SR” and “ST” structures are
located at chevron notches (Figure 5.22, Figure 5.24 andd=5.25X |w,|>/<|wq|> is 0.72,
approximately twice the value shown bsjw,|>/<|wg>. While this grows steadily,
<|w(|>/<|wg|> steeply increases to 1.1 AiD=1.6, and then drops to 0.78 betwe®b=2.5
and 3.5, which is the region of streamwise coherencaydand “C” structure formation.
More downstreank |o,|>/<|wq|> levels out at 0.78, wherea$w,|>/<|wq|> reaches a rather
constant trend at 0.63.

5.7 Stretching and tilting of flow structures

The normalized vortex stretching-tiltin@o D]])V can be decoupled into a component of

stretching
S=((m m) v %)m (5.3)
o

T =((mD]])Vx2jc3, (5.4)

(0]

and a component of tilting

where @ is the unit vorticity vector.
The vortex stretching and tilting terms are evaluated aexdocations, which allow
determining their spatial distribution within the vortex rings.
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5.7.1 The circular jet

In the circular jet, they increase on the vortex rings rkiream ofZ/D=3, especially
after pairing, when azimuthal instabilities begin to growuFégs.31 illustrates the example
of vortex “3+4” (Figure 5.2). The absolute stretchirﬁ;ij/V\/,-2 reach peaks of 3 in
correspondence to the azimuthal valley. By contrast, atestilting [I'|D2/V\/J-2 shows peaks
of 2 with pattern that are hardly associable with the voazruthal deformation. Axial
tilting is typically twice larger compared to theandy components. On the streamwise
vortices “ST”, §DW? and T|D%W? are smaller than 1 on the leading side of the vortex
ring, whereas they are maximum (3.5, Figure 5.32)henlongitudinal structures located
within the vortex ring. On the trailing side of the vortexgrilinstead,S}|D2/V\I,-2 is 2.5 and
|T|D2/V\/,-2 is 1.5. Comparable peak values are observed for “SRfices, which are not
illustrated.

Figure 5.31 Circular jet: instantaneous Figure 5.32 Circular jet: instantaneous

stretching and tilting fields of vortex rings; ~ stretching and tilting fields of streamwise
iso-surfacel,D/W=-0.5 of vortex “3+4” vortices; iso-surfacer,D/W, =-1.2 and 1.2

color coded with§D¥W? (lefty and ~ color coded with§ID*/ W (left) and T|D*/W?
|T|D2/W,-2 (right) attW,/D=3.28 (right); iso-surface of vortex “3+4i,D/W, =4
(grey); tW/D=4.1

As illustrated in Figure 5.33, similar peak magnitude oktehing and tilting fields
|SIDW?>=3 and T|D%W?*=3 is observed when the periphery of the toroidal vortesupiis
into “C” structures and the inner portions of the vortekdre ejected (Figure 5.12). Beyond
the end of the potential core, instead, stretching-tilting igtilecrease to values of 1, which
is typically observed in correspondence to the "VF” stress as well as in the region closer
to the jet axis where the coherence decays faster.
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Figure 5.33 Circular jet: instantaneous stretching and tiltingsfielivortex breakdown
identified by iso-surfacesD/W=-0.8; b) “VF” vortices identified by iso-surfaces
22DIW=0.8;iso-surfaces are color coded wigi#/W;* and T |D7W;

5.7.2 The chevron jet

In the chevron jet, the streamwise structure “ST” arelhigtretched and tilted on the
side of the nozzle betweediD=0.8 andZ/D=2, as depicted in Figure 5.3$|DZ/V\/J-2 and
|T|D2/V\/J-2 reach peak values of 3 and they substantially decredlse downstream direction,
with a drop of 30% in the regions corresponding to the V@ftices. The upstream and
downstream sides are characterized $pJW?=2.2 and TID¥W?=2.2 and a decrease to
values smaller than 0.5 on the lateral side which is emblenidthe region of lower axial

velocity. Similar patterns are observed for the streamwisectures “SR”, which are not
illustrated.
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Figure 5.34 Chevron jet: instantaneous stretching and tiltifasfia) iso-surfaces
w,D/W=0.8 of streamwise vortex; b) iso-surfacgs-0.2of “C” vortex; iso-surfaces are
color coded withD7/W? (top) and T|D%W?; tW/D=0

5.7.3 Statistical characterization

Stretching and tilting activities are statistically characterizZiedicathe jet axis. Equation
(5.2) is applied to the absolute values of the stretchirty téting vectors, respectively
ISDW? and T|D¥W? between R/D=0 and R/D=1 and the corresponding axial
distributions, <$|> and <[ |>, are shown in Figure 5.35.

In the chevron jet, between the nozzle exit &d=2, <[S|> and <[|> reach peaks of
0.28 and 0.24, respectively, which are approximatelyn®s larger what observed for the
circular configuration. In the chevron jet, peak activitystetching and tilting (§>=0.45
and <T|>=0.57) is found aZ/D=2.8, where the streamwise vortices “ST” and “SR” begin to
decay and “C” structures are formed. Further downstremstead, they decrease of
approximately 30% at/D=4.

In the circular case, S| and <[ |> show a steep increase forZZB<5, where the flow is
characterized by vortex pairing and by fast growth ofmaitihal instabilities and streamwise
filaments. BetweerZ/D=5.5 and 6, where toroidal vortices undergo breakdoy®j><and
<[T|> reach peak activity, although with maximum tiltingT(k=0.72 atZ/D=5.5) that is
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20% larger than the peak of stretching. Further downsti@ab»6.5), in correspondence
with the formation of “VF” structures and the cohereneeay, <§|> and <[|> decrease to
values that are comparable to those found for vortex paammgearly growth of azimuthal
and streamwise vortices.
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0.6
A
=
v
-~ 041
A
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Figure 5.35 Axial distribution of space-time average of stietchnd tilting vectors

5.8 Conclusions

The three-dimensional behavior of flow transition in circ@ad 6-chevron jets &e=5000
has been investigated with time-resolved TOMO PIV. Téwex topological analysis using
vorticity anda,-criterion shows differences in the large-scale flow oizgtion between the
circular and the chevron configuration.

In the circular case, the flow is characterized by a fildsanotion leading to the
shedding of vortex rings with a Strouhal number of OB&ween 2.75 and 3.5 jet diameters,
vortex rings pair with a characteristic frequencysef0.36. This process is characterized by
peaks of axial and radial turbulence in the shear layge fifst and second pairing amplify
the axial pulsatile motion in the jet column and lead to thal &rain, which induces the
formation of three-dimensional patterns such as vortexghah instabilities and counter-
rotating streamwise vortices of axial and radial vorticity (“Sht 4SR”, respectively). On
average of 4 primary azimuthal waves grow on the xait®y, leading to in-plane and out-
of-plane deformation. Streamwise vortices “ST” and “SR” distributed around the vortex
rings with an angle of 30-40 degrees to the jet axis thegl move with a characteristic
inward-outward radial motion that is induced by the passddbe vortex rings. The axial
vorticity peaks of “ST” are typically 50% larger than tlaglial ones of “SR”. AZ/D=3.2, a
total of 11 streamwise vortex “ST” develop from the bradion and typically form 4 main
streamwise pairs that interact with the vortex ring. The ahatbcomposition of axial
vorticity shows that, in the azimuthal direction, the voriegs and the streamwise vortices
are characterized by energy peak at wave nurkbérwith a phase shift of. The axial
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vorticity induced by streamwise pairs on the vortex ringtéggered in phase opposition at
the regions of interaction, where primary instabilities growthWhe growth of in-plane
azimuthal instabilities, vortex ring humps are tilted and ejedmugahe axial direction as
they are subjected to higher axial velocities. By the enthefpotential core, this process
culminates in the breakdown of the toroidal shape intastwése filaments oriented at 30-
45 degrees to the jet axis and peripheral structuré€o$hape. The latter re-organize as
filaments oriented along the azimuthal direction in the regiownstream of the potential
core and, are largely responsible for the flow entraimmin the vicinity of the jet axis,
instead, vortex filaments show a scattered orientation.

The 3D flow organization is statistically investigated by apgythe snapshot-POD
technique to the velocity and vorticity fields. While the velocigcomposition is based on
the kinetic energy, the vorticity one is referred to the femstrophy. The attention is focused
on the description of the first 10 modes, which capturg%7of the total kinetic energy in
the velocity decomposition and 20% of the total flow enstrophythe vorticity
decomposition. The first pair of velocity and vorticity modekjch are the most energetic
ones, describe the presence of vortex rings travelling dieng. In the velocity modes, the
axial velocity component identifies a helical motion in the regisnoss the end of the
potential core and a flapping motion further downstrearalsth shows a precession motion
that develops downstream the end of the potential cor¢h®ather hand, the radial and the
azimuthal components respectively identifies wave-liketamsting motions betweed/D=6
and 10. In the vorticity decomposition, the first pair of ®dhows that travelling vortex
rings are characterized by the radial and axial vorticitgdieleveloping across the end of
the potential core with a characteristic 40-45 degree inabinati the jet axis. Such patterns,
also observed in mode pairs at lower energy, are abtgilta the process of vortex ring
breakdown.

Snaphot-POD analysis is also applied to the Lamb vect@dbas thel,-norm of the
fluctuating component. In Powell's aeroacoustic analogy,Lidamb vector accounts for the
flow state. The attention is focused on the description of fils modes, which capture
30.3% of the totalLamb energycontent in the Lamb vector. The first pair of Lamb vecto
modes describe vortex ring travelling after pairing, whtve characteristic azimuthal
coherence of the rings is identified by the radial arel dkial components of the Lamb
vector and not by the azimuthal component as seen ioattiesponding vorticity modes. In
the region across the end of the potential core, the metitire rings is accompanied by the
development of a three-dimensional disturbance at 40-4Beelep the jet axis that is
described by the azimuthal component. Travelling rings aftedding are identified by
mode pairs at lower energy #3-#4, #5-#6 and #7-#8hése last two, foZ/D>5, the
azimuthal component describes a travelling wave with axialisgy at an angle of 40-45
degrees to the jet axis.

In the chevron jet, the column is characterized by a pl@lsaotion (0.56§%0.85) and
the axisymmetric ring-like coherence observed for theutar jet is replaced by streamwise
flow structures of azimuthal (“SA”), axial (“ST") and rad{@SR”) vorticity that are formed
at the nozzle exit. “SA” filaments develop from the nozzlexas, while 6 counter-rotating
pairs of streamwise vortices “STP” and “SRP” are formetha nozzle exit in a position
corresponding to the chevron notch, where the radial vglecihaximum, and they extend
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downstream up t@/D=4. The maximum of radial vorticity associated with “SRRUctures
is twice larger than that observed for the “STP” oneswBehZ/D=2.5 and 3, the shear
layer is organized in “C” shaped vortices which, inducingard radial flow, may be
responsible for the tilting of the streamwise structures tdsvio the jet axis.

The stretching and tilting fields are analyzed in relatiothéocoherent structures. In the
circular case, instantaneous activity is observed with teeofithree-dimensional patterns. It
is associated with azimuthal instabilities and streamwise verdind is maximum during the
formation of “C” structures and the ejection of vortex psmBeyond the end of the
potential core, instead it drops of 60%. In the chevrorsistiching and tilting peak activity
corresponds to the region where “C” structures are fdrmaed interact with streamwise
filaments.
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Chapter 6

3D aeroacoustic source
characterization and jet noise
prediction

Violato D and Scarano F (2013), Three-dimensiomaiex analysis and aeroacoustic source charadierizef jet
core breakdowrPhysics of Fluids25, 015112, DOI 10.1063/1.4773444.

6.1 Introduction

Early experimental investigations on subsonic jet noise stothat the production of
acoustic waves is mainly related to unsteady mechanismsvimydarge coherent flow
structures (section 2.2.1), such as vortex rings inulgirgets (Bradshawet al 1963; Crow
and Champagne, 1971; Jwtgal, 1979).

Vortex rings generate sound by pairifBridges and Hussain, 1987; Laufer and Yen,
1983; Schranet al.,2005), by azimuthal oscillations (Kopiev and Chernysi&9,7; Kopiev
et al, 1999; Coiffetet al, 2006) and by their disruption (Hussain and Zaman, ;198%sain,
1986). Noise emission are also generated by the colldpgbe annular mixing-layer at the
end of the potential core (Jordan and Gervais, 2008%kudgen decelerations due to the
engulfment of fluid by toroidal structures (Justéal, (1980) and the acceleration and stretch
of vortical structures when moving towards the jet axialoegBogeyet al, 2003)

Michalke and Fuchs reported that the most radiating euenite Strouhal number range
between 0.2 and 1, while Bradshatval (1963) hypothesized that the loss of azimuthal
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coherence by artificial augmentation of streamwise strugtigech as by lobed nozzles,
could lead to lower sound emissions. This was also reporteder studies for chevron jets
at high Reynolds number (Bridges and Brown, 2004; Opaslal, 2005; Alkislaret al.
2007; Uzun and Hussaini, 2009; Xaaal, 2009).

The use PIV in combination with aeroacoustic analogiesrétasively recent strategy to
investigate the sources of acoustic noise (see section dn8.3.6). In a Mach 0.85 jet,
Seineret al.(1998) characterized the noise sources using two-paintiience statistics to
evaluate the Lighthill turbulent stress tensor and obsenadtta actual measurement of the
Lighthill's acoustic tensor requires volumetric measuremeisitts temporal resolution. In a
subsonic and acoustically excited jet at low Reynolds num®ehramet al. (2005)
investigated the mechanism of sound generation by voetigg with phase-locked planar
PIV and a conservative formulation of vortex sound thdoryaxisymmetric flow, finding
good agreement between the sound prediction and thel sneasured by microphone at
frequencies not contaminated by the acoustical excitation. udee of time-resolved
experiments to determine the sound produced by tHg #ansition stage due to vortex
pairing (Schram edl, 2005) has been extended to the natural transition cagmlayo et al.
(2010).

6.2 Objectives

In this chapter, following Powell’'s analogy (1964), the atisusource is associated with
the second time derivative of the Lamb vector (see se@i8r8). Although the current
experiment does not enable to resolve all the spatial sdaMsch acoustic fluctuations are
produced, the time-resolved TOMO PIV measurementspteal resolution up t&&4) are
employed to explore the role of coherent structures afular jets, i.e. vortex rings,
streamwise vortices, vortex filaments and C-structures, @ ldtal activity of the
instantaneous acoustic source. An analogous analysseipraposed for chevron jet.

For the circular configuration, the analysis of the 3D guattof the acoustic source is
aided by the POD, which enables to identify more cleariyesaspects of the flow large-
scale organization, especially at core breakdown. Firedlgustic predictions are performed
by direct integration Powell’s analogy using TR-TOMO Pital

6.3 Instantaneous patterns of the acoustic source

The relation between the large-scales structures and tHealdoaty of acoustic sources in
the region across the end of the potential core is expl@ealling Powell's aeroacoustic
analogy (1964). As discussed in section 3.3.3, the Hcamurce can be mapped using the

norm of the second time derivative of the Lamb VE‘CIbI‘—‘(](dZL/dtZ)| D’/vy“) and can be

discussed in relation with the coherent structures (deschp¢hed,-criterion).

150



3D aeroacoustic source characterization and jesegirediction

The instantaneous flow organization of the circular jet is @egp with the
corresponding acoustic source activity in Figure 6.1 bysigtaces and in Figure 6.2 by iso-

contours on plan&/D=0. The pattern yields evidence that the activitylLds more intense
for core breakdown than for the case of vortex paifidgssain and Zaman, 1981). The
transient phenomenon of core breakdown, however, wsalepidly and, beyond the end of

the potential core, the region interested ibyactivity collapses within 3 jet diameters. The
peripheral region (0.8R/D<1.6) exhibits “VF" structures (Figure 5.13) which are teda
with low sound production activity.

0
7

-1 . H
10 1 2 3 4 5 6 7 8 9 10

Figure 6.1 Circular jet: instantaneous vortex pattern (istasesi,D/W, =-0.8 in yellow)
and corresponding acoustic source (iso-surfdce80 in green and. =50 in red)
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vortex-ring vortex-ring vortex coherence decay
pairing breakdown and VF-structures

6
Z/D

Figure 6.2 Instantaneous iso-contour ploiofind iso-linel,D/W; =-0.8 identifying
coherent structures

The three dimensional acoustic source during the pairimproéx “1” and “2” is illustrated
in Figure 6.3. Production of =30 is observed downstream BfD=2.5 (see vortex “3").

Acoustic source peak activity =50 is observed associated with to the rise of azimuthal
instabilities (“1” and “2") and the streamwise structuregiees (“S”).

Figure 6.3 Circular jet: time sequence visualization of (lefty fitructures (iso-surface
22DIW; =-0.5) and (right) corresponding acoustic source (istasess L =30 in green and
L =50 in red).; velocity vector slice in the axial plaré\/D=0.61
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6.3.1 Vortex ring breakdown as main acoustic source event

The vortex patterns evolution and the corresponding #&cossurce field during the
breakdown process of a toroidal structure is shown indgimporal sequence of Figure 6.4.
Before breakdown t\M/D=0), the acoustic source shows a strongly distorted toroidal
configuration corresponding to the vortex ring. Subsetipeduring the loss of azimuthal
coherence (0.84W//D<1.68), the acoustic source becomes more pronounct iregion
closer to the jet axis, where portions “P” of the vortex rirggure 5.12) are tilted and
ejected along the jet axis. On the other hand, the rupfutee vortex into “C” structures is

not associated to significant activity in termd_of

tW/D=0.84

0 6

tW/D=2.52

<N 5
D 5

Figure 6.4 Time sequence visualization of vortex ring breakd(iso-surfaces,D/W; =-0.8
in yellow) with acoustic source (iso-surfaces=30 in green and. =50 in red)

6.3.2 The chevron jet

The acoustic source of the chevron jet is mapped angharemh to the vortex patterns in

Figure 6.5. The streamwise vortex pairs are not charagtibly low source activityi( <30).
On the other hand, the acoustic source shows pé&in the region where the streamwise
structures begin to decay and “C” vortices are forndetR€0.7,7>2).
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Figure 6.5 Chevron jet: instantaneous (left) flow struct(isessurfacei,D/W =-0.5) and
(right) corresponding acoustic source (iso-surfaces30 in green and_ =50 in red)

6.3.3 Statistical characterization of the acoustic source

The acoustic source activity is statistically characterizedgathe jet axis. Equation (5.2) is
applied to L betweenR/D=0 andR/D=1 and the corresponding axial distribut(dIr} is
shown in Figure 6.6.

6 @/f@i i %k%&@‘&%
. fzzﬁém i%\%
e e

N@}j 1 ——s—— chevron

0 1 2 3 4 5 6 7 8 9 10

<[>

Figure 6.6 Space-time averagelof

In the circular jet. the axial distribution of the source éases rapidly between 2 and 3
diameters due to the vortex pairing. A subsequent inci&fasemparable magnitude yields

peak activity of(E) betweenz/D=5.5 and 6 where the portions “P” of vortex rings are
stretched, tilted and then axially ejected yielding the disruptiothe toroidal coherence
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(Figure 5.12). Beyond the end of the potential C(SéTB) decays and a/D=10 the value is
lower than that in the pairing region.

In the chevron jet,m shows a pronounced activity of 5.5 AtD=2.8, where “C”
structure are formed and streamwise-vortex pairs (“S8¢ looherence. Compared to the
value found aZ/D=0.8 (1.8), the peak activity is 3 times larger. E{p>2.8, m decreases

with a 30% drop af/D=4.7.

6.4 3D modal decomposition

For the circular jet,dQL/dtQ fields are analyzed by POD analysis to objectivelpéas the

three-dimensional features of the acoustic source. Thengmosition is based a subset of
snapshots that are extracted with a sampling rate of 10fbhizthe time-resolved sequence.
A total of 190 snapshots are employed, which correspmat observation length of 100 jet
diameters that is shorter compared to the velocity, vorticitylaamb vector ones (1000 jet
diameters).

As shown in Figure 5.14, the modes of the first paithtmfdzL/dt2 decomposition are
respectively associated with 7.01% and 6.81% of the dotalsticsource energy (eq.(3.34)).
The first 10 POD modes of the Lamb vector second timeateare (dzL/dtz) capture 31.9%

of the totalacoustic source energq. (3.34) and Figure 5.14)he first 5 pairs of modes
(#1 and #2, #3 and #4, #5 and #6, #7 and #8, #3ta0yidentify travelling waves as shown
in Figure 6.7. As seen in the Lamb vector modes, thawhial coherence is identified by the

radial and the axial components{d(l_r/dtg) DQ/V\‘/“ and(dQLZ/dtz) DQ/V\‘/") which, in the

region upstream of the end of the potential core, resembleave-packet organization
(Cavalieri et al. 2011a and 2011b). On the other hand, the azimuthal awenpo

(dQLg/dtz) DZ/V\II" typically identifies the development of three-dimensional distoces.
The first pair ofdzL/dtz modes describes the axisymmetric motion related to toroidal

vortices after pairinggt0.36, Figure 6.9). The vortices identified ()yz Lr/df) DQ/V\‘/“ and

(dQLZ/dtz) DQ/V\‘/" have spatial wavelength that is half of the pairing modssllustrated in

Figure 6.7 where the iso-surfaces of méda are plotted together with the mid plane vector
field of the velocity mode#l. On the other hand, by the end of the potential core
(4.5<Z/D<6.5), where vortex rings disrupt (Figure 5.12) and tbeustic source is more

pronounced (Figure 6.4 and Figure 6.6), the iSO-Surfanes(der/dtz)Da/V\‘/" and

(dQLZ/dtz) DQ/V\‘/" show a gradual decay of the axisymmetric coherence.
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(d®L/dt*)D° /W (d*Ly/dt*)D* W (d*L/dt*)D* /W
(d*L/dt*)D*W* (d%L/dt*)D°/W]
[

Z/D=4.5

a’A

k=3
3.91%
(k=4)
(3.72%)

a/A

k=5
2.55%
(k=6)
(2.49%)

k=7
2.01%

(1.89%)

Figure 6.7 POD modes of the second time derivative of #&mabl vector describing
travelling waves. Between brackets mode number andjgoéthe coupled mode. Left: iso-

surfaces OI(dst/dtz) DZ/V\‘/‘ (positive in light grey; negative in dark grey) and
(der / dt’) Di/ W' (positive in orange and negative in blue); center: iscasesf of

(dng/dtz) DE/V\{A (positive in light grey; negative in dark grey) a(mf Lz/dtz) DE/V\{A
(positive in yellow and negative in green); right: crosdieaal iso-contour

of (da',/at) '/w'
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By color-coding these iso-surfaces with iso-contouZ /¥ (Figure 6.8), it is possible to
observe four humps (“Ps”), meaning of azimuthal intiteds with a wave number=4. This
wave number is also reported for the radial and thd egimponents of vorticity modes #3-
#4 (Figure 5.17) and #10 (Figure 5.18), as well as ferakimuthal component of Lamb
vector mode #3-#4 (Figure 5.19).

While in mode #1-#2 the iso-surface{s!lg/dtz) DE/V\‘I‘ do not exhibit any recurrent

pattern, in mode #3-#4 they identify filaments at 40-45 degte the jet axis, as similarly
reported for the vorticity and the Lamb vector modes (Fidufer, Figure 5.19). Such
filaments describe travelling waves in the region by the ehdthe potential core
(4.5<Z/D<6), where vortex rings disrupt (Figure 5.12) and the stiosource becomes
pronounced (Figure 6.4 and Figure 6.6). On the othed,httre radial and the axial
components of mode #3-#4 describe travelling toroidal \esttbat are related to the vortex
shedding. Note that the spatial wavelength shown is halfeo§hedding modes observed in
the velocity, vorticity and Lamb vector decomposition. Mo@et# is associated with the
shedding frequencysg0.72) of ring vortices, and with a secondary frequeStyl.9), that
can instead be attributed to the three-dimensional travelling Wwathe region by the end of
the potential core. Patterns similar to mode #3-#4 are adzbdéov mode pairs #5-#6, #7-#8
and #9-#10 also in the region across the end of the tmitezore (5€/D<7). For
conciseness, Figure 6.7 does not show the latter pair.

While velocity, vorticity and Lamb vector modes are gengradisociated with values of

the Strouhal number smaller than 1 (Figure 5.21), the moﬂa.‘l;ZL/dt2 are related to

higher values (Figure 6.9), such as mode pair #35#41(9), mode pair #5-#65(=1.05),
mode pair #7-#831.15 and 1.42) and mode pair #9-#$6-1.28 and 1.48).

(d*L/dt*)D*/W} (dZL /dt*)D* /W
|
J{ P zp Zip
<
=0 4.5 =0
o { m 445 S’ Q 445
-1 44 -1
( . F_)S i 4.35 \} 435
0 1 =
X/D X/D

Figure 6.8 Detail of mode #1 of the second time derivatiteef amb vector between
Z/D=4.3 and 4.5. Positive iso—surfaces(tuf Lr/dtz) DS/V\‘/" and (dZLZ/dtQ) DS/V\‘/“ color
coded withz/D
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Figure 6.9 Spectrum peaks of POdfl_/dtz mode time coefficients

6.5 Noise prediction based on 4D PIV measurements

The phenomenological analysis given so far shows thagxperiments are conducted at a
resolution that enables to appreciate the details of the vioteractions and their connection
to the local pattern of the Lamb vector and its second temgeravative. Following the
work by Schranet al. (2005), it was shown that, under the assumption of axistnic flow,
time-resolved planar PIV can be applied to predict the dadirpairing vortices by direct
evaluation of Powell's analogy (Violagt al. 2010). With DNS tailored on the TR-TOMO
PIV jet experiment performed in this study, Moeteal. (2010) showed that, for the circular
jet, the acoustic source can be localized by a domairexttands from the nozzle exit to 3-4
jet diameters beyond the end of the potential core. Thithdscase of the available
measurements that, being performed over a jet axial etttenis sufficiently long (10 jet
diameters), capture the large-scale events from the ntuz#lget diameters beyond the end
of the potential core (Figure 5.1).

When experimental data are concerned, the effectiveeceation of the flow impulse |
(eq. (2.33)) and the kinetic energy T (eq. (2.35)) lmamsed as a-posteriori indicators of the
suitability of the measurements for the sound predictiocti(se 2.3.2). Figure 6.10 shows
the time history of axial and radial components of the flmplilse | and the kinetic energy
T evaluated over the measurement domain during 2 geobdortex pairing. The trend
shows negligible fluctuations ascribed to the flux througlh tlutflow boundary. The
normalizedrms fluctuations {ms}=0.75;rmsl,=0.53; rmsT=0. 24) are smaller than 15% of
the corresponding mean value and they are comparalietiose reported by Schram
(2003).
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Figure 6.10 Impulse and kinetic energy time historyritu@ period of vortex pairing. Axial
impulsel, (square symbol); radial symbigl(circular symbol); kinetic enerdgly (gradient
symbol)

Acoustic predictions are performed based on Powell’'s ggédhir a listener positioned at 90
degrees to the jet axis at a distaRceThus, eq. (2.40) reduces to

p a2 Z, 21 R (2) _
'(X,t) = ———2— L|. detQ )dR dz. 6.1
p'(X, 1) 4m§Rfat2£Hy, |. det@) (6.1)

where R (Z) =0.065Z+ 1 is the radius function of the conical domain dnds the radial
component of the Lamb vector which is the only term actiog for the flow state.
The fluctuating component &f , L '=L —L (wherelL, isthe mean value) is damped

at the domain boundaries using flat-Hann window funcfmtowing Obrist and Kleiser
(2007), who showed its benefits in limiting the effectsatfirce spatial truncation.
Considering damping lengths at the inflow, outflow and radiabundary,

respective\aAZ , BAZ (whereAZ = Z, - Z ) and {R.(Z) with Osa<1, 0<f4<1 and
0< ¢ <1, the flat-Hann window function along the axial directiordeas

Z 1 2z
————sin Z <Z<ahZ
alNZ 2 [a(AZ)}
1 al\Z < Z< (1-B)AZ
h (2)= 44 (6.2)
(0z-2z) 1 Sin[zn(Az—z)} 1-ppz<z<z
ANZ 2m BAZ o
0 elsewhere

while along the radial direction is
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1 0<R<{R(2)
(R(@-R 1 _ |27(R(2- R
h(R =4~ J_ —gp =<2 7 - < R<
PN%R@ 20 R(2 WOR =R R(D (63
0 elsewhere

Substituting equations (6.2) and (6.3) into equef® 1) gives

po az Z, 27 R (2)
47TC§R_3 atZ z, 0 o0
Acoustic predictions are performed for a listenecaked at a distancB =10’m, which
satisfies the far-field assumption d% &> A%). The acoustic pressure spectrum illustrated in
Figure 6.11 (black line) is obtained evaluating aen (6.4) with TR-TOMO PIV data
betweenz,/D=0 andZ,/D=10. It shows low-frequency peaks of sound preskwel SPL=-
141.5 dB and -143.5 dB that, respectively, comespto the vortex pairingSg0.36) and
shedding $t=0.72) frequencies, which is in agreement with Beisland Hussai{1987). It is
remarked here that hydrophone measurements ofaulstic waves are unfeasible as they
should be conducted at a distance of 1 kilometanfithe jet.

The spectrum also shows smaller peaks at highgquércy, which belong to a broader
hump (18t<2.75). To understand the importance of spatial denmeuncation on the
acoustic spectra, acoustic predictions are conducteaxial lengths of the domain varying
between 6 to 10 jet diameters and the obtainedtrspace compared in Figure 6.12. When

pi(x,t) = - (hhv|. +L)detg)dRe dz (6.4)

r t

the domain extends fro@/D =0 to 9< Zz/ D <10, spectra show maximum variations of 2

dB for St< 2.25. For shorter domains6 & Zz/Ds8), in contrast, they exhibit larger

amplitude drop and profile variations. From the \abaliscussion, the estimated values of
SPLbetweenSt0 and 2.25 can be reasonably considered to beias=w with flow events
rather than domain spatial truncation. Note tha flequencies associated with three-

dimensional waves oi'JIZL/dt2 evolving by the end of the potential core (Fig6r®; mode

#3-#4:5t=1.9; mode #5-#65t=1.05; mode #7-#85t1.15 and 1.42; mode #9-#18t=1.28
and 1.48) where vortex rings disrupt (Figure 5.EH2)d the acoustic source is more
pronounced (Figure 6.6), lie in the range of theustic spectral hump (5t<2.25).

Exploiting the linearity of the integral functiosde equation (6.4)), the acoustic source
can be mapped by the second time derivative ofrddéal component of the Lamb vector

der/dtz. Temporal sequences of such quantity during vorieg breakdown show the

existence of characteristic frequencies that atevden 3 to 7 times higher than the pairing
frequency. An example of “life-cycle” of the soursegiven in Figure 6.13, which shows the

1 )= co/f , being/ the typical acoustic wavelengtby=1481m/s the speed of sound and
f=15Hzthe pairing frequency. Thus= 99m.

160



3D aeroacoustic source characterization and jesegrediction

evolution of region “A” in a period of tim&@W/D=0.45, corresponding t&t=2.1, which
agrees fairly well with the range of frequencieteiasted by the spectral humptH1l and
2.25) reported in Figure 6.11. This observatiorhieir confirms the dominant role of vortex
ring disruption for acoustic production and collta=sait in the frequency spectrum at values
of the Strouhal more than two times larger than dfiaortex shedding.

pairing shedding
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Figure 6.11 Predicted acoustic spectrum. Listen80and 90 degrees to the jet aRss
10°m (reference pressure: 20uPa)

pairing shedding

140 —Y
-145
__ -150
[a]
=
-155
-
o
w
-160 || Z,/D=10
Z,/D=9.5
-165 Z,/D=9
, Z,/D=8
Z,/D=6
170 4L

Figure 6.12 Predicted acoustic spectra obtainediffarent axial Iengtthz/ D of the
domain (listener at 90 degrees to the jet akis; 10°m; reference pressure 20uPa)
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Finally, acoustic predictions are performed foisteher positioned at 30 degrees to the jet
axis (R.=10°m) using the data betwe@&yD=0 andZ,/D=10. Similarly to eq. (6.4), the flat-

Hann damping function$ (eq. (6.3)) andh, (eq. (6.2)) are substituted in Powell analogy
(eq. (2. 40) ) where they are applied to the flutihga components of the Lamb vector

L'=L L (WhereL is the mean value). The equation that is thenuexed is

2 Z, 27 R (2)

Fi ot ;0 o
The resulting acoustic pressure spectrum (Figuté,Ged line) shows peal&Pl=-143 dB
and -141 dB that, respectively, correspond to thiex pairing and shedding frequencies.
This resembles the spectrum obtained at 90 degilespijte discrepancies of about 1 dB. At
30 degrees, the acoustic spectrum is charactetiyed broader hump (only the range
1< St< 2.25 is considered to be associated with flow es)efieaturing SPL levels typically 3
dB higher than those found at 90 degrees. Thidtrissin agreement the jet noise directivity
previously documented (Lush, 1971; Strombetrgl, 1980; Boge\et al.,2003)

0, 1) = )[x{hhL ], +L)]detg )dR® dz.  (6.5)

tW/D=2.25 tW/D=2.34 th/'D=2.43
A A
oy
gy B p 5 2p 55
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tW/D=2.52 tW/D=2.61 th/D=2.7
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ej e 84.'*5"7'“ 7 24*"\__,.,
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Figure 6.13 Time sequence visualization of acousstiarce during vortex ring breakdown.
Iso-surfaces(clzLr /dtz) Dz/vv“‘ =-20 (blue) and 20 (red); iso-surfaceB®/W, =-0.8 (yellow)

162



3D aeroacoustic source characterization and jesegrediction

6.6 Conclusions

The relation between coherent flow structures dmel instantaneous acoustic source is
investigated recalling Powell’'s analogy. The sectintt derivative of the Lamb vector is
associated with the acoustic source. Its spatigteai evolution is visually compared to that
of the vortices, which are detected kycriterion, to identify flow events involved in the
acoustic generation. In the circular jet, high seuwectivity is observed for the vortex pairing,
azimuthal instabilities and streamwise filamentewdver, the most intense source activity is
observed by the end of the potential core whenlang vortex ring humps are tilted and
ejected leading to the vortex ring breakdown. Dgitinis process, the source is observed to
lose the initial toroidal shape and to congregatehie proximity of the jet axis. In the
chevron jet, peak activity is observed during thecpss of streamwise vortex decay and C
structure formation4/D=2.8). At this location, a statistical characteti@a of the Lamb
vector second time derivative shows a peak for thevron, while for the circular
configuration the highest activity is reported be¢énz/D=5.5 and 6, which corresponds to
the region of vortex ring disruption by the ejeatiof in-plane humps.

For the circular jet, snapshot-POD analysis is igppio the second time derivative of the
Lamb vector, which, following Powell's aeroacoustnalogy, is used to identify the
acoustic source. The attention is focused on tiserg#ion of first 10 modes, which capture
31.9% of the totahcoustic source energyhe radial and axial components of the modes
resemble a wave-packet organization with an axisgtrimpattern that gradually decays by
the end of the potential core. Such pattern isiqdarly clear in the first mode pair, where
the radial and the axial components identify adlavwy wave related to vortex pairing, but
with halved spatial wavelength, featuring the gtowt four primary azimuthal waves. The
other four mode pairs are instead associated wighvbrtex shedding although they are
characterized by halved spatial wavelength. Inrdgion by the end of the potential core,
where vortex rings disrupt and the acoustic souscenore pronounced, the azimuthal
component of mode #3-#4 also describes the developaf a three-dimensional disturbance
at 40-45 degree to the jet axis. Similar disturlesnare detected by mode #5-#6, #7-#8 and
#9-#10 in the region across the end of the potiettiee.

Compared to velocity, vorticity and Lamb vector medwhich are typically associated
with Strouhal numbers smaller than 0.9, the mode#4t3#5-#6, #7-#8 and #9-#10 of

dZL/dtz are also related to higher values (1S0St< 1.9), which are attributed to the three-

dimensional disturbances developing in the regwoss the end of the potential core.

Far-field acoustic predictions are performed bsecli evaluation of Powell's analogy
with TR-TOMO PIV data. For a far-field listener pii@ned at 90 degrees to the jet axis, the
predicted acoustic spectrum shows peaks at théngadind the shedding frequencies and
several peaks belonging to a single broader humthénfrequency range < St< 2.75.
FrequenciesSt< 2.25 are found to be unaffected by domain spatiaication when the
domain length is chosen to be greater than 9 denet

The frequencies that are related to the three-dsinenl waves of the Lamb vector
second time derivative modeSt€1.9, mode #3-#45t=1.05, mode #5-#65t1.15 and 1.42,
mode #7-#8St1.28 and 1.48, mode #9-#10) lie in the range efaboustic spectral hump

163



3D aeroacoustic source characterization and jesegirediction

(1< St< 2.25). This, by the visual inspection of the acmusburce, can be ascribed to the
breakdown of ring vortices.

Finally, far-field acoustic predictions are perfard for a far-field listener at 30 degrees
to the jet axis. The related spectrum shows petksaiang and shedding frequencies and a
broader hump that, compared with the 90 degreadrsie, lies in the same frequency range
and shows SPL levels that are typically 3 dB higher
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Chapter 7

Lagrangian and Eulerian
evaluation of pressure field

Violato D, Moore P, Scarano F (2011), Lagrangiad Bolerian pressure field evaluation of rod-airfitélw from
time-resolved tomographic PINExperiments in Fluids50:1057-1070.

This work investigates the rod-airfoil air flow tiyne-resolved Tomographic Particle Image
Velocimetry (TR-TOMO PIV) in thin-light volume coigfuration. Experiments are
performed at the region close to the leading edge NACA0012 airfoil embedded in the
von Karman wake of a cylindrical rod. The 3D vetgdield measured at 5 kHz is used to
evaluate the instantaneous planar pressure fieldtbgration of the pressure gradient field.
The experimental data are treated with a discrétime@del based on multiple velocity
measurements. The time separation used to evahmteagrangian derivative along a fluid
parcel trajectory has to be taken into accounteduce precision error. By comparing
Lagrangian and Eulerian approaches, the lattezsgicted to shorter time separations and is
found not applicable to evaluate pressure gradieft if a relative precision error lower
than 10% is required. Finally, the pressure evalllafrom tomographic velocity
measurements is compared to that obtained fromlatetuplanar ones to discuss the effect
of 3D flow phenomena on the accuracy of the progdsehnique.

7.1 Introduction

The knowledge of accurate methods to evaluate predields from PIV measurements has
become of high interest in many fluid dynamic irtigegions.
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Aeroacoustic predictions of flows interacting witlody surfaces (Haigermoser 2009;
Koschatzkyet al. 2010; Lorenzonkt al. 2009) is a recent field where the aforementioned
methods are applied to time-resolved PIV to extthetbody-surface pressure distribution
which is used to predict the instantaneous fadf@toustic pressure by means of Curle’s
analogy (1955). Higher accuracy in the pressurduatian from PIV would lead to more
reliable PIV-based sound predictions to be useettmy with computational aeroacoustics
CAA (Crighton 1993), sensors and microphone ar@reoks and Humphreys 2003). Liu
and Katz (2006) developed a scheme to evaluatingtentaneous pressure distribution by
integrating the material acceleration computed fifonr-exposure PIV data which enabled
to map the instantaneous planar pressure field.sieaents of material acceleration in
turbulent flows were also done earlier by Vethal. (1998) and La Portat al. (2000) using
particle tracking technique. In the investigatidrtiee instantaneous pressure field around a
square-section cylinder by time-resolved stereo;RI& Katet al (2008) demonstrated the
accuracy of the pressure determination scheme ¢Geftrlal. 1999) following an Eulerian
approach.

The PIV technique was used for noise investigatigrSeineret al. (1999) who, in the
study of jet noise, applied two-point velocity aaation to evaluate Lighthill turbulent stress
tensor. Schroedest al (2004) investigated the noise producing flow ctnees in the wake
of a flat plate with elliptic leading edge by spatime correlations of the fluctuating z-
component of the vorticity field. The explicit uséacoustic analogies for sound prediction
with time resolved PIV was done by Haigermoser @00r cavity noise studies and, later,
by Koschatzkyet al. (2010).

For the rod-airfoil benchmark configuration (Jacetbal. 2004), Henninget al. (2009)
recently investigated the mechanism of sound gépardy means of simultaneous planar
PIV in the near-field and phased-microphone-arraasurements in the far-field. Cross-
correlation between the acoustic pressure and igloc vorticity fluctuations (Henninggt
al. 2008) was applied to characterize flow structuneslved in noise production. From the
temporal evolution of the cross-correlation coééfit, the authors suggested that the source
region was located by the leading edge of the ifiMdith a similar experimental approach,
the far-field aeroacoustic of the rod-airfoil capfration was investigated by Lorenzeial
(2009) who reported a favorable comparison forttreal component between microphone
measurements and predictions based on Curle’s ticarglogy (1955) applied to time-
resolved planar PIV (TR PIV).

A number of issues have emerged from some of thetiored studies. Except for
computational approaches, no account has been afdtle 3-D features in the flow due to
intrinsic limitation of the planar two- and threemponent PIV technique. In the
investigation of the rod-airfoil flow, Lorenzomit al. (2009) stated that a noise prediction
more accurate than that obtained assuming 2-D @louwld be achieved if 3-D flow effects
are taken into account. Also, in the same investigathe low temporal resolution limited
the accuracy of the evaluated instantaneous peesasrwell as of the pressure time rate of
change, which is of prior importance for the evélra of Curle’s aeroacoustic analogy.
Furthermore, the question of whether the presstadignt should be estimated from either
an Eulerian (Baur and Kongeter 1999) or a Lagrangjgroach (Liu and Katz 2006) has not
been fully answered and experimentally verified.
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7.2 Objectives

By this work, tomographic particle image velocinyetechnique (Elsingat al. 2006;
Schroedeet al. 2008), in thin-volume configuration, enabling tdly describe the velocity
gradient tensor, is applied to study the 3-D flaattern of a rod-airfoil system similar to that
investigated by Lorenzoret al. (2009). To discuss the 3-D flow effects neglectedhe
work by Lorenzoniet al. (2009), pressure and material acceleration onnkasurement
domain midplane are compared to those evaluatech fptanar PIV. Furthermore, the
measurements are performed at high time resoliti@nder to apply a multi-step technique
(Moore et al. 2010) based on Liu and Katz (2006) scheme for cnurate evaluation of
Lagrangian derivatives.

The work includes a brief theoretical backgroundadfagrangian approach to evaluate
the instantaneous planar pressure distribution ff&FITOMO PIV. The relation between the
time separation and the precision and the truncagioors is recalled. Furthermore, the
Lagrangian approach for material derivative evatumats compared to the Eulerian one in
terms of precision error at different values of thee interval. A criterion restricting the
relative precision error to 10% on the materialoedly derivative is given and, under such
conditions, the instantaneous planar pressure atelufrom tomographic velocity fields is
compared to that obtained from synchronous plati@n#@locity fields to discuss 3-D flow
effects in rod-airfoil flow. At present time, linnitg the precision error on the material
acceleration to a value of 10% represents a realestimate for well-controlled PIV
experiments.

7.3 Theoretical background

7.3.1 Pressure field evaluation

Curle’s aeroacoustic analogy (1955), an extensfdoighthill’s theory (1952), accounts for
the noise production from solid objects interactwigh an unsteady flow. In the analytical
formulation for low Mach number, the acoustic pressfluctuation in the far-field region is
a function of the time rate of change of the presdluctuation integral on the surface of the
body caused by the interaction with the flow. Thmwans that the surface pressure
distribution has to be measured in time to evaltbépressure fluctuation in the acoustic
domain. The instantaneous pressure figldan be inferred from the measurement of the
time-resolved velocity field according to the inqomssible g=const) Navier Stokes
equations

DV,
Dp:—p(—ﬂ/D v), (7.1)
Dt

where
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DV oV

—=—+(Vm)v (7.2)

Dt ot
is the material acceleration. This can be computiéter by means of eq. (7.2) with an
Eulerian approach, as proposed by Baur and Kongd®@99), or with the Lagrangian
approach (Liu and Katz 2006). The suitability oftbechemes for the accurate evaluation of
the pressure gradient distribution is currentlyemdiscussion (de Kat and van Oudheusden
2010), of which an experimental study is providedhe following sections.

Also, the pressure gradient spatial integratioa planar domain has been approached in
different ways. Liu and Katz (2006) proposed an bdirectional virtual boundary
integration algorithm, instead van Oudheuseéeral. (2007) used a direct 2D integration
technique based on the work of Baur and Konge@®9L Later, the same authors, referring
to the work of Gurkat al. (1999), reverted to the use of Poisson equation,

0%p=-p0 E{%H/BZVJ (7.3)

which has demonstrated superior accuracy and showvée less prone to localized error
propagation (de Kat et al. 2008). In the latter iann boundary conditions

DV
Op=-p— (7.4)
Dt

are applied, whereas Dirichlet conditions are amsigwherep is known either by a direct
measurement or by invoking Bernoulli's equatiomeégion of steady and irrotational flow:

1 2 2
p-p, = -Ep(lvref -Iv[) (7.5)

The evaluation of the sound source integral ofGhele’s analogy (1955) would require
the measurement of the surface pressure distribationg the entire airfoil span. However,
despite the fact that thin-volume TOMO PIV enablke velocity measurement over a
limited airfoil span-wise, it is relevant to evaleahe effect of the 3D-flow features on the
pressure field, which is obtained under the hypsithef 2D flow if based on planar PIV
measurements. Furthermore, the scheme used foevildeation of the material velocity
derivative is studied in relation to the measuretnaecuracy. Therefore, experiments need to
be conducted at sufficiently high temporal resolutin order to be able to decouple the
effects of the latter from the above ones.

The material derivative evaluation along a fluidtjzée trajectory can be performed only
if the time evolution of three-component velocityctor is measured inside a volume, such
as obtained by TR-TOMO PIV. In particular, betwdaim time instantg; andt,, the 3-D
trajectoryl” (see Figure 7.1) can be reconstructed only betwgemd B, that is inside the

measurement domaiy x yy x z. On the other hand, the reconstructionR#®, and PP, is
done respectively using the measurement performeatifacent fluid particle trajectoriés
and/” that are inside the measurement volume whés, respectively, still or already out
(see trajectory projectiond™ x; and I'yxz). Thus, for a planar measurement, the
reconstruction of 3D-flow trajectories is not pdssi(Liu and Katz 2006).

Substituting eq. (7.2) in (7.1), it follows thaktplanar pressure gradient reads as
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op Ju Jdu Jdu ou
— =—p| —FtU—+V—+Ww— (7.6)
0x ot ox dy 0z

ap ov o0v dv 0V
—=- (7.7)

pl—+tu—+v—+w—
oy ot dx dy 0z

In the above equations, the viscous term is ndudex as commonly assumed in other
studies aRe>10° (Haigermoser 2009; de Kat al 2009; Koschatzkgt al 2010; Lorenzoni
et al 2009).

It is observed that planar measurements of 3D flmwyiding two- or three-component
velocity vector fields, result in an approximatedcakeation of the planar pressure gradient
distribution. On the contrary, tomographic onesimetthe complete velocity vector and the

complete velocity gradient tensor, in turn enabling determination of the pressure gradient
under more general hypotheses.

X-Y projection

Yv

Figure 7.1 Three-dimensional fluid particle tragggt/” (continuous black line) and its
projections on plang-y andx-z In gray the domain of measurement

7.3.2 Material derivative evaluation
The Lagrangian approach

The Lagrangian evaluation of the material derivatalong a fluid particle trajectorly is
performed calculating the first order velocity difénce:
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—(xt,) = 2 Lo— (7.8)

In the equation abovey, =V (x,,t)) and V, =V (x,,t,) are the fluid particle velocities at

subsequent time instants afidis referred to as temporal separation.

The material derivative evaluation along a fluidtjzée trajectory is performed by two
subsequent steps: the reconstruction of the fl@idigde trajectory and the evaluation of
velocity finite difference. Therefore, each of thetsvo operations is a possible source of
precision and truncation errors.

Figure 7.2a illustrates the effect of the time sapan At between two subsequent
velocity measurements on the trajectory reconstmctn terms of truncation error.
Considering vectorV; and Vs to reconstruct the trajectory, then, according the
reconstruction by central scheme

X, =X +V% (7.9)

5~ 7k 3 '
2

X, =X —V% (7.10)

17 2k 3 2 :

the truncation error isHK (O(Atz)). When the time separation between velocity

measurements is shorter, which is for example #s ©fV, andV,, the truncation error

reduces toH 'K .

In the same way, if a short temporal separatiogniployed, also the material derivative
evaluation benefits of low truncation error.

Considering that PIV measurement uncertainty endisplacement field ig/ =0.1 pixel

(Willert and Gharib1999), the velocity uncertaintydicated in Figure 7.2b with a circle, is
given by

M pxs
£, = ,
ot
wherepxsis the pixel or voxel size in physical units ajtds the pulse separation time.

The evaluation of the trajectory and the velocityiation will be affected by precision
error. When the latter is computed with a shortgeral separation, for example by means of
V, andV,, it is likely that its magnitude is comparablethe velocity uncertainty (see Figure
7.2c) therefore yielding high relative precisiorrogrin the material derivative. Higher
temporal separations, instead, typically lead tgda velocity variations (see Figure 7.2d)
and, consequently to more accurate evaluationseoL&agrangian acceleration.

(7.11)
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Zy

transverse plane

fluid particle pathié_
i t+30t

Vs

b) 0) d)

Figure 7.2 (a) Fluid particle traveling across mheasurement domain (in gray); (b)
uncertainty of velocity measurements; Lagrangidocity variations: (cyt=26t and (d)
At=4ot
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The effect of the time separation on the precisiod the truncation errors is inverse: to
define the time separation to be used in practpalication, it is now proposed a criterion
limiting the total error affecting the material detives.

The total error on the material derivative is givey the sum of precisioms, and
truncation erroe;. The precision error is defined by

DV DV
£,=| — -l— . (7.12)
Dt measured Dt actua

In relative terms, the above reads as

(DV) _(DV)
Dt measured Dt actual

£ = . 7.13
Dt actual
Recalling the velocity uncertainty, the relative precision error can be estimated as
g, /Dt
£ =—"——, 7.14
(DV/Dt)ref ( )

where(DV/ Dt)ref is the value of reference for the material derieti

transverse plane

Figure 7.3 Comparison between single-step and sstdpi method for trajectory evaluation

172



Lagrangian and Eulerian evaluation of pressurediel

Considering that dominant flow structures are resjiae for the largest pressure variation at
the airfoil surface, from dimensional analysidsibbtained that

pv/Dt=0(U, f,,) (7.15)

whereU _ and f__, are, respectively, the free-stream velocity arelghedding frequency

shed
of Karman vortices.
The criterion to employ on the material accelerateads as

£ <10% (7.16)
from which
£, < o f

o shed "

(7.17)

Recalling eq. (7.14), it is obtained the minimuméi separation to evaluate the Lagrangian
acceleration

1 ¢,
Al:min = EU f . (718)

o shed
A conservative estimate of, for TOMO-PIV experiments can be inferred from the
posteriori analysis by Scarano and Poelma (2009) neported 0.1 voxels of error farand
y displacement, and 0.15 voxels for thene.
On the other hand, the time separation must ndbhger than a maximum valu#t,,.,
the time needed by a fluid particle to cross thasueement domain along the thicknegs

z,
At = (7.19)
[

where | is the typical value of the out-of-plane velocity conservative estimate ofl||is
given in Lorenzoniet al (2009) who found thatv is 25% maximum of the free-stream
velocity. When the time separation does not satsfy(7.19), as, for example, in the case of
At=60t (see vectory’; andV’s in Figure 7.2), the Lagrangian tracking cannopbgormed
since the fluid particle exits the domain.

When the acquisition frequency is 2]/At the method based on multiple velocity

measurements (Mooret al 2010) can be employed to reduce the truncatioor én the
trajectory evaluation as well as to take advantfgeng time separation such to reduce the
relative precision error in the material accelematiln fact, if the material acceleration is for
example computed with a time separation dif(4ee Figure 7.3 wherg= 1f), by the multi-

step method, the trajectory is reconstructed usingndV, in addition toV; andVs. Hence,

compared to the single-step approach, the truncatioor is HK instead ofH 'K ', which,
in general terms means that, whanh= N/f , the use of the multistep approach reduces the
truncation error of a factow.
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Figure 7.4 Convected vortex at three subsequestitistants

The Eulerian approach

The Eulerian evaluation of the material derivativough eq. (7.2) is subjected to a different
treatment of the error propagation, and the caotefior an accurate measurement is here
compared to that defined for the Lagrangian apgroac

According to Nyquist—-Shannon sampling theorem,stin@llest flow scale of wavelength
k that is resolved by PIV measurements is

A=2 (7.20)
where | is the dimension of the smallest interrogation dew employed for the cross
correlation.

Considering also that the flow structures are ecoted by the mean flowg,, as
illustrated in Figure 7.4, the material accelenatiman be accurately evaluated if the time
separatiomt is such that

2

At=C——. (7.21)
In the above, the consta@tmust be chosen between 0 and 1 to ensure thatlmtulerian
acceleration and the advection term of eq. (7.@)eaaluated on the same flow structure. In
particular, in order to linearly approximate thdooity gradient with low truncation error
O(4x), C must be smaller than 0.25 (see Figure 7.4). Inynpaactical situations, however,
the time requirement expressed in eq. (7.21) are dbndition of velocity variation
measurability of eq. (7.18) are conflicting andytltsannot be respected at the same time.
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7.4 Experimental set up

Experiments are carried out in the open test sectia low-speed wind tunnel (0.4 x 0.3m
at the Aerodynamic Laboratories of TU Delft Aerosp&ngineering Department.

s wind tunnel exit

air flow rod NACAO0012
10mm
195mm 104mm 100mm
1

Figure 7.5 Sketch of the rod-airfoil configuration

A Plexiglas NACAO0012 airfoil of 0.1m chord lengthis horizontally placed at zero
incidence 0.104 m in the wake of a cylindrical dd= 0.01 m), which is 0.195 m far from
the wind tunnel exit (see Figure 7.5). The rod tredairfoil are in line with each other.

The configuration is tested for a nominal free@tnevelocity of 5 m/s, yielding a
Reynolds number of 3,500 on the rod diameter. ®gme of flow motion past a rod is
referred to as shear layer transition (Williams®9@d). Karman vortices are shed from the
rod with a frequency of 100 Hz, which corresporas thighly tonal noise generated by the
interaction of the vortex on the airfoil leadingged Table 7.1).

Table 7.1 Experimental conditions

Ambient pressure Pa 1031 mbar
Ambient temperature Ta 290 K
Nominal free-stream velocity U, 5m/s
Airfoil chord c 0.1m

Rod diameter d 0.01m
Reynolds number Rey 3500
Vortex shedding frequency  fqnec 100 Hz
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Table 7.2 Experimental settings

Seeding material Smoke particless 1 um diameter concentration:
5 part/mmi

lllumination QuantronixDarwin-Duo Nd-YLF laser
(2 x25 mi@1 kHz)

Recording device 4x PhotronFast CAM SATameras (1024 x 1024
pixels@5.4 kHz, 2@um pixel pitch)

Recording Double frame/single exposure

method

Optical Nikon objectivesf(= 60 and 105 mm@# = 8); field

arrangement of view = 50 x 50 mrfy voxel size (pxs) 59 1
mm/vox

Acquisition 5,000 Hz

frequency

Pulse separation 0.2 ms

(1)

%% lase/r light
e T

shadow region

high speed
cameras

NACA0012

measurement
domain
(3mm thickness)

rod

Figure 7.6 (left) Sketch of rod-airfoil tomograptggperiment set up and (right) detail of the
illumination
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The thin-light volume is formed at the leading edidethe quarter span section of the
airfoil on the side of cameras, section still imseat in the inner core of the wind tunnel jet
(see Figure 7.6). A knife-edge slit is added in plagh of the laser light sheet to cut the low
intensity lobes from the light profile and creat8-enm-thickness sheet. The imaged particle
concentration is 0.06 particles per pixepf) corresponding to 5 particles/mm

Four high-speed cameras, subtending a solid arigé & 35 de§ record 12-bit images
of tracer particles and the objective numericalrape is set for a focal depth matching the
light sheet thickness. Sheimpflug adapters are tesatign the focal plane with the midplane
of the illuminated volume. Sequences of 5,000 img@druplets are acquired in continuous
mode at 5 kHz, yielding a normalized sampling i@té& =50, wheref* is the ratio between
acquisition and shed frequency (Table 7.2).

7.4.1 Tomographic reconstruction

The MART algorithm (Herrmann and Lent, 1976), whishmplemented in LaVisioDavis
7.4, is used to reconstruct the 3D-light intenfigyd. A total of 5 iterations of the algorithm
are performed with a diffusion parameter of 0.5tfe first three.

Prior to the volume reconstruction, the 3D calilmmafunction is corrected by the volume
self-calibration to minimize the disparity fielddecreasing in the calibration error from a
typical value of 0.5-0.1 pixel (Wieneke 2008). Tdexuracy of the reconstruction object is
improved by means of image pre-processing with gamknd intensity removal and non-
linear subsliding minimum subtraction (11 x 11 ladrsize).

Volumes of 50 x 50 x 3 mirdiscretized with 831 x 831 x 50 voxels are theraisted
applying a pixel to voxel ratio of 1. The resultingxel size is 59 T®mm/vox.

The a-posteriori evaluation is made by means ofathedysis of the reconstructed object
intensity levels. The particle average peak intgnsi a cross-section of the volume is
displayed in Figure 7.{left) from which it can be deduced that light Incentrated within
50 voxels &3 mm) at a slight angle with respect to the catibraplane. The reconstructed
region is sketched along the boundaries of thenithated region. The peak intensity profile
is extracted and normalized (Figure 7.7 right)]direy a signal-to- noise rati®G(NR above 2
within a thickness of 30 voxels (1.8 mm) where réfiere, the measurement is considered
reliable.

7.4.2 3D-Vector field computation

Three-dimensional particle field motion is computgdspatial cross-correlation of pairs of
reconstructed volumes with VODIM software (VolumefBrmation Iterative Multigrid,
developed at TU Delft), an extension to volumetnitensity fields of the window
deformation technique for planar cross-correlati®carano and Riethmuller 2000).
Interrogation boxes of size decreasing from of 20201 x 21 to 47 x 47 x 19 and 75%
overlap between adjacent interrogation boxes pr@dugelocity field measured over a grid
of 66 x 66 x 6 points. At the given particle conication, an average of 50 particles are
counted within the smallest interrogation box.
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Figure 7.7 Left: reconstructed particle peak inityrdistribution averaged along y-axis
(black boxindicates the reconstructed region); right: noizeal particle peak intensity
profile along z-axis to indicate the signal-to-reoigtio
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Figure 7.8 Boundary condition of Neumann (dashee)land Dirichlet (solid line). Igray
the measurement domain

Data processing is performed by in parallel wittual quad-core Intel Xeon processors
at 2.66 GHz with 8 GB RAM memory requiring 2 and 2nin for the reconstruction of a
pair of objects and 3D cross-correlation, respettivNoisy fluctuations of the velocity
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vectors are reduced by applying a space—time reigresa second order polynomial least-
square fit over a kernel of 5 spatio-temporal s@sbcarano and Poelma 2009).

7.4.3 Pressure field determination

As the velocity domain is rather thin (just 6 measoent points alonge-axis), the
Lagrangian evaluation of the material derivativel,aas consequence that of the pressure, is
done on the mid z-plane of the domain where iessllikely that the fluid particles exit the
domain at a givet,«<At<At,.x (see section 7.3.2). In particular, the integratis
performed on the third-plane where regions affected by measurement roesavoided. In
Figure 7.8, the integration domain is sketched tiedNeumann and the Dirichlet boundary
conditions are specified.

7.5 Results

A total of 100 shedding cycles are determined, edahhich is described by 50 samples, ten
times higher than the sampling rate used by Loneirtoal. (2009).
The spatial sampling rate of the velocity field,tbe other hand, is 1.4 vectors/mm along
x andy-direction and 3.4 vectors/mm alopgesulting from non-cubic interrogation boxes.
With respect to the reference velocity; of 16 voxels at point{c= -0.24,y/c= -0.4), the
velocity measurement uncertainty is 1%. In theofmlhg, Vs will be referred to ad...

7.5.1 Velocity field

In the region in front of the airfoilx{(c<0; 0.04<y/c<-0.08, Figure 7.9), the mean flow is
characterized by a decrease of u-velocity compoleaming to the stagnation point where
the vertical velocity component rises in magnitudkentifying a region of upward
acceleration and one of downward. Flow symmetrghiserved for thev-component which
is affected by measurement errors not exceedingol®d... From contours of turbulent

kinetic energy,
1= = =
k :—(\/u'z + v+ wz) (7.22)
2

(see Figure 7.9), intense turbulent motion is dett@ahead of the airfoil in the region
corresponding to the von Karman wake shed fronrdde

The wake is constituted by counter-rotating vogiaghich interact with the airfoil
leading edge, as shown in the sequence of snapshbigure 7.13(first row) by contours of
the out-of-plane vorticity component. Time instants normalized with respect to the
shedding period yieldingt* =t/T.

Measurements performed in the region corresponttinpe laser shadow (in gray, see
Figure 7.9) are not reliable and therefore are deaifrom the analysis. Additionally,
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velocity derivatives are not performed near by bloeindaries of the measurement domain
since velocity vectors are typically affected byseo(in gray, see Figure 7.13).

=

Y/c

L 1 MR i 1 % 1 1 1 il 1
I ; 02 -0.1 0 0.1 0.2 02 -0.1 0 0.1 0.2
Xlc Xlc Xlc

Figure 7.9 Mean velocity components and normalizedulent kinetic energy on the
midplane

7.5.2 Material velocity derivative

From dimensional analysis discussed in section if.Besults that, in order to limit the
relative precision error to 10% maximum, ensuringt the z-displacement of the trajectory
is shorter thamz, = 30 voxels, the time separation to be used ferLidgrangian evaluation of
the material acceleration must be chosen betweear@ 1.5ms, according to eq. (7.18) and
(7.19). In contrast, when the Eulerian approaclised, the time separation must not be
larger than 0.3 ms. This conflicts with the coratitiof velocity measurability/t >0.6ms
(eq. (7.18)), and it leads to material acceleratifiected by 20% in precision error.

Time separation constraints estimated for bothajygroaches are now verified by an a-

posteriori analysis. Using the standard deviatmy, as an estimate of the typical velocity

DV
variation withint, (—) of eq. (7.14) can be rewritten as
ref

Dt
DV AV
(_) () oy (7.23)
ref

Dt At At

In the above, velocity variations are evaluatedhgldluid particle trajectories when the
approach is Lagrangian, or at fixed point whes Eulerian.

Lagrangian approach: a-posteriori analysis
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Considering point Bx/c = -0.077;y/c = -0.033) as representative of the region of is¢en
turbulent motion K/U,=0.15, Figure 7.9). In voxel units, the standardiatéon evaluated
within a time interval of ¥£0.2 ms is 0.29 voxels. Therefore, it would resuliterial
acceleration affected by 34% of relative precisgror. On the contrary, to restrict this to

DV
values not larger than 10%, according to eq. (Y.WH)are(—) is given by eq. (7.23), the
Dt

ref
time separation must be sufficiently large to hawg =1 voxel. This is measured for
At=0.8 ms, which is in agreement with the estimati@dena-priori by eq. (7.18).
Considering the Euclidean norfw'| of the mean and the fluctuating value of the

lw|=vW +w?, (7.24)

as an estimate of the out-of-plane motion at pBinTypically, fluid particles move of 30

voxels alongz-direction in a time interval of 3.4 ms. However avoid the evaluation of the
trajectory by velocity vectors at domain border,affected by noise, the maximum time
separation is reduced to 1.5 ms, which leads twayp-displacements of 15 voxels. In the

velocity component,

legend of Figure 7.10 (top), standard deviationvefocity variation o, and |w are

reported, in voxel unit, for each time separation.
In Figure 7.10 (top), the time history component material velocity derivative at point
B is plotted for time separation ranging betweehdhd 3.2 ms. Faft = 0.2ms and 0.4 ms,

strong oscillations are exhibited becausesgf typically smaller than 1 voxel. On the other

hand, when the time separation is larger than 0s8 such as 1.2 ms, the Lagrangian
derivative features trends gradually smoother mmeamif a decreasing relative precision
error. The effect offt on the trend of the Lagrangian velocity derivatbam be also observed
from the plot of probability density function: loegtime separations leads to narrower
Gaussian distributions as consequence of smootead.

ForAt=1.5 ms, e.g4t = 2.4 and 3.2 ms which are not accepted becaastnkp toz-
displacement larger thay2, rising truncation error is observed, for exampetween 0 and
3 ms (see Figure 7.10 top).
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For the present investigation, the time separaarhosen to be 1.2 ms, which, at point
B, leads to a relative precision error of 8%. Thiswever, increases to 26% at point A

(x/c=0.023; y/c=-0.028, g,,=0.38 vox), which is representative of the region oftitthe

Karman wake and where the turbulent activity is @6%er compared to that at point B (see
Figure 7.9). In Figure 7.11, relative precisionoerat point A and B is plotted against time
separation.

The time history of the Lagrangian velocity derivatcomputed by single-step scheme
(LO) and by the multistep scheme (MS) proposed Meoial. (2010) is illustrated in Figure
7.10(center). The two approaches lead to very amnésults. This results from the velocity
time resolution, which is sufficiently high thatetlise of the multi-step scheme does not lead
to a reduction in the truncation error of the ea#dd trajectories. Under such a condition,
therefore, it is possible to decouple the invesibgaof the time separation on material
derivative and pressure fields from that focusedheneffects of flow three-dimensionality.

90

80;
70;
60;
50 -

%

40
30 F
20 |

L 1 L 1 L 1
2 16 2 24 28 32
At [ms]

Figure 7.11 Relative precision error on the mateltaivative evaluated by the Lagrangian
approach (MS)

Eulerian approach: a-posteriori analysis

By a-posteriori analysis of the time separationetaploy in the Eulerian approach, the
convection velocityU.q, (see eq. (7.21)) can be estimated by the localnmedocity

componentl . This, at point B is, in voxel units, 10.5 voxédmding to a maximum time
separation of 0.4 ms which confirms the a-prioriineation discussed in section 7.3.2.

However, since the typical velocity variation me@sliwithin 0.4 ms isg,, =0.65 voxels,

the material acceleration is affected by 15% pregigrror. To comply with the condition
restricting the relative precision error to 10%wituld be requested to employ a separation
time not smaller than 1ms, which is clearly in cast to the condition stated by eq. (7.21).
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Comparison

Compared with the minimum time separation allowed the Lagrangian approach, that
maximum for the Eulerian one is two times shortmiding material acceleration with a
relative precision error at point B 1.5 times larg¢fean that estimated for the Lagrangian
approach.

In Figure 7.10(bottom), the time history of the er&l acceleration at point B computed
by both Eulerian and Lagrangian approach is plottedime separation of 0.4 and 1.2 ms.
Curves corresponding to the shortett show a marked jigsaw-like behavior that are
characterized by similar trend and statistical eispn. When the material acceleration is
calculated usingit=1.2 ms, as condition eq. (7.21) is not satisfiésd, Eulerian approach
provides a noisy solution with standard deviati@¥@larger than that corresponding to the

Lagrangian one. Still, while in this case a decgedso,,,,, of 27% is observed when

passing from at=0.4 to 1.2 ms, for the Eulerian approach, the ¢édn is of 14%.

In Figure 7.13 (second and third row), a sequeridastantaneous contours of material
acceleration is shown for both the Lagrangian dred Eulerian case. In the region of the
Karman wake and in that by the leading edge, asadjyr seen at point B (Figure 7.10
bottom), the Eulerian evaluation leads to noisydewhere, compared to the Lagrangian
one, no flow-structure convection is detected.

7.5.3 Pressure field determination

The last step of the procedure consists in theiagdpategration of eq. (7.3) on the mid z-
plane. In Figure 7.1{irst row), the sequence of pressure fluctuationtours corresponding
to those of vorticity is depicted to highlight theelation between cinematic and
thermodynamic field. They are evaluated by meanthefLagrangian approach employing
multi-step scheme witht =1.2 ms.

Compared to those obtained by the Lagrangian methedpressure fields evaluated by
means of the Eulerian approach with = 0.4 ms, as illustrated in Figure 7.14(first and
second row), show differences in the contour pastealthough less marked than those
observed for the material derivative (Figure 7.130 have a more quantitative
understanding of the influence of the two approaairethe pressure field, the pressure time
histories at point B corresponding to those of maltecceleration of Figure 7.10(bottom)
are plotted in Figure 7.12. Similarly to the madé®acceleration, when a time separation of
0.4 ms is employed, both the approaches lead itladisry results with comparable values of
standard deviation. In the Lagrangian approachnemease it from 0.4 to 1.2 ms leads to
a reduction in standard deviation of the pressigeas of 30%, similarly to what observed
for the material acceleration. By contrast, in cab¢he Eulerian approach, the drop is of
25%, which is approximately the double of the reuuc observed for the corresponding
material acceleration. This smoothing effect migkt due to the integration method, on
which no further investigation has been conductélimthis thesis.

184



Lagrangian and Eulerian evaluation of pressure field

yoeoudde uels|ng ayl pue (SN) ueibueibe

ay1 wuoy Bunnsai g wime uonenion)) ainssalid Jo uonouny Aususp#apid Buipuodsaliod pue salloisly awi] 21"/ ainbi4

pd [sw]y
GZLl'0 L0 S.00 SO0 S200 O Si 143 €l 4% L ol 6 8 L 9 S 14 € 4 3 ow
T T T T 1 T T T T T T T T i T i T T T T T T T T T T i
_maﬁ.rn“o_ swg'l = 3 swz') = 3
[edogz=20] swyo=)v'g swy'0=v 3
_mucw.runo_ swez'L = 1 swe' L =W ———|q V-
[ed6z'z="0] swy0=v ] Swy'0 = 1
z
0
i
14
9

d

d

[ed]

185



Lagrangian and Eulerian evaluation of pressure field

WOJ pJIYl) SW $°0 = IpPeoldde ueldiNg ayl pue (MoJ puodas) sw Z'T= 1y Hydeolidde
wmfBe] sy Jo sueaw Aq pjal A00jaA Q€ WOJ) paUBUORISaIJR [elIsTewW JO SIN0IU0I (MO 1S11L) “Mg'0 = Poualajal
JO BWel} 9AIJ99AU0I BSUDIOBA AID0[BA YIM SIN0U09 Juauodwod Anmperd-j0-1no snoauelueisul Jo aduanbas €17/ ainbi4

10

¢nd)*=aama)

BIZN

(:n9)/*“Gama)

OfA

186



Lagrangian and Eulerian evaluation of pressure field

SLo-
Lo
200-
€00~
Lo
S00
600
€10

110
o
SZ0

(Gnd)("d-"=d)

SL0-
Lo
200-
€00~
(o)
S00
600
€10
110 |

2o
ST0

(CNd)(“d-"d)

(moJ puo2as) sw °ooroldde ueus|ng ayl pue (MoJ 1s1ly) sw ' T= YO ydseoidde
uelbuelibe] ayl Jo suealg pjal) A100j9A QE WU} pallajul SINO1UOD uomeeunssald snoaueiueisul Jo asuanbas T2 ainbi4

h
'—‘. _

0

€0

80'L=4}

6°0=4}

5°0=4

187



Lagrangian and Eulerian evaluation of pressure field

7.5.4 3-D flow effects

A synchronous planar and tomographic PIV measuréiisesimulated in order to evaluate
3D flow effects on the pressure field. Volumes 81 & 831 x 17 voxels, corresponding to 50
x 50 x 1mni are extracted from the central z-position of teeonstructed tomographic
objects. The imaged particle intensity levels amamed along in a Gaussian way and are
cross-correlated with interrogation windows of sidentical to thex-y dimensions of the
interrogation boxes (see section 7.4.2). An averdds) particles is counted in the smallest
interrogation window.
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Figure 7.15 Material acceleration (left) and presdluctuation (right) inferred from 3D and
2D velocity field aty/c=-0.125
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Figure 7.16 Cylinder wake vorte3D- and2D-based material acceleration (left) and
pressure (right) along streamwise direction
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A Lagrangian approach is used to evaluate the mhtecceleration. This, however, is
evaluated along the projection of particle trajeet® on the measurement plane, as only two
velocity components can be measured by planar PIV.

Three- and two-dimensional-based material accéterand pressure fluctuation show
similar pattern, as illustrated in Figure 7.15 vehthre flow quantities are plotted aloyg=-
0.125 att* = 0.72 (see Figure 7.13 and Figure 7.14). In gan#re similarity is observed at
each point of the integration plane and for alltihee instants.

To further investigate the effect of flow three @insionality on the Lagrangian approach,
tomographic PIV data of a cylinder wakeRe= 540 are used. The attention is focused upon
a subregion of 61 x 48 x 27 measurement pointsadming a vortex, which is located 5
cylinder diametersdg) downstream. Details of the experiment are giwerScarano and
Poelma (2009).

Compared to TOMO-PIV measurements obtained in ligint-volume configuration, the
ones performed on the cylinder wake enable theuatiah of the pressure field also on
planes which are not aligned with the dominant fldinection. As each shedding cycle is
sampled approximately 9 times, the evaluation efraterial acceleration is performed by
single-step scheme (LO) without any substantial imstruncation error (see section 7.5.2).

The pressure field is integrated on the playids=5 andz/dk = 0 using the corresponding
planar subsets of two-component velocity (respebtivcalled as2Dy and 2D2) and the
tomographic data (3DRDy-, 2Dz-and3D-based material acceleration and pressure field are
compared along the intersection of the aforemeatioplanes (see Figure 7.16). In case of
2Dy subset, errors are typically smaller than 20% Isirtyi to what observed for the rod-
airfoil flow. In contrast, if the planar subsetnst parallel with the y-plane, which is the
dominant direction of flow, the error increases,amag of a larger influence of the out-of-
plane velocity component on the trajectory recartsion. On plane/ck =0, for example, the
2D-based evaluation lead to an error of 100%. @inbikhavior is observed for the pressure
field which is integrated assigning boundary canditof Dirichlet A4p=0 at point X/ ¢k =
4.71,yl/dy =5, z/ck =0) and Neumann along the domain boundaries. Mer®D-based
pressure fluctuation evaluated on plafey = 5 and on plan&/dg =0 (respectivel\8Dy and
3Dz see Figure 7.16 right) show small differencesa assult of the error introduced by the
pressure integration method.

7.6 Conclusions

This chapter describes an experiment performed oadaairfoil flow by means of TR-
TOMO PIV in thin-light volume configuration. Being 3-D measurement technique, TR-
TOMO PIV, when performed at time rate of samplinffisiently high, enables the detection
of the unsteady and the 3-D nature of the turbullemt motions typical of the rod-airfoil
configuration. In fact, unlike planar measuremeniltere only two velocity components are
available, it provides all the velocity informatidor the Lagrangian evaluation of the
instantaneous pressure field.
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A criterion restricting the relative precision arrm 10% on the Lagrangian velocity
derivative is proposed to determine the time sdjmaran which performing the evaluation
along the particle trajectories. The effecbon the material derivative is analyzed in terms
of relative precision error, and 1.2 ms is finallyosen. On the other hand, when an Eulerian
approach is employed, the time separation is liunii® 0.4 ms in order to evaluate the
Eulerian acceleration and the advection term on dame flow scales. Under such a
condition, the method yields a relative precisiomeof 15%.

Material velocity derivative and pressure fluctoati evaluated from tomographic
measurements in a Lagrangian manner feature patsémilar to those obtained from planar
ones as long as the measurement plane is aligrtedhvei dominant flow direction. Instead,
if the condition of alignment is no longer satisfiewhich means that the out-of-plane
velocity component becomes not negligible with ezdpto the others, the Lagrangian
approach based on planar measurements leads toamaus evaluation of the material
acceleration and the pressure field.

Further investigations are needed to quantify tffeces of the pressure integration
method.

In the present study, noise predictions by mean€wfe’s analogy are not performed
because flow velocity measurements are availabla lbmited portion of the airfoil surface.
Nevertheless, the demonstration of the necessaps $br a Lagrangian evaluation of the
pressure fluctuation field based on TR-TOMO PIV ooty data suggests that further
investigations are needed to extend the process tife determination of the source term of
Curle’s analogy. This combined with TR-TOMO PIV has potential to be a powerful tool
to predict noise, to identify the source of soumdl 40 understand the noise generation
mechanism.
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Chapter 8

Conclusions

This chapter is dedicated to summarize the mamteand conclusions of the thesis.

8.1 3D organization and dynamics of subsonic jets

Time-resolved tomographic PIV experiments are coteblion circular and 6-chevron jets
(Re=5,000) in a tailored-water jet facility. Comparedplanar (2D2C and 2D3C) and single
point measurement techniques, a full 3D approaetbles unambiguous descriptions of the
vortex topology, based on the full vorticity vector the A,-criterion. Moreover, temporal
resolution allows addressing the growth and devalag of the coherent flow structures
along with their mutual interaction. In this conte#D measurements (3D time-dependent)
of the flow pattern represents a necessary milestion the development of a novel
experimental method that uses PIV measurements ombination with aeroacoustic
analogies.

8.1.1 Circular jet

The flow is characterized by a pulsatile motiondieg to vortex ring sheddingS€0.72)
and, further downstream, to vortex ring pairirg=0.36). While this process shows an
axisymmetric pattern, the flow axial strain gradyaleads to the formation of three-
dimensional patterns such as vortex-azimuthal niifies and counter-rotating streamwise
vortices. On average of 4 primary azimuthal wavesyvgon the vortex ring, leading to in-
plane and out-of-plane deformation. Streamwiseicestare characterized by both axial and
radial vorticity, respectively, “ST” and “SR”. Typally 4 main streamwise pairs are
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distributed around the vortex rings at an angl8®#0 degrees to the jet axis and move with
a characteristic inward-outward radial motion ingldiby the passage of the vortex rings.

To ascertained the influence between streamwisetsties and vortex rings, not reported
in previous studies by planar PIV (Liepman and @&hHat992; Ghanapathisubramagti al,
2002), spatial mode analysis is performed alongdineumference corresponding to the
vortex ring core and along the one correspondinthéocores of the streamwise structure.
Both spectra show high energy content at wave nukabe (with a phase shift of), which
indicates the preferred mode of influence of ste@s® vortices on vortex rings, with the
axial vorticity induced by streamwise pairs on thatex ring that is staggered in phase
opposition at the regions of interaction, wherenauy instabilities grow.

With the growth of in-plane azimuthal instabilitiegortex ring humps are tilted and
ejected along the axial direction as they are stifeto higher axial velocities. By the end of
the potential core, this process culminates in hheakdown of the toroidal shape into
streamwise filaments oriented at 30-45 degree$édojdt axis and peripheral structures of
“C” shape. These re-organize as filaments orierstleethg the azimuthal direction in the
region downstream of the potential core and agelsiresponsible for the flow entrainment.
In the vicinity of the jet axis, instead, vortelafnents show a scattered orientation.

The analysis of the 3D patterns in the region afgition from the axisymmetric to the
three-dimensional regime is aided by applying P@Blysis to velocity, vorticity and Lamb-
vector fields, with the latter that accounts foe flow state in Powell’'s aeroacoustic analogy.
The first pair of velocity and vorticity modes debes the presence of vortex rings travelling
after pairing. In the velocity modes, the axialogy identifies a helical motion in the region
across the end of the potential core and, downstreaflapping motion. It also shows a
precession motion that develops downstream theoéikde potential core where the radial
and the azimuthal components respectively idemtifyve-like and twisting motions. In the
vorticity decomposition, the first pair of modesosls that travelling vortex rings are
characterized by the radial and axial vorticityldge developing across the end of the
potential core with a characteristic 40-45 degredination to the jet axis. Such patterns,
also observed in mode pairs at lower energy, aceibesl to the process of vortex ring
breakdown. The first pair of Lamb vector modes dbss vortex ring travelling after
pairing, where the characteristic azimuthal cohegeof the rings is identified by the radial
and the axial components of the Lamb vector and hyothe azimuthal component as
observed in the vorticity modes. In the region asrthe end of the potential core, the
azimuthal component identifies the development tifrae-dimensional disturbance at 40-45
degree to the jet axis. In all the above decomjousit travelling rings after shedding are
identified by mode pairs at lower energy.

The stretching and tilting fields are analyzedefation to the coherent structures. In the
circular case, instantaneous activity is observitd thie rise of three-dimensional patterns. It
is associated with azimuthal instabilities andastmevise vortices and is maximum during the
formation of “C” structures and the ejection of teor humps. Beyond the end of the
potential core, instead, it drops of 60%.
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8.1.2 Chevron jet

In the chevron jet, although the column is chamémte by a pulsatile motion, the
axisymmetric ring-like coherence observed in theutar jet is replaced by streamwise flow
structures. These are formed at the nozzle exibaadonstituted by azimuthal (“SA”), axial
(“ST") and radial (“SR”) vorticity. While “SA” filanents develop from the nozzle apexes, 6
counter-rotating pairs of streamwise vortices “SHAY “SRP” are generated at the nozzle
exit in a position corresponding to the chevronchofThe decay of streamwise vortices is
accompanied by the formation of C-shaped structumbéch, inducing inward radial flow,
may be responsible for the tilting of the streanenwdguctures towards to the jet axis.

The stretching and tilting fields are analyzedatation to the coherent structures. In the
chevron jet, stretching and tilting peak activitpriesponds to the region where “C”
structures are formed and interact with streamtilaments.

8.2 The implication of coherent structures in the
aeroacoustic generation

The relation between coherent flow structures dmel instantaneous acoustic source is
investigated recalling Powell's aeroacoustic angldg/ithin this formulation, the second
time derivative of the Lamb vector is associatethwhe acoustic source. Its spatio-temporal
evolution is mapped and is compared to that ofvitritices, to visually detect flow events
involved in the acoustic generation.

In the circular jet, pronounced source activityolsserved in correspondence to vortex
pairing, azimuthal instabilities and streamwisarfients. However, the largest aeroacoustic
generation is found by the end of the potentialecduring the vortex ring breakdown
process. In the chevron jet, instead, the pealitctis reported during the process of
streamwise vortex decay and C structure formation.

For the circular jet, POD analysis is applied te #econd time derivative of the Lamb
vector to analyze the source 3D patterns. The Iradid axial components of the modes
resemble a toroidal pattern that gradually decaygdhe end of the potential core. Such
pattern is particularly clear in the first moderpaihere the radial and the axial components
identify a travelling wave related to vortex pagitbut with halved spatial wavelength) with
four primary azimuthal waves. The mode pairs ateloenergy are instead associated with
the vortex shedding, while in the region by the efdhe potential core, the azimuthal
component shows the development of a three-dimeakitisturbance at 40-45 degree to the
jet axis. While POD modes of velocity, vorticitycahamb vector fields are associated with
Strouhal numbers smaller than 0.9, the modes ofattmustic source also features higher
Strouhal numbers (1.G5St<1.9), which are attributed to the three-dimensional
disturbances by the end of the potential core.
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8.2.1 Noise prediction based on 4D PIV measurements

The use of 4D PIV measurements to perform unbiasedistic predictions of the jet
noise is a challenging task, especially due to domstraints on the extent of the
instantaneous measurement domain and on the rdggpegio-temporal resolution. For this
reason, acoustic analyses have been so far affarsied DNS or LES techniques, which
provide to obtain accurate descriptions of the ffaid.

In this thesis, the available TR TOMO PIV measuretsere performed at spatial and
temporal resolution (up to Strouhal of 4) that dealio appreciate the details of the vortex
interactions and their connection to the local qrattof the Lamb vector second time
derivative. Moreover, they are conducted over ajal extent that is sufficiently long (10
jet diameters) to capture the large-scale eveonts the nozzle to 4 jet diameters beyond the
end of the potential core. The above reasons ntetitee challenge of using TR-TOMO PIV
data to perform far-field acoustic predictions biyedt evaluation of Powell's analogy
(section 6.5). The spectrum of the acoustic presparceived by listener at 90 degrees to the
jet axis shows peaks at the pairing and the shgdéfiequencies and a broader hump
(1=St<2.75), with frequencieSts 2.25 that are unaffected by domain spatial truncati
Such hump is ascribed to the breakdown of ringieest after inspecting the acoustic source
and having observed that the frequencies (£.85& 1.9) associated with the 3D waves of
the acoustic source modes lie in the frequency eaafy the acoustic spectral hump
(1< St< 2.25). Finally, far-field acoustic predictions & 8egrees to the jet axis shows SPL
levels higher than at 90 degrees, in agreementthdtljet noise directivity.

8.3 Lagrangian and Eulerian evaluation of pressure fied

An experimental investigation is conducted on a-aotbil flow by means of TR-TOMO
P1V in thin-light volume configuration. Unlike plan measurements where only two velocity
components are available, TR-TOMO PIV provides ta# velocity information for the
Lagrangian evaluation of the instantaneous predlice

A criterion restricting the relative precision errm 10% on the Lagrangian velocity
derivative is proposed to determine the time sdjmarat which performing the evaluation
along the particle trajectories. The effecubion the material derivative is analyzed in terms
of relative precision error, and 1.2 ms is finatlhosen. In contrast, when an Eulerian
approach is employed, the time separation is luntie 0.4 ms in order to evaluate the
Eulerian acceleration and the advection term on ghme flow scales. Under such a
condition, the method yields a relative precisiomeof 15%.

Material velocity derivative and pressure fluctoati evaluated from tomographic
measurements in a Lagrangian manner feature psatteimilar to those obtained from
planar ones as long as the measurement planggigedliwith the dominant flow direction.
Instead, if the condition of alignment is no longatisfied, which means that the out-of-
plane velocity component becomes not negligiblérwétspect to the others, the Lagrangian
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approach based on planar measurements leads tmae@us evaluation (up to 100%) of the
material acceleration and the pressure field.
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Chapter 9

Outlook on 3D organization of
compressible jets

To conclude the manuscript, it is presented thegang investigation on 3D flow

organization in compressible jets that is condudteaollaboration with NLR (National

Aerospace Laboratory of the Netherlands) within begearch framework of the ORINOCO
project.

9.1 The ORINOCO project

ORINOCO, which is the acronym for "cOoperation wRlussia in the field of advanced
englne NQOise COntrol based on plasma actuators!,csllaborative project funded by the
European Community’s Seventh Framework Programgluivg 6 Russian and 7 European
partners. ORINOCO is addressing specifically thddfiof advanced engine-noise control
based on plasma actuators.

The application of plasma technology for jet noiseluction is a novel concept that
requires fundamental approaches to understandhtbction mechanisms with the main jet
and the resulting radiated sound. The main topicOBINOCO concerns theoretical,
numerical and experimental investigations for tH&cient implementation of plasma
actuators for jet noise reduction.

A primary objective of ORINOCO is to understand tbeganization of large-scale
turbulence, as this is generally recognized as rtapb noise source in high-speed subsonic
and supersonic jets. Part of the experimental tiya&tson is conducted by TOMO PIV
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which, being a fully 3D velocimetry technique, elesbunambiguous interpretation of the
large-scale features compared to planar and spuaite ones.

9.1.1 Jet flow facility

The experiments are conducted in the jet tomogrdatility the Aerodynamic Laboratories
of TU Delft in the Aerospace Engineering Departmeadontoured shaped nozzle (Figure
9.1) with exit diameteD=22 mm and contraction ratio of 4.4:1 are instaiéthe bottom of
the octagonal tank described in section 4.1. Thezleois connected to a support, which is
divided in a settling chambemr)(and a pressure chambe) py a choke platebj with
diameter of 100 mm. In the pressure chamber, tia poessurd®, and the total temperature
To are measured by means of a static pressure tuba déimermocouple, respectively. The
maximum pressure allowed in this chamber is appnaktly of 30 bar. The high pressure
system provides stabilized air supply with massvflate up to 0.18 Kg/s and pressure of
approximately 3 bar in the pressure chamber. Thessoure drops due to the filters and
choking plate are found to be about 1 bar at Magimber 0.9. A wooden extension is
applied on the Plexiglas tank, as shown in Figug 8t top of the extension, a Plexiglas
window enables the access of the laser light. Adidutcm upstream of the window, a
crossjet of air is placed to avoid the deposingburities (mainly PIV seeding particles).

The measurements are performed at Mach number3p06® and 1.1 at the exit of the
nozzle. The exit velocityV; are, respectively, 100 m/s, 270 m/s and 340 rofsesponding
to Reynolds numbers of 160,000, 400,000 and 600,/86¢e that these are the characteristic
regimes of actual operating turbojets. The expemtaleconditions are summarized in Table
1.

Table 9.1 Experimental conditions

Mach | To[C] Pam[Pa]l B[Pa]

0.3 16.9 101044 106011
0.9 15.4 101073 169900
1.1 14.5 101120 217593

Figure 9.1 Left: contoured nozzle; right: schemafithe nozzle mount
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9.1.2 Tomographic PIV measurements

The flow is seeded with DEHS particles (particleardeter of 1 micron) in a
concentration of 0.86 particles/minAfter a transmission distance of approximateiy 4the
laser beam features a diameter of 6 mm and isdugkpanded through a beam expander to
a diameter of 35mm.

Beam expander  Spherical lens
Exhaust pipe

— Mirror

Plexiglass
window

Wood cover
Laser beam

Tank

Measurement
domain

Jet Nozzle

High resolution camera

TAir inlet

Figure 9.2 Schematic view experimental arrangerfertbmographic PIV measurements

The illumination is provided by @uanta Raydouble cavity Nd:Yag laser from Spectra-
Physics with a maximum pulse energy of 400mJ antheimum pulse frequency of 10 Hz.
The light scattered by the particles is recordedalipmographic system composed of four
LaVision Imager Pro LX 16M (4872x3248 pixels resmn at 3Hz, pixel pitch 7.4um, 12
bit) at frequency of 1.7 Hz. The cameras are aedriwrizontally with azimuthal aperture of
90 degrees (Figure 9.2). The shape of the illureghatolume with a beam of cylindrical
cross section eliminates the need for camera-ldhanechanism to comply with the
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Scheimpflug condition. Nikon objectives of 105mntdb length are set with a numerical
aperturef#=16 to allow focused imaging of the illuminated ides. For the chosen imaging
configuration and for the selected particle concdiun, the particle image density attains a
maximum of 0.04particles/pixel at the jet axis amhelcreases towards the edge of the
illuminated volume. The separation time between tive exposures is set to obtain a
maximum displacement of approximately 12 pixelsngladhe jet axis exit (5us @=0.3;
1.5pus @M=0.9; 1us @M=1.1). The field of view is of 35x190nfmwith a digital resolution
of 25 pixels/mm. The measurement domain extends ¢ diameters off the nozzle up to
10.5 diameters.

The volumetric light intensity reconstruction is rfemed combining the MLOS
technique with the SMART algorithm by the LaVisisoftwareDavis 8. This method allows
to reduce the time of 3D light intensity reconstime by factor 5 compared to the standard
MART technique. A three-dimensional mapping funetiom image-space to physical
object-space is generated by imaging a calibratioget. The initial experimental errors due
to system calibration are approximately 0.5 pixatsestimated from the disparity vector
field. The misalignment is reduced to less thanbOpixels making use of th8D self-
calibration technique (Wieneke, 2008). The raw images areppreessed with subtraction
of the minimum intensity at each pixel for the emtsequence, followed by a subtraction of
the local minimum over a kernel of 31x31 pixelseTBMART algorithm is applied with five
iterations, without compromising the reconstructamturacy in comparison to MART. The
illuminated volume is discretized with 1135 x 4331141 voxels.

The three-dimensional particle field motion is cargul with volume cross-correlation
technique by the LaVision softwaf@avis 8. A final interrogation volume of 80x80x80
voxels (2x2x2 mm3) with an overlap between adjadgsetrogation boxes of 75% produce a
velocity field measured over a grid of 57 x 57 ¥ Z®ints (vector pitch of 0.5 mm). At the
given particle concentration, 9 particles are cednton average, within the interrogation
box.

Data processing is performed on a 48-core Me&znprocessor at 2.20 GHz with 132 GB
RAM memory. Reconstruction of a pair of objects &imel 3D cross-correlation requires 40
minutes and 20 minutes respectively.

200



Outlook on 3D organization of compressible jets

1 W=260 m/s
M \W=305m/s
Mg

10

Ml
R M,

Z/D
~

6+

5
N\

4
P N
g,
S 190 -1

X/D

d)
Figure 9.3 a) Instantaneous iso-surfaces of axmoity of jet atM=0.9, with vector shown
on planeY=0 (1 every 15 along direction); first POD mode of axial velocity (ptge iso-
surfaces ofV/W in light grey and negative in dark grey); #¥0.3, (c)M=0.9and (d)
M=1.1

9.1.3 3D organization by modal decomposition

The axial development of jet at Mach 0.9 is shownFigure 9.3, which depicts the
instantaneous iso-surfaces of axial velocity. Viigaéion of the instantaneous iso-contours
of axial velocity at M=0.3, 0.9 and 1.1 are repdria the appendix where planar PIV
experiments are presented.

Snapshot-POD (Sirovich, 1987; see section 3.3.dpjdied to the axial component of the
velocity vector V to inspect the large-scale structures developingthie jet. The
decomposition of velocity is based on a sequenceQff uncorrelated snapshots. The
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distribution of energy across the three-dimensidt@D modes and the cumulative energy
distributions are illustrated in Figure 9.4 for badach number. The first pair of modes,
which is the only analyzed in this section (seauFéd.3), is less energeticht0.3.

At M=0.3, the first pair is phase shifted of approxiehat90 degrees about the jet axis,
describing a precession motion. This was also teddor mode pair #9-#10 in tts=5,000
jet (section 5.4.1; Violato and Scarano, 2013).

At M=0.9 and 1.1, the first pair is phase shiftedu® in the axial direction, describing
travelling waves. The intertwining between the oegof positive and negatiwy indicates a
helical motion (Igbal and Thomas, 2007; Lynch afdirbw, 2009). FoZ/D>8, instead the
first pair identifies a flapping motion (Lynch anthurow, 2009). These observations
reported seem to agree with what seen in mode##5 for the incompressible jet at
Re=5,000 (section 5.4.1).
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Figure 9.4 Left: energy distributions across fig§t modes of velocity; right: cumulative
energy distributions (symbols are shown 1 every 5)

9.2 Towards time-resolved TOMO PIV for high speed
flows

Enabling the measurement of the temporal and $dettures of 3D flow structures, time-
resolved tomographic PIV technique can play an irgm role in the experimental
investigation of flow events that generate noiskisTpotential has been acknowledged by
Tinneyet al. (2008b) and in the review article on PIV for aemastics by Morris (2011).

The impact of TOMO PIV in the field of jet aeroastias is recently confirmed by the
successful application of the technique, within @RINOCO project, to investigate the 3D
organization in high-speed compressible jets (sedil).
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At high-speed flow regimes, the evaluation of temapgpectra is not affordable with the
current kHz-based-rate tomographic systems.

On the other hand, information on the temporal e¥oh can be retrieved using burst
TOMO PIV systems, which is currently being develbjaé the Aerodynamics Department of
Delft University of Technology in the state-of-the- experiment on high-speed separated
flows. Three 4-cameras tomographic sets (Figurg && employed with 2 lasers to perform
4-pulses PIV. This enables the measurement of B (depending on the time separation
between the second and third pulses) subsequenrel@bity fields, from which acceleration
can be evaluated.

s

= ./.4///;;:" .
At
L1
At
5t ot
T1|{ T2 T3 | T3
V(t) V(t+At)

Figure 9.5 4-pulses TOMO PIV; left) imaging systased in the experiment on high speed
separated flows (courtesy of K. Lynch); (right) eof the acquisition process using
tomographic systems T1, T2 and T3 and lasers L1L.and
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High resolution PIV measurements on compressiblete

Planar PIV experiments are conducted on the corsjles jets investigated for the
ORINOCO project (see chapter 9) for statisticalrahterization and for flow visualization
purposes.

A schematic view of the experimental arrangemenshswn in Figure A 1. The
illumination is provided by the same equipment u$edtomographic PIV (see section
9.1.1). The flow is seeded with DEHS particles véitboncentration of 86.7 particles/rm
light sheet of 1.5mm thickness is formed. Sequerafe$00 image pairs of the tracer
particles are recorded at a frequency of 0.8Hzway ttaVisionImager ProLX 16M CCD
cameras (4872 x 3248 pixels @ 3Hz,12bit intensgotution). Both cameras are arranged
with the largest dimension of the sensor aligneth whe jet axis in order to maximize the
spatial resolutionNikon objectives of 105mm focal length are mounted aredrtbimerical
aperturef, is set at 4 to maximize the light intensity. Theldiof view (FOV) of each camera
is 69.5mm x 104.2mm, with a digital resolution di.8pixels/mm. The two cameras are
combined to cover a measurement domain is of 69.%@08.4 mm, corresponding to about
8.5 diameters along the jet axis. The time delatyvbéen image pairs is such to obtain a
maximum particle image displacements of approxiigal® pixels at the jet exit (3us @
M=0.3; 1us @V=0.9; 0.8us @1=1.1).

The quality of the image is improved by historitalckground intensity removal. The
vector calculation is performed by using a seqaérntioss-correlation with a multi-grid
multi-pass algorithm. The interrogation window stecreases from 64 x 64 pixels (1.4 x 1.4
mn¥) to 32 x 32 pixels with 75% overlap, leading teextor pitch of 0.17mm (129 vector
points per jet diameter).

Instantaneous velocity fields

The spatial development of the jets £0.3, 0.9 and 1.1 is illustrated, respectively, in
Figure A 2, Figure A 3 and Figure A 4, which shae iso-contour of instantaneous axial
velocity W. Note regions of compression and expansiod#1.1 jet.
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Figure A 1 Schematic view experimental arrangerf@nplanar PIV measurements
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Figure A 2 Iso-contours of instantaneous streamwedecity field of the contoured nozzle at
M=0.3; normalized momentum thickne§85=0.0018 aty/D=0.1
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Figure A 3 Iso-contours of instantaneous streamwadecity field of the contoured nozzle at
M=0.9; normalized momentum thickness at the jet@&it=0.00196 at/D=0.1
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Figure A 4 Iso-contours of instantanedof the contoured nozzle Bt=1.1; normalized
momentum thicknes#/D=0.008 aty/D=0.1
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Appendix B

Sound and its human perception

Sound is constituted by local pressure fluctuatiohshe medium, liquid or gaseous, that
propagates as isentropic energy-carrying waves.atgrperceive sound waves only within a
frequency range from 20 Hz to 20,000 Hz and amgdituthat are usually very small. The
minimum audible level, which is nine orders of migghe smaller than the ambient pressure,
varies with the frequency and typically increaséth the age. The value of reference is 2 x
10° Pa, which is commonly referred to as thresholHezfring.
The loudness perceived by the humans changes tlogégally with the root-mean

square of the pressure variation and is quantifigdrms of sound pressure level (SPL)

SPL= 20log, (p—"‘]
pref
where p_is the root mean square of the acoustic pressude @nis the threshold of

hearing. The sound pressure level is measuredcibels (dB).

Based on SPL scale, an increase of 20dB corresgorgjgproximately to a doubling in
the perceived loudness of sound, although this diffigr from individual to individual and
also with the frequency of the sound. A few exampié noise sources that are common in
one’s everyday life are given irable B 1.

Table B 1 Examples noise sources with sound pressat sound pressure levels

Sound pressure [Pa]  SPL [dB]
Jet engine at 30 m 6.32 ¥10 150
Threshold of pain 6.32 x10 130
Hearing damage 6.32 x40 110
Jet engine at 100 m 6.32 ¥10 110
Carat10m 2 x 10 60
Conversationatlm | 2x71D 40
Quiet room 6.32 x 10 30
Breathing 6.35 x 10 10
Threshold of hearing| 2 x F0 0
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