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SUMMARY

In this thesis, analytical and computational models have been created for the electrore-
duction of CO2 in gas-diffusion electrodes. It initially covers the creation of a 1D analytical
model of CO2 mass transport and reaction in a gas-diffusion electrode catalyst layer in
an electrolyser with a flowing catholyte layer. This model balances the diffusion of CO2

through the porous media against the reaction of CO2. Both electrochemical conversion,
with concentration dependent Tafel kinetics, and chemical reaction with OH− in the
bicarbonate buffer system, rapidly consume CO2. It shows that the OH− produced in
the reduction reaction and competing hydrogen evolution reaction lead to an alkalinity
problem, in which large fractions CO2 are converted to bicarbonate and carbonate instead
of the intended electroreduction product. This problem is pervasive in the catalyst layer
environment, and the rising pH further causes significant increases in local carbonate
concentrations, limiting the CO2 solubility through the salting-out effect. The carbonate
concentrations can approach the solubility limit in the electrolyte and precipitate with
cations into solid carbonate crystals in the pore structure.

Rudimentary optimisation is performed on this 1D system, and it determines that the
effectiveness of a catalyst layer is governed to an extent by the Thiele modulus. Further-
more, a thick catalyst layer is usually underutilised when there is insufficient CO2 partial
pressure in the gas feed or excessive cathode potential. In these cases, the regions of the
catalyst furthest from the gas supply perform very little CO2 electroreduction, but still
perform hydrogen evolution. This hydrogen evolution produces OH− ions that further
consume CO2 and consumes electricity that would ideally instead be used to produce the
more valuable products of CO2 reduction.

The 1D model necessarily used averaged values for components that depend on the
perpendicular flow direction, namely the flowing catholyte channel and the reactant gas
CO2 channel. We note that this treatment is insufficient to describe the whole electrolyser,
as CO2 conversion to carbonate and OH− production create a developing concentration
boundary layer. Similarly, the partial pressure of the gas channel CO2 will vary along the
electrolyser as it reacts away.

To address these issues, the model is converted into a computational 2D system,
solved in COMSOL Multiphysics. This also permits the inclusion of some of the more
convoluted effects of ionic strength and temperature on the system. Homogeneous reac-
tion rates, anodic and cathodic reaction rates, pH, and reaction equilibrium potentials
and constants are all corrected in this way. This gives a more detailed representation of
the physical processes, but given the complicated forms of the corrections it becomes far
more difficult to interpret the interactions behind observed phenomena when compared
to the analytical model. With some additional computational methods of domain decom-
position and variable recasting, the model is applied to both a small lab-scale scenario
and an upscaled metre-long channel, to demonstrate the scaling relations and limitations
of a typical CO2 electrolyser with flowing catholyte. It shows that the reaction environ-
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xii SUMMARY

ment at the inlet is far more favourable than further down the stream, as the reactant
partial pressure is higher, the local catalyst layer pH is lower, the local CO2 solubility is
higher, the catholyte is purer, and the catholyte concentration boundary layer is thinner.
The model allows us to see that the majority of reactant and current utilisation limitations
come from unabated hydrogen evolution in the poorly utilised regions, similar to what
was found in the perpendicular direction in the 1D model. We propose some methods to
mitigate these limitations. One of these methods is the selective removal of catalyst in
these poorly utilised areas, to ensure that limiting kinetics and limiting mass transport
share similar values and hydrogen evolution only occurs where necessary.

With the rudimentary hypothesis of selective catalyst removal showing some promis-
ing results, we return to a readily optimisable 1D system in the flow-wise direction of both
a simple flow-through reactor and a gas-diffusion electrode with flowing catholyte. We
find that variable catalyst loading can act as a modifier of the dimensionless Damköhler
number that typically governs the performance of such a system. The effect is more
profound in a gas-diffusion electrode however, so we create a numerical framework in
which we can perform functional optimisation to find ideal loading profiles for a range of
electrolyser setups and operational loads. We found that high single-pass conversion is
associated with lower reaction selectivity, and subsequently constructed a more robust
financial cost weighted metric. This metric reveals that many electrolyser setups can
be improved by reducing the amount of catalyst used further down the channels, as the
reduced cost of electricity spent on the hydrogen evolution reaction far outweighs the
reduction in product yield and reactant utilisation. Furthermore, the optimisation process
reveals that the most economically feasible setups for contemporary costs are categori-
cally those that operate at minimal cell voltage and single-pass conversion, as electrolysis
cost is dominant, even in cells with optimised catalyst loading. This high electrolysis cost,
exceeds reactant cost and separation costs, so a low single-pass conversion is preferable
to maintain a high reactant availability for efficient electrolysis in the catalyst layer, even
if this leads to higher product stream separation costs due to more unreacted CO2 in
the outlet. We conclude with a recommendation for a focus on minimising electrolysis
cost and maximising long-term stability and scalability, with less of a focus on reactant
utilisation and intensive upstream or downstream processing, as the former attributes
are of greater financial significance.



SAMENVATTING

In dit proefschrift zijn analytische en numerieke modellen ontwikkeld voor de elek-
troreductie van CO2 in gasdiffusie-elektroden. Allereerst wordt een één-dimensionaal
analytisch model van het massatransport en consumptie van CO2 in de katalysatorlaag
van een gasdiffusie-elektrode in een elektrolyser met stromende katholyt. Dit model be-
schrijft de diffusie van CO2 door de poreuze media en de reacties waarin CO2 betrokken
is. Zowel de elektrochemische reductie met concentratie-afhankelijke Tafel-kinetiek, als
de chemische reactie met OH− in de bicarbonaat bufferreactie consumeren CO2 in een
hoog tempo. Het model laat zien dat de OH− geproduceerd door de reductiereactie en
de concurrerende waterstof evolutie reactie zorgen voor een te hoge pH-waarde, waar-
door een groot deel van de CO2 reageert tot bicarbonaat en carbonaat in plaats van het
beoogde elektroreductieproduct. Dit probleem is vind plaats in het gehele milieu in de
katalysatorlaag, en de stijgende pH zorgt verder voor een grote toename van de lokale
carbonaatconcentratie, waardoor door het uitzoutingseffect de oplosbaarheid van CO2

wordt verlaagd. De carbonaatconcentratie kan in de buurt van de maximale oplosbaar-
heid komen wat neerslag van het zout tot vaste kristallen kan veroorzaken in de poriën
van de katalysatorlaag.

Dit één-dimensionale systeem is eenvoudig geoptimaliseerd, wat laat zien dat de
effectiviteit van de katalysatorlaag gedeeltelijk wordt bepaald door de Thiele-modulus.
Bovendien wordt een dikke katalysatorlaag vaak slecht benut wanneer de gasvoeding
een te lage partiële druk van CO2 heeft of bij excessief hoge kathodepotentialen. In
deze gevallen vind er erg weinig CO2 elektroreductie plaats in katalysatorlaag verder
van de gasvoeding, maar wordt op deze plekken wel nog waterstof geproduceerd. Deze
waterstofproductie genereert meer OH− ionen die meer CO2 consumeren, en gebruikt
elektriciteit die idealiter voor de meer waardevolle producten van CO2 reductie gebruikt
zou worden.

Dit één-dimensionale model gebruikt noodzakelijkerwijs gemiddelde waarden voor
componenten die afhangen van de haakse stromingsrichting, namelijk het stromende
katholytkanaal en het CO2 gaskanaal. We merken op dat deze aanpak onvoldoende
is om een gehele elektrolyser te beschrijven, omdat CO2 conversie naar carbonaat en
OH− productie zorgen voor een ontwikkelende grenslaag in de concentratie. Op gelijke
manier neemt de partiële druk van CO2 in het gaskanaal af terwijl het reageert langs de
elektrolyser.

Om deze problemen aan te pakken is het model aangepast naar een tweedimensio-
naal numeriek systeem, opgelost met COMSOL Multiphysics. Dit maakt ook de opname
van een aantal van de ingewikkeldere effecten van ionische sterkte en temperatuur op het
systeem mogelijk. De snelheden van de homogene reacties, de anodische en cathodische
reactiesnelheden, pH, en evenwichtspotentialen van de reacties zijn allen op deze manier
gecorrigeerd. Dit geeft een meer gedetailleerde representatie van de fysische proces-
sen, maar door de ingewikkelde formulatie van de correcties wordt het moeilijker om

xiii



xiv SAMENVATTING

de onderliggende interacties achter de geobserveerde fenomenen te intrepeteren. Met
behulp van enkele aanvullende rekenmethoden voor domeinontleding en herformulering
van variabelen, wordt het model toegepast zowel op een kleine lab-schaal opstelling, als
een opgeschaald kanaal van een meter lang, om de schaalrelaties en beperkingen van
een typische CO2 elektrolyser met stromend katholyt te demonstreren. Dit laat zien dat
het reactiemilieu aan de ingang veel gunstiger is dan verder stroomafwaarts, omdat de
partiële druk van de reactant hoger is, de lokale pH in de katalysatorlaag lager is, de lokale
oplosbaarheid van CO2 hoger is, het katholyt puurder is, en de concentratiegrenslaag
in het katholyt dunner is. Met dit model laten we zien dat het merendeel van de beper-
kingen op het gebied van reactant en stroomgebruik voortkomen uit de ongebreidelde
waterstofontwikkeling in de slecht benutte regio’s van de katalysatorlaag, vergelijkbaar
met wat met het één-dimensionale model in de richting loodrecht op de stroming werd
aangetroffen. We stellen een aantal methoden voor om deze limitaties te beperken. Een
van deze methoden is het selectief verwijderen van katalysator in deze slecht benutte
regio’s, om ervoor te zorgen dat de kinetiek en het massatransport vergelijkbaar beperkt
zijn, en waterstofproductie alleen plaatsvind waar het onvermijdelijk is.

Met deze veelbelovende hypothese van het selectief verwijderen van katalysator, keren
we terug naar een eenvoudig te optimaliseren één-dimensionaal systeem in de stromings-
richting voor beide een simpele doorstroomreactor als een gasdiffusie-elektrode met
stromend katholyt. We ontdekken dat een variabele katalysatorbelading kan fungeren
als een modificator van het dimensieloze Damköhler-getal dat doorgaans de prestaties
van een dergelijk systeem bepaalt. Omdat dit effect is groter bij een gasdiffusie-elektrode,
hebben we een numeriek raamwerk gecreëerd waarmee we functionele optimisatie kun-
nen uitvoeren om de ideale beladingsprofielen te vinden voor een groot bereik van
elektrolyser-opstellingen en operationele lasten. We vinden dat een hoge conversie in
een enkele doorgang geassocieerd is met lagere selectiviteit, en hebben vervolgens een
meer robuuste kostengewogen maatstaf ontwikkeld. Deze maatstaf onthult dat veel
elektrolyser-opstellingen kunnen worden verbeterd door de hoeveelheid katalysator ge-
leidelijk te verminderen in de stroomrichting van het katholyt, omdat de verminderde
kosten van elektriciteit gebruikt voor waterstofproductie veel zwaarder weegt dan de
afname in opbrengst van product en gebruik van reactant. Bovendien onthult het opti-
malisatieproces dat de meest economisch aantrekkelijke opstellingen voor hedendaagse
kosten categorisch gezien die zijn die werken op minimaal celpotentiaal en single-pass
conversie, omdat de kosten gerelateerd aan elektrolyse dominant zijn, zelfs in cellen met
geoptimaliseerde katalysatorbelading. Deze hoge elektrolysekosten overtreffen de kosten
van reactanten en scheidingskosten. Daarom heeft een lage conversie in één doorgang
voorkeur, omdat dit een hoge beschikbaarheid van reactant behoud voor effectieve elek-
trolyse in de katalysatorlaag, zelfs als dit leidt tot hogere kosten voor scheiding van meer
niet-gereageerd CO2 in het uitlaatgas. We sluiten af met een aanbeveling om te richten op
het minimaliseren van de kosten van elektrolyse en het maximaliseren van schaalbaar-
heid en stabiliteit op de lange termijn met minder nadruk op de conversiegraad van de
reactanten en intensievere voor- en nabehandeling van de voedingsstromen, omdat de
eerstgenoemde factoren van groter financieel belang zijn.
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Abbreviations

AEM Anion exchange membrane

BPM Bipolar membrane

CEM Cation exchange membrane

CL Catalyst layer

COER CO2 electroreduction reaction

FE Faradaic efficiency

GDE Gas-diffusion electrode

GDL Gas-diffusion layer

HER Hydrogen evolution reaction

MEA Membrane electrode assembly

MPL Microporous layer

Constants and coefficients

α Charge transfer coefficient, -

ϵ Porosity, -

κ Permeability, m2

H Henry’s constant, mol m−3 Pa−1

µ Dynamic viscosity, kg m−1 s−1

σ Conductivity, S m−1

av Volumetric surface area, m−1

b Tafel slope, V

i0 Exchange current density, A m−2

D Diffusion coefficient, mol m−2 s−1

E0 Electrochemical equilibrium potential, V

xv
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F Faraday’s constant, s A mol−1

K Chemical equilibrium constant, m3 mol −1

k Chemical reaction rate, s−1 or m3 s−1 mol−1

R Ideal gas constant, J mol−1 K−1

Dimensionless numbers

Da Damköhler number, -

MT Thiele modulus, -

Re Reynolds number, -

Sc Schmidt number, -

Sh Sherwood number, -

Variables and parameters

J Mass flux, kg m−2 s−1

N Molar flux, mol m−2 s−1

δ Boundary layer thickness, m

η Overpotential, V

E Effectiveness factor, -

Φ Electrode potential, V

φ Electrolyte potential, V

ρ Density, kg m−3

Θ Cumulative catalyst loading, -

θ Local catalyst loading, -

c Concentration, mol m−3

hi Sechenov coefficient for species i , m3 s−1

i Superficial current density, A m−2

j Geometric current density, A m−2

n Electron transfer number, -

p Pressure (partial), Pa

Q Flow rate, m3 s−1



NOMENCLATURE xvii

R Volumetric reaction rate, mol m−3 s−1

r Particle radius, m

si
j Stoichiometric coefficient of reaction i in reaction j , -

U Flow velocity, m s−1

Vcell Cell potential, V

xi Mole fraction of species, i , -

z Ionic charge, -

T Temperature, K





1
INTRODUCTION

If fossil fuels are so bad, why do we keep using them? The two main answers are that: fossil
fuels are “great"; that is to say, decades upon decades of propagandising and proliferation
have led to heavy dependence and desensitisation to their limitations, and secondly: fossil
fuels are great; they are ubiquitous, energy dense, multipurpose, and cheap, and have
revolutionised everything from agriculture and medicine to transport and energy1. To
many people, fossil fuels have connotations of power generation and transport, and while
the majority of fossil fuel use is in those sectors, it is also important to look from the other
side at how how dependent an industry is on fossil fuels. In the EU, energy is around 80%
dependent on fossil fuels [32], transport is around 92% [12], but practically all plastic [50]
or fertiliser [42] production requires fossil fuels. This disparity in defossilisation readiness
is a great issue. Renewable energy sources are relatively advanced compared to the
sustainable technologies that intend to utilise them.

1.1. PROBLEMS IN A DEFOSSILISED FUTURE

1.1.1. INTERMITTENCY

Many renewable energy sources are dependent on global cycles, from seasonal, to meteo-
rological and daily. These fluctuations in supply are compounded by large daily variations
in energy demands, as is seen in Fig. 1.1, which shows that the slack of renewable sources
is usually picked up by fossil fuel power plants. Seasonal variations further complicate
this, with short winter days and unreliable lulls in the wind mean that large power sources
can be mostly useless for large parts of the year. Few renewable energy sources can be
described as reliable, even disregarding inherent intermittency, and it is conceivable that
in the future of extreme weather even hydroelectric power may lose this title. Despite
this, the capacity for renewable power generation can easily satisfy modern and future
demands as long as it can be stored to compensate for these issues.

1The revolutionary effect on global politics has been respectfully omitted from this list

1
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Figure 1.1: Power source distribution across the US for one week in March 2023. Source: DecarbonizationRe-
port.com

1.1.2. STORAGE AND TRANSPORT
The capacity of large-scale energy storage is tragically far lower than that necessary to
compensate the daily, let alone seasonal variations in renewable energy sources. The
energy density of batteries, the most stereotypical energy storage devices, pale in com-
parison to that of fossil fuels (Fig. 1.2), and the promising alternative renewable fuels like
hydrogen still require huge increases in infrastructural support before they can compete
with fossil fuels. This low cost high energy density is why fossil fuels continue to dominate
the transport sector. For roaming vehicles, this higher density represents a greater range,
shorter refuelling times. Moreover, a more energy dense fuel is easier to transport, making
it more preferable for use in isolated locations.

1.1.3. INDUSTRY
Industries that depend strongly on fossil fuels do not always have strong alternatives.
Plastic use can be reduced in packaging for instance, but disposable plastics in medicine
are vital. Building materials like steel, concrete and tarmac depend on fossil fuels and
alternative production methods are extremely inefficient by comparison. The chemical
industry in general is also highly dependent on fossil fuels, although arguably out of
historical expediency rather than necessity 2, as the basic building blocks in the synthesis
of important chemicals are hydrocarbons obtained from or derived from fossil fuels.
Hydrocarbon building blocks are derived from fossil fuels like benzene (C6H6) from oil or
coal distillation [37], ethylene (C2H4) and propylene (C3H6) from oil refining and thermal
cracking [41], or methanol (H3COH) from synthetic gas, a mixture of hydrogen (H2) and
carbon monoxide (CO) produced through the steam reforming of methane (CH4) from
natural gas [9]. For a defossilised future, alternative sources must be realised for these
building block hydrocarbons.

2A wide range of byproducts resulting from the primary refinement of fossil fuels were unsuitable for use as fuel,
causing their widespread adoption as chemical building blocks
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Figure 1.2: Energy density and specific energy of various energy storage materials, based on the work of Sartbaeva
et al. [47] Note that Uranium-235 is not included in this plot, but if it was it would be about 180 km to your right
hand side.

1.2. PROSPECTIVE SOLUTIONS
As hinted at in Fig. 1.1, significant headway has already been made in one method:
biomass conversion. Through the CO2 conversion technology already present in plants,
photosynthesis, and the resultant creation of different forms of plant biomass or waste and
excrement, it is possible to convert atmospheric CO2 and solar energy into a hydrocarbon
source. While biomass as an energy source is already being strongly adopted in the
EU renewable energy market [2], its diverse nature leads to issues when attempting to
upgrade or trade it. Upgrading through gasification, pyrolysis, liquefaction, or torrefaction
is necessary to attain chemical building blocks, and the cost of processing is dependent
on specific biomass stock and can be comparable to or even more than the final product
value. Furthermore, for future demands to be met, biomass must be cultivated entirely
for energy purposes, leading to debates over land use, especially in the context of the
dilemma of food versus fuel [45]. As such, biomass is a viable and effective energy source,
but is neither versatile nor scalable enough to solve the wider issues in a defossilised
future alone.

Alternatively, natural CO2 conversion can be eschewed in favour of direct thermal or
electrochemical conversion. While complicated in theory, only a select few chemicals
would necessarily need to be mass-produced before they could form a basis for the ubiq-
uitous petrochemical processes on which the industry has built for decades. Furthermore,
direct CO2 conversion can be tailored to rely on renewable energy sources, exploiting
cheap electricity at peak production hours and scaling down when production is low.
In the case of extreme renewable energy intermittency or remoteness, CO2 can even be
converted into fuels, providing long term scaleable CO2-neutral energy storage [38]. The
CO2 can be sourced from clean direct carbon capture sources [51] or from cheaper but
less pure industrial emissions [52]. In the former case, promising research shows that it is
feasible to perform electrochemical processes directly on the carbon capture liquid, still
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Figure 1.3: Typical carbon cycle for electrochemical CO2 conversion, with renewable energy converting waste
CO2 into chemical feedstocks.

in dissolved carbonate form, circumventing the need for CO2 pressurisation. [28].
Fig. 1.3 shows a typical electrochemical process cycle. Note that within the supply

of renewable electricity and water there is also an implicit supply of H2 generated from
water electrolysis, as many of the multi-step processes to chemical feedstocks similarly
require renewably sourced H2 to remain carbon neutral. In the simplest case of reduction
on a silver catalyst, CO2 is converted into CO in a two electron process through CO2 +
2e – + H2O −−→ CO + 2OH – . This CO can then be combined with H2 to form methanol or
higher order (C-C) hydrocarbons in the Fischer-Tropsch process [44, 19]. With both the
CO and H2 produced electrochemically with renewable energy, the need for fossil CH4

reforming is entirely circumvented.
While electroreduction to CO is relatively advanced [36], different catalysts, usually

copper, Cu, can produce more complicated chemicals, such has the relatively valuable
formate (HCOOH) or even ethylene or methane directly. In the latter case, methane can
simply be used as a fuel, allowing for long-term scaleable energy storage, with relatively
low energy efficiencies offset by the existence of broad infrastructural support for its
use [49].

1.3. ELECTROCHEMICAL CO2 REDUCTION

1.3.1. OVERVIEW
Electrochemical conversion of CO2 centres on the cathodic electroreduction of CO2,
involving a reaction with either protons (H+) or water (H2O), through the two reactions,

CO2 +2e−+2H+ −−→ CO+H2O

CO2 +2e−+H2O −−→ CO+2OH−.
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These usually takes place in aqueous media, with the former reaction with H+ being more
favourable in relatively H+ abundant acidic or near-neutral media, and the latter being
favoured in alkaline media. The product may either be in the liquid phase, like HCOOH,
or predominantly gas phase phase, like CO or CH4, escaping as bubbles. The specific
product or spectrum of products depends on the nature of the catalytic reaction sites: in
addition to Ag (silver) and Cu (copper), elemental catalysts of Au (gold), Pd (palladium),
and Sn (tin) have been utilised, showing selectivity towards CO and HCOOH [48], and
more complex catalysts also show promising results, such as tandem or alloyed Ag-Cu
catalysts [8, 18] and metal-organic frameworks (MOFs) [40].

As the reaction requires electrons to be consumed at the cathode, a counter-reaction
takes place at the opposite electrode, or anode, in which electrons are produced. The
reaction at the anode is typically a generic oxygen evolution reaction (OER), as the reac-
tant, H2O is abundant [33]. This process, while well-understood, is practically worthless
when producing O2, so promising new anodic processes are currently being investigated,
like ethylene glycol or glucose oxidation to valuable HCOOH [3, 58]. In aqueous media,
the common cathodic counterpart to OER also occurs: the hydrogen evolution reaction
(HER). Similar to OER, the produced H2 is much less valuable than the products of CO2

reduction, so this reaction is generally unwanted and it is usually preferable to minimise.
However, HER occurs at similar potentials to CO2 reduction, and is difficult to prevent [22,
16]. The ratio between amount that effectively goes to reducing CO2 and the total electric-
ity spent on electrolysis and the is known as Faradaic efficiency (FE), and is one of the key
metrics in field.

CO2 is generally supplied through the aqueous phase, but in the presence of H2O this
dissolved CO2 partially reacts into bicarbonate (HCO−

3 ) and carbonate (CO2−
3 ), through

the carbonate buffer reactions:

CO2 +H2O ←−→ HCO3
−+H+

HCO3−←−→ CO3
2−+H+,

or in alkaline media,

CO2 +OH− ←−→ HCO3
−

HCO3
−+OH− ←−→ CO3

2−+H2O.

While some setups utilise this phenomenon to circumvent the specific need for CO2 [24,
29], in others it can lead to complications. The H+ consumed or OH− generated from
the CO2 reduction reaction causes these buffer reactions to move to the right hand side,
aggressively converting the CO2 to the less useful HCO−

3 and CO2−
3 , which themselves

can be problematic for the reactors [11, 21, 15]. Both are negatively charged, promoting
migration and crossover to the anode side and allowing the formation and precipitation of
carbonate salts, causing pathway blockage in the porous structures, and loss of hydropho-
bicity. The supply of CO2 to the cathode is limited by its solubility and diffusivity. In a
simple configuration, such as in Fig. 1.4, aqueous phase CO2 is supplied in the electrolyte
and must diffuse to the cathode. The solubility of CO2 in standard conditions is around
34 mol m−3 for typical electrolytes, so without any method of enhancing CO2 mass trans-
fer the limiting current density for planar electrodes sits at a meagre 35 mA cm−2 [57,
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Figure 1.4: An gap configuration for CO2 reduction. The anode at the left performs OER, converting H2O to
O2. The cathode at the right converts CO2 to CO (or other products) and H2O to H2 in the unwanted HER side
reaction.

7]. This is far too low to be economically feasible, even neglecting the impact of the
bicarbonate buffer reactions [36]. To compensate for this, gas-diffusion electrodes (GDEs)
that supply gas-phase CO2 are used.
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Figure 1.5: A gas-diffusion electrode (GDE) setup. CO2 is provided as a gas in a separate gas channel, from which
it can diffuse through the porous diffusion layer to reach the porous catalyst layer in and react. The gas phase
products can then escape back into the gas channel.

GDEs exploit porous structures to allow the electrolyte to penetrate into a porous
medium with extremely high internal surface area, and are commonly used in fuel cells [43,
59]. Fig. 1.5 shows a typical setup, in which the cathode and anode have both been
replaced with porous media. In the case of the anode, a porous medium allows the
anolyte channel to be moved to the other side, reducing the inter-electrode distance and
thus cell potential [14]. The cathode is replaced with a GDE, comprising of multiple layers,
depicted in Fig. 1.6: a catalyst layer (CL) with suspended catalyst particles, a microporous
layer (MPL) with hydrophobic properties that prevent liquid breakthrough, and a gas-
diffusion layer (GDL) that provides diffusive pathways for CO2 while maintaining electrical
conductivity [25].

By allowing the CO2 to remain a gas until it is very close to the reaction sites, GDEs yield
a huge increase in limiting current density, with characteristic aqueous diffusive pathway
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CO2

HCO3- , H2O

OH- , CO32-

CO, H2

MPL

Figure 1.6: A zoomed in schematic of the GDE. The catalyst layer (CL) is in contact with both aqueous electrolyte
and the gas filled microporous layer (MPL), allowing for extremely short aqueous diffusion lengths for the gas
phase CO2 that enters through the gas-diffusion layer (GDL).

lengths dropping from roughly 50 µm to under 50 nm [7]. While theoretically allowing
a thousand-fold increase in current density, the extreme local environments present in
these cells mean that this increase is unrealised, and contemporary electrolysers only see
a ten-fold increase [6]. The room for improvement is great, but there are many issues that
must be addressed before the technology becomes feasible at large scales [23].

1.3.2. ISSUES IN CO2 REDUCTION

Referring back to Fig. 1.3 shows that CO2 reduction is governed by the input of CO2 and
electricity and the output of valuable chemicals, so any performance analysis should
include interactions with upstream and downstream processes [1]. CO2 and electricity
are not free, so their utilisation must be maximised, and upstream and downstream pro-
cessing costs should ideally be minimised. Furthermore, the electrolysers must operate at
sufficient current densities and be scaleable enough to be relevant in the face of industry
demands, and must be stable for years of operation. Many targets have been put forward,
like the often quoted target of a current density of ≥ 200 mA cm−2 [7], which has also
increased to around 500 mA cm−2 in the case of reduction to CO [54], or a maximum cell
potential of 3 V to remain energy efficient [46].

Maximising Faradaic efficiency is primarily a case of minimising unnecessary hydro-
gen evolution, but when multiple reduction products are present it can also be a case of
maximising selectivity towards a single desired product. To minimise hydrogen evolution,
many electrolysers utilise high pH electrolytes to minimise the availability of aqueous
protons that promote acidic hydrogen evolution [53]. However, these electrolytes rapidly
react with CO2, leading to a decrease in CO2 available for reduction, and hence a reduc-
tion in partial current density towards CO2 reduction products [10]. Furthermore, the
reacted CO2 will first form HCO−

3 , which can act as a proton donor and allow unabated
HER [35].

The consumption of CO2 reactant by alkaline electrolytes is exacerbated by the in-
herent increase in local pH associated with both HER and the CO2 reduction reaction,
either through the removal of H+ or the generation of OH−. Both HER and reduction
to CO produce two OH− per product molecule, leading to pH shifts that theoretically
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(b) A cell with a flowing catholyte channel. These
cells do not necessarily require a membrane, but
often include one at the anode side.

Figure 1.7: Two of the most promising CO2 electrolyser setups

consume one molecule of reactant CO2 each, and more in the case of products requiring
more electron transfers [26]. This formation of HCO−

3 and CO2−
3 not only constitutes

a local loss of reactant, but also contributes to the precipitation of carbonate salts in
the fragile CL and MPL [11], which can further lead to blockage in diffusion pathways,
loss of hydrophobicity, and electrode flooding [56, 31]. Flooding theoretically should be
mitigated by the MPL, but that often fails under the pressure differences present between
the catholyte flow channel and gas feed [4]. Furthermore, the formed HCO−

3 and CO2−
3

can cross over to the anode, at which they evolve as gaseous CO2 in the O2 product
stream [21]. Recovering the CO2 from this CO2/O2 mixture is expensive [1] and for some
conditions even economically infeasible, meaning that this crossover constitutes a large
loss of reactant or additional separation cost. Depending on the setup, up to 70% of
reactant CO2 can cross over in this manner [34].

The leading operational cost is practically always the cost of electrolysis [39]. FE is
maximised to minimise unnecessary electrolysis cost, but it is often more beneficial to
lower total electrolysis cost by reducing the cell potential. Reducing the inter-electrode
distance and using a highly conductive electrolyte, like concentrated KOH, can reduce the
potential drop across the cell, and more advanced catalysts can reduce the overpotential
necessary to reach high current densities. However, reduced inter-electrode distance
and concentrated KOH exacerbate the problems of non-electrochemical consumption
and crossover of CO2. While acidic electrolytes can also provide high conductivity, the
high availability of H+ leads to large HER current densities and large drops in FE, making
them unfeasible without significant advances in HER suppression. Alarmingly, even
strongly acidic electrolytes may not be sufficient to prevent salt precipitation due to high
inhomogeneity in reaction environment and high pH near and in the CL [5].

Figs. 1.7a and 1.7b show a membrane electrode assembly (MEA) type cell and a flowing
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catholyte channel cell respectively. The former eschews the use of a liquid catholyte in
favour of a humidified CO2 gas stream, to minimise the inter-electrode distance with
an anion exchange membrane (AEM) in direct contact with both electrodes. The close
electrodes allow lower cell potentials and the lack of circulating catholyte removes com-
plicated pressure balance issues associated with electrolyte pumping, making upscaling
simple [17]. However, the AEM allows the transport of the HCO−

3 and CO2−
3 anions as well

as OH−, and combined with the lower inter-electrode distance this leads to very large rates
of CO2 crossover to and evolution at the anode. As OER requires 4 electrons transferred
per O2 produced, this means that charge transferred with HCO−

3 or CO2−
3 would lead to

an anode outlet CO2 fraction of 80% or 66%, respectively [27]. Despite this, AEMs are still
not selective enough to prevent all cations from migrating to the cathode and allowing
carbonate salt precipitation. Furthermore, if the HCO−

3 and CO2−
3 ions replace OH− as

the primary charge carriers then the H+ generated at the anode is not neutralised and the
anolyte can become acidified unless regularly refreshed.

The flowing liquid catholyte in Fig. 1.7b helps to prevent these issues, but at the cost of
a higher cell potential [55] and pumping and pressure balance complications [4, 30]. This
configuration is more compatible with bipolar membranes (BPMs) and cation exchange
membranes (CEMs) that can greatly, though still not entirely, inhibit crossover [13]. How-
ever, CEMs promote cation migration and carbonate accumulation and can induce salt
precipitation, whereas BPMs have poor conductivity, and CO2 may evolve as insulating
bubbles at the membrane surface and further increase cell potential [13].

1.4. THESIS OUTLINE
The closely interlinked physical phenomena at play make CO2 reduction on GDEs a
difficult field to make experimental progress in. It can be difficult to tell without deep and
laborious investigation what the source, or often sources, of an observed effect truly are.
An increase in galvanostatic cell potential could be due to bubble resistance, deterioration
of electrolyte, change in catalyst, or many other problems, and the relevance of these
effects can vary under different operational loads and with different electrode materials.

To peer deeper into the underlying interactions and processes, this thesis focuses
on analytical, numerical, and computational modelling of mass transfer within a GDE
cell. Analytical models use scaling analyses to neglect irrelevant processes in favour of
capturing only phenomena relevant to the current operating conditions. For example,
an analytical model can note that the characteristic mass transfer through a CL is orders
of magnitude more important than mass transfer along a CL, due to the enormous
difference in characteristic length, from µm scale to cm scale. These scaling relations
are often useful and recognised in a more generalised sense as named dimensionless
numbers, for instance, the ratio of reaction rate to mass transfer, the Damköhler number
(Da).

When a model is expressed in these terms, the interactions between characteristic
processes become more clear and results become more generally applicable to a range of
situations. For example, if a solution is valid for a high Da, then it is valid for all systems
with disproportionately high reaction rates, or high flow rates, or small length scales. In
this way an analytical model can represent a whole range of systems simultaneously, while
an experimental setup or computational model can only represent one single system at a
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time. These solutions usually give insight into which underlying mechanisms are relevant
at different scales, as irrelevant elements are readily discarded when their impacts are
negligible.

Not all systems are readily tractable in this approach however. Even with purely
analytical inroads, solutions can arrive in the form of non-elementary functions, whose
resulting values are not immediately clear, or forms that are too complicated to be useful.
In these cases it can be useful to implement numerical processes. For example, some
analytical solutions contain equations of the form, xex = y , whose solution, the Lambert
W function, is inexpressible in terms of elementary functions. The options that remain are
to formulate (excellent but scale-dependent) approximations [20], or rely on arbitrarily
precise numerical calculation. Similarly, as will be seen in Chapter 4, an analytical system
can arise that, while presumably perfectly soluble, would be laborious and fruitless to
solve, as the long-winded and complicated form of the solution would obfuscate any
useful underlying relationships. In these cases it is again preferable to solve numerically.

Somewhat of a distinction is made between numerical and computational modelling
here. The analytical and numerical models are resultant from a priori assumptions about
the systems at hand, making informed decisions about which phenomena are relevant.
Computational modelling, in this case, is less targeted, and aims to broadly cover a
much wider range of scenarios without discrimination. This thesis utilises such models
frequently, but notes that they alone do not provide meaningful information in and of
themselves, and should be viewed as closer related to experimental work than analysis.
Nonetheless, they are a valuable resource in validation of analytical assumptions and in
exploring hypotheses.

Returning to the topic of this thesis, these tools will be used to make predictions and
recommendations for general design and operation of GDE based CO2 electrolysers with
a flowing catholyte. To some extent, optimisation is the art of finding and eliminating
bottlenecks: it is the goal of this thesis to find which process or cost limits the performance
of the system and determine how to alleviate that limitation. This ideally constitutes
finding such a limitation and providing a method by which to improve the underlying
physical process, but in many cases such a process is limited by some more fundamental
property, such as diffusivity, rather than some operational construct. In the case of
CO2 electrolysers, factors from parasitic consumption from buffer reactions, to activation
overpotential, to aqueous diffusivity, to gas supply partial pressure can all become limiting
in different setups, so the goal is to provide a rough framework of which factors become
limiting in which scenarios.
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1.4.1. RESEARCH QUESTIONS
While theses usually set out to answer a few key questions, it is important to note that, like
many analytical and modelling studies, this thesis follows the construction of a framework
of models whose explicit implementation only covers a few cases. These cases comprise
of a relevant but small subset of the domain of the models, and it is encouraged for
the interested reader to seek the models at the links listed in 5.5. As such, the research
questions take more of a form of observations made during the construction of these
models, but nonetheless, this thesis aims to answer the following questions

(RQ1) When does a thicker catalyst layer lead to a higher current density? (Chapter 2)

(RQ2) Can a buffering catholyte effectively prevent parasitic reaction with OH− in the
catalyst layer? (Chapters 2-4)

(RQ3) How do selectivity and current density scale and vary with electrolyser length?
(Chapter 3)

(RQ4) Is the presence of available catalyst always beneficial in a realistic electrolyser?
(Chapters 3, 4)

(RQ5) What are the main operational costs in a CO2 electrolyser and how do they compare
to each other? (Chapter 4)
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2
ANALYTICAL MODELLING OF CO2

REDUCTION IN GAS-DIFFUSION

ELECTRODE CATALYST LAYERS

The electrochemical reduction of CO2 on planar electrodes is limited by its prohibitively
low diffusivity and solubility in water. Gas-diffusion electrodes (GDEs) can be used to
reduce these limitations, and facilitate current densities orders of magnitude higher than
the limiting current densities of planar electrodes. These improvements are accompanied
by increased variation in the local environment within the cathode, with significant effect
on Faradaic efficiency. By developing a simple and freely available analytical model of a
cathodic catalyst layer configured for the production of CO, we investigate the relation-
ships between electrode reaction kinetics, cell operation conditions, catholyte composition
and cell performance. Analytical methods allow us to cover parameter ranges that are
intractable for numerical and experimental studies. We validate our findings against
experimental and numerical results and provide a derivation and implementation of the
analytical model.

Parts of this chapter have been published in Analytical modelling of CO2 reduction in gas-diffusion electrode
catalyst layers, by J. W. Blake, J.T. Padding, J.W. Haverkort, Electrochimica Acta, Volume 393, 2021
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2.1. INTRODUCTION
The electrochemical reduction of CO2 has seen much attention in recent years for its
potential as a panacea solution to the limitations of renewable energy sources [59, 41, 3,
45]. Electrochemical CO2 reduction (CO2R) can yield a variety of products such as formate
[57, 1], syngas [18] and ethylene [2], which can serve as carbon-neutral feedstock for the
chemical industry or as scalable chemical energy storage [11]. However, the process
is prohibited by the low solubility [35] (≲ 30 mM) and diffusivity of CO2 in aqueous
electrolytes at ambient conditions, the low Faradaic efficiency, and the poor utilisation
of supplied CO2, resulting in the limiting CO2R current density on planar electrodes
(10-30 mA cm−2) [8] being far lower than the economically viable minimum. These
limitations have been addressed in recent years through the adoption of gas-diffusion
electrodes (GDEs) [28], which greatly reduce the boundary layer thickness and enable
current densities orders of magnitude higher than what is possible on planar electrodes.

Despite historical success [36] in the development of GDE structures for use in proton
exchange membrane fuel cells (PEMFCs) [56], there are many design parameters that
must be optimised for GDEs in CO2R cells [5]. A GDE consists of a dry macroporous
gas-diffusion layer (GDL) through which the CO2 diffuses and electronic current can
flow, a thin hydrophobic microporous layer (MPL) that acts as a bed for the catalyst
layer while preventing electrolyte flooding into the GDL [63], and a catalyst layer (CL)
in which embedded catalyst particles provide active sites for electrochemical reduction.
The CL usually consists of catalyst particles deposited onto the (MPL), creating a thin
microporous structure into which both electrolyte and CO2 can enter. However, the
performance of a true GDE is seldom attained, as in practice the CL commonly becomes
highly saturated with liquid electrolyte. The three-phase interface retreats to the MPL and
can in places even break through into the GDL in flooding events.

Full cell setups also vary outside of the cathode. This work covers a flow cell, in
which electrolyte flows between a cathode performing CO2R, in competition with a
simultaneous hydrogen evolution reaction (HER), and an anode performing the oxygen
evolution reaction. Following PEMFC setups, it is common to include an ion exchange
membrane between the anode and cathode. Experiments have been performed with
bipolar, anion, and cation exchange membranes, as well as with full membrane electrode
assemblies replacing one or both of the aqueous electrolyte channels. These different
setups can better control the transport of ions, but can lead to issues with conductivity
and water management. Although the catalysts and designs may vary for the oxygen
evolution reaction taking place at the anode, these variations are often neglected as a
non-limiting process with no effect on cathodic FE. Different catalysts can, however,
lead to different reactions at the cathode, which may have a distribution of gas or liquid
products.

There are a number of factors limiting the performance of the CL. Despite a large
reduction in mass-transfer resistance compared to planar electrodes, the CO2 concentra-
tion drop within a CL fully flooded with electrolyte remains large at high current densities
[6]. Although the resistance can be further reduced by maintaining gas channels within
the CL itself [49], the multiphase boundaries are difficult to control as flooding resistance
has been shown to vary with current density [29]. Furthermore, the Faradaic efficiency
(FE) towards desired products is impacted negatively by the hydrogen evolution reaction
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Figure 2.1: 3D section of the cathode, showing the electrolyte flow channel and flooded CL next to the dry
GDL. The numerical CL domain considered spans from x = 0 at the GDL boundary to x = L at the flow channel
boundary, where L is the CL thickness (not to scale).

on the electrode [12]. The competing HER is suppressed in high pH electrolytes [25],
but high OH− concentrations drive the carbonate equilibrium reactions to chemically
consume CO2 to form bicarbonate and carbonate at a rate comparable to that of the
electrode reaction. At high current densities this parasitic chemical loss of dissolved CO2

can account for over 50% of the total CO2 consumption. This reduces reactant utilisation
and leads to a reduction in CO2 solubility due to the salting-out effect in the resulting
high ionic-strength electrolyte [40]. High concentrations of carbonate can also lead to
salt precipitation and loss of hydrophobicity in the MPL and GDL, leading to detrimental
liquid breakthrough and flooding. In cells with an anion-exchange membrane, it is also
possible for carbonate to cross over to the anode, along with a significant portion of the
liquid products [61], and re-evolve [19, 10].

In this work we derive an analytical approximation of cathodic CL dynamics and
use it to determine the effect of carbonate on cell performance and how the state of the
equilibrium reactions can be influenced by cell parameters. The model uses Ag catalyst
particles as their high selectivity towards CO and H2 [62, 13, 48, 47] allows us to neglect
products of further reduction that require additional reaction parameters [22]. The benefit
of analytical predictions is in their versatility: one can cover vast parameter spaces with
ease and parametric studies do not require long computational or experimental time
investments.

2.2. MODEL

2.2.1. THEORY

The CL is modeled as a 1D domain in the plane-perpendicular direction, with mass-
transfer boundary conditions determined by the electrolyte channel properties and GDL
gas phase interface. The porous medium is assumed to be homogeneous and fully
flooded with electrolyte at a liquid fraction of ϵ. Although earlier studies proposed that
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the reaction takes place only at a triple-phase boundary [58, 31], recent studies have
determined that it is more likely to occur at a solid-liquid boundary [33], and flooded CLs
can still exhibit high current densities. Local variation in structure is difficult to categorise
and is neglected, though studies show that the effects of variation can be significant.
[37, 64, 16]. The volumetric reactive surface area, a, is assumed constant throughout
the CL and can be correlated with further CL structure properties (2.5.3). Diffusion of
aqueous species through the medium is corrected for porosity and tortuosity through the

Bruggeman relation Deff = Dϵ
3
2 . We assume that all species remain in an aqueous state

within the CL, neglecting the effects of bubble formation and bubble-induced voltage
instability [27].

CO2

HCO3
- , H2O

OH- , CO3
2-

CO, H2

Figure 2.2: The numerical model covers a 1D plane-perpendicular domain of the catalyst layer, with boundaries
at the microporous layer and GDL (left) and electrolyte flow channel (right). The blue-filled domains represent
liquid phase portions and clear domain represents gas phase. At the far right side of the electrolyte channel will
be a membrane and anode surface.

The GDL acts as a source of CO2 at pressure pCO2 . Other gaseous species in the GDL
are neglected, and while CO and H2 products can escape freely into both the GDL and
the electrolyte channel they are assumed to have negligible effect on CO2 transport and
chemical equilibria. As an important limiting factor, the transport of CO2 from the GDL
to the CL is based on Henry’s Law with the solubility of CO2 in the electrolyte corrected
for ionic content through the Schumpe [50] extension to the Sechenov [40] equation. The
electrolyte channel consists of a potassium bicarbonate (KHCO3) solution in a plane-
parallel Poisueille flow with average velocity v , with carbonate equilibria determined from
the electroneutrality condition and carbon conservation and corrected for ionic strength
and temperature. In-plane effects have been shown to be significant enough to lead to a
drop in current density in the streamwise direction, from 450 mA cm−2 to <300 mA cm−2,
in addition to large streamwise pH gradients [24]. Although this cannot be fully captured
in a 1D model, we expect the majority of the variation to be due to the development of
the electrolyte ionic concentration profiles, namely OH−, bicarbonate and carbonate,
from a thin developing concentration boundary layer near the inlet of the electrolyte
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channel to a fully developed concentration profile downstream. This variation, along
with the possibility for a developing flow profile, is accounted for in the determination
of electrolyte boundary conditions. More information on the solubility and boundary
conditions can be found in 2.5.6

As Ag catalysts are highly selective towards CO and H2, we neglect other electrode
reactions. Furthermore, the cathodic potentials at relevant current densities are sufficient
for us to discard anodic branches of the electrode reactions and assume Tafel kinetics,
with a first-order dependence on CO2 concentration for the CO evolution reaction [21]
and a concentration independent basic reaction pathway for HER [9] for constant water
content.

CO2 +H2O+2e− −−→ CO+2OH−, E 0
CO =−0.11 V,

2H2O+2e− −−→ H2 +2OH−, E 0
H2

= 0 V,

with current densities

iCO2R =−i0,CO2R
[CO2]

[CO2]ref
exp

(−ηCO2R

bCO2R

)
(2.1)

iHER =−i0,HER exp
(−ηHER

bHER

)
, (2.2)

where i0, η and b are the exchange current densities, overpotentials and Tafel slopes
respectively. The Tafel slope is related to the charge transfer coefficient α by b = RT

Fα where
F and R are Faraday’s constant and the universal gas constant respectively. Geometric
current densities; that is, current density per unit external CL area, can be determined
by integrating the superficial current densities described in (2.1) and (2.2) along the
thickness of the CL and multiplying by the volumetric surface area, a. Our domain
consists of only a single CL, so the ohmic drops across the remainder of the cell are
not included here. Furthermore, the Wagner number in the CL, which is the ratio of
solution and polarisation resistance, is small (Wa = κb

i0L ≈ 104) for typical values of the
electrolyte conductivity κ, meaning that ohmic drops are negligible and the majority
of the ohmic drop of the full cell occurs outside of the CL. The assumptions of Tafel
kinetics are generally valid when the total Butler-Volmer current density significantly
exceeds the exchange current density, which is true for both considered reactions at
relevant CO current densities of > 1 mA cm−2. Furthermore, any effect on local reaction
environment in the low overpotential regime would be outweighed by the buffering effect
of the homogeneous chemical reactions. These alkaline carbonate equilibrium reactions
are modelled kinetically in the CL, closed with the assumption of arbitrarily fast water
dissociation,

CO2 +OH− k1←−→
k−1

HCO−
3 , K1 = 107.69 M−1, (2.3)

HCO−
3 +OH− k2←−→

k−2
H2O+CO2−

3 K2 = 104 M−1, (2.4)

H2O ←−→ H++OH− Kw = 10−14 M2, (2.5)

where kn and k−n are the forwards and backwards rate coefficients respectively, and
Kn = kn

k−n
are the equilibrium constants. The acidic carbonate equilibrium reactions are

considered kinetically in the numerical model, but are neglected in the analytical model.
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2.2.2. NUMERICAL METHOD

A numerical model was created in COMSOL Multiphysics, solving species transport and
tertiary current distribution through the Nernst-Planck equation. Steady state solutions
were determined using the MUMPS solver with geometrically scaled node spacing to im-
prove resolution at the boundaries. Electrode geometry and operational parameters, were
chosen to mimic the experimental setup of Verma et. al. [47]. The electrolyte carbonate
equilibrium state was determined from experimentally reported pH and concentration.

2.2.3. ANALYTICAL SOLUTION

The main contribution of this work is an approximate analytical solution. This solution
was determined by decoupling ionic species from CO2, solving the reaction-diffusion
equation for CO2 along the CL. Ionic concentrations were averaged within the CL, whereas
the CO2 concentration was determined by solving the reaction-diffusion equation,

[CO2] = [CO2]DL
cosh(MT(1− x

L ))

cosh(MT)
, (2.6)

MT =
√√√√ L2k

Deff
CO2

, (2.7)

k = ϵk1[OH−]+ a

2F

i0,CO2R

[CO2]ref
exp

(−ηCO2R

bCO2R

)
(2.8)

where [CO2]DL is the CO2 concentration at the GDL-CL boundary, MT is the Thiele [43]
modulus and k is the total volumetric CO2 reaction rate, which is the sum of volumetric
electrode reaction rate determined from the current density in (2.1) and chemical reaction
rate (2.3).

By only considering average ionic concentrations we arrive at a simple mass balance
equation, equating the boundary flux from the electrolyte channel with the total chemical
reaction rate in the CL and, in the case of OH−, electrode reaction rate. However, the
nonlinear dependencies of OH− on the Nernstian equilibrium potential and of ion con-
centrations on CO2 solubility and thus [CO2]DL led to an analytically intractable system
of equations, so the ionic system was decoupled and solved approximately to then be
recombined with the Thiele solution. A derivation and method of reproduction can be
found in 2.7.2.
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Parameter Value Unit Ref.

αCO 0.44 [-] [15]

αH2 0.36 [-] [15]

E 0
CO -0.11 V [34]

E 0
H2

0 V [34]

L 3.81 ×10−6 m [51]

a 3 ×107 m−1 [42]

ϵ 0.5 [-]

T 293.15 K

pCO2 1 atm

wchannel 1.5 ×10−3 m [53]

Lchannel 0.02 m [53]

hchannel 5 ×10−3 m [53]

qflow 0.5 ml min−1 [46]

2.3. RESULTS
The following analytical plots were generated using the analytical model and verified
against further numerical simulations. Fig. 2.3 shows a comparison between the CO
current densities predicted by the analytical approximation and the numerical and exper-
imental results. Between -0.4 V and -0.8 V we see an exponential relationship between
potential and current, indicating a kinetically (activation overpotential) limited regime
governed predominantly by the Tafel equation. The flattening curve with more negative
potential is indicative of the drop in aqueous CO2 concentration, with the peak current
density being attained when the parasitic chemical reaction (2.3) and CO2 transfer limita-
tions combine to outweigh increasing overpotential. At post-peak potentials, unhindered
HER leads to a high ionic strength catholyte with poor solubility, which readily consumes
CO2 to reduce the pH.

The approximation is an excellent match for the numerical model, with small discrep-
ancies arising only at -0.7 V and in the neighbourhood of the peak current density. These
discrepancies are due to term neglections in the simplified homogeneous reactions used
to predict pH in Eq. 2.57 and degradation of the approximation of carbonate concentra-
tion in Eq. 2.82 respectively. The latter error remains small for potentials less negative
than the potential at peak current density but can increase at very negative potentials, as
is observable in the -1.4 to -1.5 V vs RHE range in Fig. 2.3. The analytical solution begins
to degrade for parameter combinations that allow ion concentrations large enough to
necessitate inclusion of more detailed ionic effects, or for parameter combinations that
allow large ion concentration gradients to develop within the CL, which prohibit the use
of concentration averages in the model. The former can arise at potentials lower than -1.4
V vs RHE or with low electrolyte flow rate (<0.5 ml min−1) and the latter can arise for large
CL thicknesses (>100 µm) when paired with low electrolyte flow rates.

In Figure 2.4a we plot CO current density against CL thickness at multiple cathode
potentials (coloured lines) and at the optimal potential (dashed black line): the thickness
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Figure 2.3: Numerical and analytical models compared to experimental data from Verma et. al. [47] for a KHCO3
concentration of 1 M and flow rate of 0.5 ml min−1. Here, jCO is the geometric CO current density, derived by
integrating the superficial current density iCO2R across the CL and multiplying by the volumetric surface area,
a. Electrolyte species concentrations were determined directly from experimentally reported pH rather than
determined through the analytical model. An additional set of experimental data from Yang [60] is included, in
which a similar experimental setup is used. More information can be found in 2.12

(a) (b)

Figure 2.4: Analytical CO current density against CL length for fixed electrolyte flow rate 0.5 ml min−1 (a), and
against electrolyte flow rate (b), with curves for different potentials ranging from -0.8 to -1.4 V vs RHE. Dashed
black lines indicate the maximum current density predicted by the model for the chosen parameters. Note that
for all addressed CL thicknesses there is a potential at which its performance exceeds all other thicknesses, and
vice versa. Details of flow channel geometry are available in Table 1, with which one can convert to flow velocity
or flow rate for a channel with different cross-sectional area.

dependent potential which achieves maximum CO current density. This optimal potential
is also seen to be dependent on the electrolyte channel flow rate in Figure 2.4b, and in
general is dependent on every parameter in Table 1. This optimum can be clearly seen to
vary in Figure 2.4a as it intersects the other potential curves for different thicknesses. The
specific value of the optimal potential is most easily extracted by applying a simple root
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finding method to the data sets provided by the analytical approximation. We assume that
the ohmic drop is small compared to the Tafel slope for the considered CL thicknesses so
that mass transfer determines optimal performance [17]. Thicker CLs have more surface
area available for reaction, but suffer from poorer mass transfer due to longer diffusion
distances. A thick CL exhibits relatively high current densities at weak potentials but
poor peak current density, as the mass transfer limitations begin to occur at lower current
densities and are more severe. By contrast, a thin CL benefits from a shorter diffusion
distance, meaning that aqueous CO2 concentrations can remain relatively high at high
current densities. As the Tafel slope of the CO2R reaction is lower than that of HER, this
allows for much improved Faradaic efficiency for the same CO current density in a thinner
CL, albeit at a more negative potential. The combined reduction in OH− generation
from HER and increase in CO2R overpotential lead to higher CO2 utilisation and lower
ionic strength compared to a thicker CL. This delays the onset of solubility and parasitic
reaction limitations, allowing the thinner CLs in Fig. 2.4a to attain higher limiting CO
densities.

Fig. 2.4b shows the impact of electrolyte flow rate on current density for a range of
potentials. We reflect literature trends by utilising flow rate as an independent variable,
but it is important to note that the electrolyte boundary conditions are also dependent
on channel geometry. Nonetheless, Fig. 2.4b shows the importance of flow rate in
attaining high current densities in regimes limited by salting out effects. The flow channel
boundary mass transfer is improved at higher flow rates, facilitating faster removal of
OH− and carbonate while replenishing bicarbonate, all of which serve to decrease the
pH in the CL. This improves CO2 solubility and reduces parasitic reaction rate, increasing
CO2 concentration and current density. By contrast, increasing flow rate has only a small
effect at -0.8 V and -1 V in Fig. 2.4b, as in both cases current density is limited by a small
activation overpotential and neither mass transfer limitations nor ionic effects play a
significant role.

(a) (b)

Figure 2.5: Analytical (dashed) and numerical (lined) concentration plots for CO2 along the length of the CL at
varying potentials (a), and local current density distributions at a geometric current density of 100 mA cm−2 for
different CL thicknesses (b). The analytical prediction of CO2 concentration variation within the CL is shown to
be an excellent match with numerical results at large potentials and similarly for the analytic current density
distribution at 100 mA cm−2.
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Fig. 2.5a further shows how closely the analytical approximation of CO2 concentration
matches the numerical concentration. The deviation at -0.8 V is due to the analytical
assumption of zero CO2 flux through the electrolyte boundary. This discrepancy con-
sequently shows precisely how much CO2 concentration is reduced through direct loss
to the electrolyte channel and how this loss has a negligible effect at relevant potentials.
However, this loss is positively correlated with electrolyte flow rate, so at potentials lower
than -0.8 V an increase in flow rate can cause a large enough CO2 loss to the channel to
lead to a reduction in current density and CO2 utilisation.

Due to the low variation of overpotential within the CL, the local superficial current
density distribution follows the CO2 concentration. Fig. 2.5b shows that for the same geo-
metric current density, thinner CLs will have more uniform current density distributions,
whereas thicker CLs will exhibit a much less uniform distribution, with the majority of
the reaction taking place close to the GDL boundary.

The average chemical species concentrations in the CL are shown in 2.6a, where
more negative potentials lead to increasing pH and carbonate concentration with a
corresponding drop in CO2 and bicarbonate concentration. For all potentials considered
this way the equilibrium reaction (2.4) remains in equilibrium, while reaction (2.3) is
forced out of equilibrium at high current densities by rapid depletion of bicarbonate. This
causes the back reaction of (2.3) to be negligible and it becomes practical to view and
analytically approximate the parasitic chemical reaction as a direct conversion of CO2

to carbonate, consuming 2OH−, rather than a two-step process. Influent bicarbonate
and CO2 are both consumed increasingly rapidly as pH increases, producing increasing
amounts of carbonate.

The latter effects are shown in Fig. 2.6b, where at large negative potentials up to 45%
of CO2 entering the CL is not reduced to CO. As determined earlier and shown in 2.5a,
the loss of CO2 to the electrolyte channel is negligible at these potentials, so this loss
of CO2 can be directly attributed to chemical reaction with OH−. The corresponding
increase in ionic strength leads to a large reduction in solubility. This solubility reduction
is observable in Fig. 2.5a, as it is the primary cause of the reduction in CO2 concentration
at the GDL boundary, and at potentials more negative than -1.5 V in Fig. 2.3, where
it is the cause of the fall in CO2 current density as the system becomes entirely mass
transfer limited. It is possible for solubility to be reduced to such a degree that even the
carbonate concentration begins to peak and fall at further negative potentials, as less CO2

is available for consumption. The analytical approximation degrades in this regime and
underestimates the carbonate concentration, as evinced earlier in the current density
discrepancy in Fig. 2.3 at -1.5 V. The CO2 utilisation also reaches a minimum, despite
continually increasing pH, as the decreasing Faradaic efficiency indicates that the HER is
beginning to dominate. Due to the difference in Tafel slopes, at more negative potentials
HER will never produce enough OH− to consume CO2 faster than the electrode, and
CO2 utilisation will converge to 100%, despite the FE converging to 0%. Although the
FE prediction is a reasonable match to the experimental data at small potentials, the
decrease at potentials lower than -1 V is not seen experimentally. This is most likely due
to the suppression of HER at high pH [25], which is not included in the Tafel kinetics
implemented in the model.
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(a) (b)

Figure 2.6: Analytical plots against cathode potential of Faradaic efficiency, defined as the percentage of electrons
used to reduce CO2 to CO, along with the Faradaic efficiencies corresponding to the experimental results in Fig.
2.3 (a), and analytical CL averaged aqueous concentrations as a function of potential(b). Additionally plotted in
(a) are curves for CO2 utilisation, defined as the percentage of CO2 entering from the GDL that is converted to
CO, and CO2 solubility in the CL catholyte, expressed as a percentage of CO2 solubility in the bulk flow channel
electrolyte.

2.4. CONCLUSIONS

In this work we have developed an analytical approximation of CO2 reduction in the ca-
thodic CL. By assuming approximately homogeneous electrolyte potential in the CL and
reducing the simplified mass transport of ions within the CL to a system of concentration
averaged mass balance equations, we derived a simple system of equations that capture
the effects of the chemical reaction of CO2 with OH−, the carbonate equilibrium reac-
tions, the concentration dependent CO2 electroreduction kinetics, and the CO2 solubility
reduction at high ionic strengths. The accuracy of the model was demonstrated through
comparison to experimental and numerical results for CO current density and spatial
CO2 concentration variation respectively. The model was shown to correctly predict CL
performance in both activation overpotential limited regimes and mass-transfer limited
regimes, and transition smoothly between the two. The model predicts limiting current
densities from mass-transfer and homogeneous reaction limitations, though it must be
noted that these predictions may exceed attainable current densities in cells prone to
liquid breakthrough, precipitation, or other stability issues, with additional limitations
addressed in 2.11.

Transport and reaction interplay in the CL has been covered by a number of numerical
studies, but with this work we demonstrated that this behaviour can be approximated
analytically to a similar degree of complexity. This should motivate future numerical
studies to focus either on including more detailed physics within the CL or expanding
the scope to include more influence from the diffusion medium or electrolyte channel.
For instance, we assume that the MPL remains entirely dry at all potentials, despite the
adjacent CL being entirely flooded, and this lets the model predict high current densities
that may not be possible for a physical cell to achieve without flooding.

We assumed simple kinetics for the heterogeneous reactions, and although this is still
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common, the model of Weng et al. [52] utilises a more involved description for kinetic
parameters and better captures the suppression of the HER at high pH. We expect that
the inclusion of such an effect would better the agreement of the model with the Faradaic
efficiencies reported in Fig. 2.6b. Similarly, the Smith group note that catalyst studies are
often performed in conditions that are unrealistic for commercial use[5], such as weak
electrolytes or low current densities, and as such modelling studies are forced to broadly
extrapolate from kinetic data. Future endeavours to extract kinetic parameters from
experimental data should also similarly account for this influence of local environment
on activation energy.

Although it has been commonplace to restrict numerical studies to the through-plane
dimension, we herein predict that the variation of electrolyte channel concentration
boundary layers alone is sufficient reason to merit the inclusion of flow-wise dimension,
such as in the work of Kas et al. [24]. Weber and coworkers have already demonstrated
the positive impact of pH buffering electrolytes on the limiting current density[14] and
we herein show that these improvements can be magnified by increasing flow rate. In-
creasing buffer strength will increase CO2 utilisation and limiting current density, but the
corresponding decrease in CO2 solubility will lead to a decrease in current density unless
counteracted with increased partial pressure, and higher ionic strengths could lead to
earlier onset of precipitation events. It would be of great use to future numerical studies
if experimental studies would report channel dimensions along with flow-rates, as the
latter alone are insufficient to determine boundary layer profiles. Like other studies we
predict significant carbonate formation in the CL, so further work should investigate the
effect of the migration of this carbonate to the anode and how it could accumulate in a re-
cycled electrolyte. Carbonate crossover is difficult to prevent, and research from the Chiu
group has shown that the anion-exchange membranes exhibit a strong bias towards the
transport of carbonate[26], due to its higher valence, and their resistances also increase
as a consequence[55]. At high current densities we also predict an increase in electrolyte
ionic strength, the effects of which are manifold. Most of these effects are neglected in
this approximation and many other numerical studies, but the large effect of salting-out
alone shows that, in agreement with the recommendations of Nesbitt and Smith [32], high
ionic strength effects are imperative to include in future studies, particularly with regards
to solubility and chemical activity. Ionic strength corrections are often entirely empirical
or complicated in form, necessitating numerical approaches. If they are neglected then
full numerical modelling is likely to be unnecessary because, as we have shown in this
work, the system will likely be analytically approximable.

The versatility of the analytical model allowed us to perform parametric studies over
large ranges of CL thicknesses and electrolyte channel flow rates. It was shown that
minimising transport resistances in both the CL and the electrolyte channel is crucial in
attaining optimal CO current densities. The benefit of shorter diffusion distances and
increased Faradaic efficiencies in thin CLs was shown to outweigh the reduction in reactive
surface area, yielding higher CO current densities than thicker CLs at more negative
potentials. The benefit of increased flow rate was also shown, as catholyte regulation is
governed by electrolyte boundary mass transfer and is essential in maintaining a low pH
and ionic strength within the CL. We have also given context to these results, showing that
such parameter recommendations are only valid in mass transfer limited regimes and can
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be detrimental at less negative potentials. By providing a freely accessible spreadsheet
containing the model we facilitate further independent analytical studies and hope to
motivate further work in the development of practical analytical approximations for GDE
design and optimisation for CO2 reduction.

2.5. NUMERICAL MODEL

2.5.1. SCOPE & ASSUMPTIONS

The numerical results are determined using a numerical model of the catalyst layer (CL)
in the cathode of a gas-diffusion electrode half-cell. The CL is situated between the gas
diffusion layer (GDL) and a flowing electrolyte channel, with Ag catalyst particles and a
porous matrix fully flooded with electrolyte.

The numerical model makes a number of assumptions, the applicability of which will
be discussed in section 2.11.

2.5.2. GDL
The GDL is modelled through a well-defined stationary phase boundary at the edge of
the CL domain. The gas supplied by the GDL is assumed to be pure CO2 and neither
impurities in supplied gas nor gas products are considered.

2.5.3. CL
The CL is assumed to be a uniformly microporous structure with uniformly distributed
catalyst. The correction for diffusivity in the medium will be determined in this case using
the Bruggeman relation [44], but this can be readily replaced with a more detailed relation
or experimental results. The solid phase is again assumed to have negligible electronic re-
sistance. The remaining volume is assumed to be fully flooded with stationary electrolyte.
Variance in the plane parallel direction is assumed small, and is neglected. Electric double
layer effects are not considered and the electrolyte within the CL is assumed to maintain
electroneutrality. Transport within the CL is modeled using the Nernst-Planck equation,
assuming species are dilute and all species remain in liquid phase: neither precipitates
nor bubbles are included in the model. Ionic mobility is determined by the Einstein
relation. Water content within the CL is assumed constant.

Electrode reactions are modeled using concentration dependent Tafel kinetics. CO2

reduction and acidic hydrogen evolution are modeled with a first-order concentration
dependence and alkaline hydrogen evolution with dependence only on the constant
water concentration. Reduction potentials are corrected with the Nernst equation.

Chemical reactions are treated as kinetic equations, with the forward and backward
reaction rates calculated individually for each of the reactions, including water self-
ionisation. The formation of H2CO3 is assumed to be an intermediary step and is ne-
glected.

Volumetric surface area can be correlated with average particle radius in a number of
ways. Here we assume sphere packing, where the volumetric surface area of each sphere
of radius r is given by 3

r , and the resulting volumetric surface area of the CL is 3(1−ϵ)
r .
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2.5.4. ELECTROLYTE CHANNEL

The flowing electrolyte is assumed to be in full equilibrium, independent of the flux of ions
from the CL and is hence treated as constant along the flow channel. It is assumed that
there are also no bubbles or precipitates entering the channel. Potentials are measured
against a reversible hydrogen electrode (RHE), where we mimic experiments by measuring
RHE against a virtual reference electrode placed upstream of the electrochemically active
region. This electrode is assumed to be sufficiently far that the pH is that of the bulk
electrolyte and it is unaffected by cell operation.

2.5.5. EQUATIONS: BULK

We will adopt the following superscript notation for dissolved species concentrations:

[CO2] = c0, (2.9)

[OH−] = c1, (2.10)

[CO2−
3 ] = c2, (2.11)

[HCO−
3 ] = c3, (2.12)

[H+] = c4, (2.13)

[K+] = c5, (2.14)

as subscripts are often commandeered in the governing equations. If a constant or vari-
able is specific to an ionic species, the corresponding superscript will be used. Transport
within the CL is governed by the Nernst-Planck equation:

N i =−D i ∂c i

∂x
− D i zi F c i

RT

∂φ

∂x
, (2.15)

∂N i

∂x
= Ri

E +Ri
C, (2.16)

where diffusivity D i is given by the Bruggeman correction D i = D i
0ϵ

3
2 , zi is ionic charge,

which is zero for CO2, and Ri
E and Ri

C refer to the total volumetric electrode and chemical
reaction rates for species respectively, all for species i.

The electrode reactions are:

2H++2e− −−→ H2, (2.17)

2H2O+2e− −−→ H2 +2OH−, (2.18)

CO2 +H2O+2e− −−→ CO+2OH−, (2.19)
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with current densities expressed using Butler-Volmer equations [51] in

i A =−i0,A
c4

c4
ref

exp
(−ηA

bA

)
, (2.20)

iB =−i0,B exp
(−ηB

bB

)
, (2.21)

iC =−i0,C
c0

c0
ref

exp
(−ηC

bC

)
, (2.22)

(2.23)

respectively, where subscripts A and B correspond to acidic and basic pathways for
hydrogen evolution, and subscript C corresponds to CO2 reduction. It is assumed in
(2.20) that the Tafel step is not the rate determining step and the determining step is
either the Volmer or Heyrovsky step, both of which are first order in H+ concentration. In
Eq. (2.21) the reaction modelled as concentration independent as it is assumed that the
concentration of the governing species, water, does not vary. The activation overpotential
for the electrode reactions are determined by reduction potential and Nernst correction
by

ηk =φ−E0,k +
RT

F
ln

(
c1), (2.24)

where E0,k is the equilibrium potential of reduction reaction k. The corresponding volu-
metric reaction rates are given by

Ri
E =∑

k

asi
k ik

nk F
, (2.25)

where si
k is the stoichiometric coefficient for species i in reaction k. Stoichiometric

coefficients can be directly extracted from the reduction reaction expressions in Eqs.
(2.17), (2.18), and (2.19), for example: si

k =−2 for i = 4,k = A and si
k = 2 for i = 1,k =C .

The chemical reactions are

K1 : CO2 +OH− k1
→←−→

k1
←

HCO−
3 , (2.26)

K2 : HCO−
3 +OH− k2

→←−→
k2
←

H2O+CO2−
3 , (2.27)

K3 : CO2 +H2O
k3
→←−→

k3
←

HCO−
3 +H+, (2.28)

K4 : HCO−
3

k4
→←−→

k4
←

CO2−
3 +H+, (2.29)

Kw : H2O
kw
→←−→

kw
←

H++OH−, (2.30)

with total volumetric chemical reaction rate for each species given by

Ri
C = ϵ∑

n
si

n

kn
→

j∏
s

j
n>0

c j −kn
←

j∏
s

j
n<0

c j

 . (2.31)
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The system is closed with the electroneutrality assumption:∑
i

zi c i = 0. (2.32)

2.5.6. EQUATIONS: BOUNDARY CONDITIONS
The electrolyte current is zero at the GDL boundary and potential is zero at the flow chan-
nel boundary. The GDL boundary is determined using Henry’s Law to find the equilibrium
concentration for dissolved CO2. The Sechenov (salting out) effect [40] is incorporated
into a corrected solubility (Henry) constant dependent on ion concentrations,

H =H0
∏

j
e−h j c j

, (2.33)

where h j are the combined ion-specific and CO2-specific constants for the Schumpe form
of the solubility correction [50]. The CO2 flux at the GDL boundary is then determined by
the concentration drop from the corrected equilibrium concentration through

N 0 = KDL(H p0 − c0), (2.34)

in which the concentration difference between equilibrium concentration from Henry’s
Law and the dissolved CO2 concentration at the GDL boundary drives flux. GDL flux is
heavily simplified by assuming a characteristic diffusive length scale based on average

pore radius, KDL = D0

r . This length scale can be altered if more realistic diffusive length
scales are determined from experimental results. There is no flux to the GDL for the other
modelled species.

The species flux through the CL boundary with the electrolyte can be expressed in a
number of ways depending on the flow profile. The general form remains the same:

N i = K i
EL(c i − c i

EL), (2.35)

but if we assume that the geometry will lead to Poiseuille flow there are certain regimes
we must address to determine K i

EL.

• Developing flow profile, developing concentration profile

• Developed flow profile, developing concentration profile

• Developing flow profile, developed concentration profile

• Developed flow profile, developed concentration profile

Figure 2.7 shows the first two of these regimes, as well as the final boundary layer (BL)
thickness used. fAs the Schmidt number, the ratio of viscous and molecular diffusion rates
ν
D , of the catholyte is high, we can safely discard the third regime, as the flow profile will al-
ways be developed before the concentration profile. In many flow channel configurations
there will be an electrochemically inactive region before the catalyst, which is usually of
sufficient length that the flow profile will be fully developed before contact with the cata-
lyst. However, if there is no inactive region then within the hydrodynamic entrance length,
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usually of the order of Lentrance ≈ 0.01ReWchannel [54], we can use Reynolds-Sherwood-
Schmidt mass transfer described in Ref. [51]. The Sherwood number Sh is the ratio of

convective and diffusive mass transfer rates, Shi = K i
ELLchannel

D i , and is expressed here as a
function of the Reynolds and Schmidt numbers,

Shi = 0.664Re
1
2 Sc

1
3 = 0.664

(
U Lchannel

ν

) 1
2
(
ν

D i

) 1
3

(2.36)

N i = D i

Lchannel
Shi (c i − c i

EL), (2.37)

in the developing flow region. Once the flow has fully developed, we can use the Lévêque
approximation [20, 30] of linearised Poiseuille flow to express the averaged boundary
layer thickness along the channel length as

δi = 1.607
3

4
3

√
WchannelD i Lchannel

U
, (2.38)

and use

K i
EL = D i

δi
. (2.39)

Once both the flow and concentration profiles are fully developed, we can use a Sherwood
number for laminar flow between parallel plates in Eq. (2.37),

Sh = 13

35
, (2.40)

determined from an analogous result for the Nusselt number in heat transfer[38]. In
many cases, only the form of (2.38) is necessary, as the hydrodynamic entrance length
often coincides with an electrochemically inactive region of the flow channel and the
flow channel is often too short for the concentration boundary layer to fully develop.
However, fully developed concentration profiles may occur in larger industrially relevant
lengthscales, and if multiple regimes are present in the flow channel then we use an
expression to correlate their respective boundary layer thicknesses through the equation
[7]

δi
eff =

(
1

N

N∑
n=1

(δi
n)−2

)− 1
2

, (2.41)

where δn are the respective boundary layer thicknesses, normalised by N , the number
of correlated thicknesses. This correlation chooses the thinnest boundary layer while
accounting for comparable boundary layer thicknesses from the other regimes.

Boundary mass transfer coefficients will be henceforth denoted as KDL for the diffu-

sion layer and Ki
EL for species i where Ki

EL = D i

δi
eff

at the electrolyte flow channel boundary.

This includes transport of CO2 through the electrolyte boundary, both outward and, at
higher current densities, inward fluxes.
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Figure 2.7: The respective boundary layer thicknesses for the Leveque approximation at varying concentration
limits along the flow channel dimension, z̃ = z

Lchannel
, and the respective single-valued boundary layer thick-

nesses of developing flow, developed parallel plate flow and the correlation of those two thicknesses with the

average Leveque approximation thickness for c̃ = 0.99 where c̃ = ci

ci
EL

.

2.6. ANALYTICAL MODEL

2.6.1. FURTHER ASSUMPTIONS
Further simplification is necessary to construct an analytically solvable problem. Firstly,
as a high pH is expected within the CL, acidic phenomena are excluded. Specifically, this
means we neglect both the H+ dependent H2 evolution pathway and the H+ dependent
chemical reaction pathways. Furthermore, the water self-ionisation is assumed to be fully
equilibrated at all times, as opposed to kinetically modelled in (2.30).

One can demonstrate that acidic equilibrium reactions become negligible at high
pH by comparing the reaction rate coefficients for the acidic and alkaline reactions.
Considering that the equilibrium constants for the acidic pathways differ by a factor of
Kw to the alkaline equilibrium constants, we know that the ratio between alkaline and
acidic forward reaction rates will be the same as the ratio between the backward reaction
rates, and can be determined from Eq. (2.31) to be

k1→c0c1

k3→c0 ≈ 10pH−9.22, (2.42)

which succinctly shows that the alkaline reaction will begin to dominate above pH = 9.22
in reaction K1. Similar analysis can be done for the remaining reaction to get pHK 1 =
9.22 and pHK 2 = 6, for the respective reactions. This means that whenever we consider
high current densities and their corresponding high pH values, we can reasonably neglect
acidic reactions.

At low current densities where the pH remains closer to neutral, this argument no
longer holds up. However, this is inconsequential, as the chemical equilibrium reactions
are not a limiting factor in this regime.g The primary reason that the system begins to
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chemically consume CO2 is in an attempt to buffer the system, so it stands to reason that
the only time this should occur is when the pH begins to rise.

It is assumed that there is zero flux of CO2 at the electrolyte flow channel boundary.
This includes the small amount of dissolved CO2 that would diffuse in from the flowing
electrolyte. We also assume a negligible variation in electrode and electrolyte potential
along the length of the CL.

To simplify the chemical reaction terms we take averaged values of ion species within
the CL, and consequently neglect the difference in flux at the electrolyte flow channel
boundary due to boundary ion concentration differing from the the average ion concen-
tration. We also assume that in the parasitic chemical consumption of CO2, in reaction
(2.26), the forward reaction rate heavily outweighs the backward reaction rate, with the
latter being neglected entirely in the approximation.

2.7. ANALYTICAL METHOD

2.7.1. CO2
By assuming averaged ion concentrations and zero flux at the electrolyte boundary for
CO2 we can heavily simplify the CO2 conservation in the Nernst-Planck equation (2.15),
as the reaction rate is now uniformly dependent on CO2 concentration:

−D0 d2c0

dx2 = ai∗C
2F

c0

c0
ref

exp

(−ηC

bC

)
+ϵk1

→c0〈c1〉, (2.43)

whose solution is commonly expressed using the Thiele modulus, M, the ratio of reaction
and diffusion rates. The resulting solution for the linear case is as follows:

c0 = c0
DL

cosh(M(1− x
L ))

cosh(M)
, (2.44)

M =
√

L2k

D0 , (2.45)

k = ϵk1
→〈c1〉+ a

2F

i∗C
c0

ref

exp

(−ηC

bC

)
. (2.46)

This solution can also be integrated to find the average CO2 concentration,

〈c0〉 = 1

L

∫ L

0
c0

DL

cosh(M(1− x
L ))

cosh(M)
d x = c0

DL
tanh(M)

M
. (2.47)

As we have assumed CO2 flux at the electrolyte boundary is zero, we can determine the
value of c0

DL by equating the flux at the GDL boundary with the total reaction rate along
the CL:

KDL(H p0 − c0
DL) = kLc0

DL
tanh(M)

M
=⇒ c0

DL = H p0KDLM

kL tanh(M)+KDLM
. (2.48)

We now write

E CL = tanh(M)

M
and E DL = KDL

kL
(2.49)
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as diffusive/reactive effectiveness factors for the CL and GDL respectively, and write the
average CO2 concentration as

〈c0〉 =H p0E tot, (2.50)

where
1

E tot =
1

E CL
+ 1

E DL
. (2.51)

2.7.2. IONS
We utilise the conservation equation in the CL to determine ionic concentrations. The
continuity equation, ∫

δΩ
ji ·ndA = Ri

tot, (2.52)

simply states that in a steady state the species flux through the CL boundaries must
be equal to the species source in the CL volume. To greatly simplify the problem, we
assume that the ionic concentrations at the boundaries are sufficiently close to the average
concentrations along the entire CL that an average concentration can be taken for all
terms. As no ionic species escape into the GDL, we can integrate over (2.16) and reduce
this to

K i
EL(c i − c i

EL) = L(Ri
C +Ri

E). (2.53)

We will be dropping the concentration average notation as all concentrations are
averages from here on, including the c0 determined in Eq. (2.47). Writing out Eq. (2.53)
for HCO−

3 and inserting Eq. (2.31) ,

K 3
EL(c3 − c3

EL) = ϵL(k1
→c0c1 −k1

←c3 −k2
→c1c3 +k2

←c2), (2.54)

and similarly for OH− with the term from (2.25),

K 1
EL(c1 − c1

EL) = ϵL(−k1
→c0c1 +k1

←c3 −k2
←c1c3 +k2

←c2)+LR1
E. (2.55)

We can subtract these equations to eliminate the CO2−
3 buffer terms and get

K 1
EL(c1 − c1

EL)−K 3
EL(c3 − c3

EL) = 2ϵL(−k1
→c0c1 +k1

←c3)+LR1
E, (2.56)

and rearrange to make OH− concentration the subject:

c1 = K 1
ELc1

EL +K 3
EL(c3 − c3

EL)+ϵLk1←c3 +LR1
E

K 1
EL +2ϵLk1→c0

. (2.57)

We have already mentioned that we expect HCO−
3 to be depleted at high current densities.

Due to this we expect its contribution to salting-out and the parasitic reaction (2.26) to
be small, and will now be neglected. Its boundary flux contribution remains important,
but unlike other species it is predominantly inward flux whose magnitude tends towards
and is bounded above by K 3

ELc3
EL. Due to this, we only need to approximate the transition

between high HCO−
3 concentration at low current density and low HCO−

3 concentration
at high current density, as we know that before this transition c1 ≈ c1

EL and afterwards
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K 3
EL(c3 −c3

EL) ≈−K 3
ELc3

EL. As the HCO−
3 depletion is caused by reaction with OH−, we can

approximate

−K 3
EL(c3 − c3

EL) ≈ N 3
EL, where

1

N 3
EL

= 1

LR1
E

+ 1

K 3
ELc3

EL

, (2.58)

which becomes small at low current densities and tends to K 3
ELc3

EL at high current densities.
This approximation is however not entirely sufficient as it neglects the possibility for
outward flux of HCO−

3 , which is present at very low current densities due to excess CO2

from the GDL pushing the K1 chemical reaction forward without a corresponding effect
from OH− increase in the K2 reaction that we see at high current densities. To this end we
insert (2.58) into the OH− conservation equation (2.57) to form

c1 ≈ c1
EL +

K 1
ELc1

EL −N 3
EL +LR1

E

K 1
EL +2ϵLk1→c0

, (2.59)

where we have neglected the HCO−
3 back reaction and appended the electrolyte OH−

concentration instead to account for the initial equilibrium state.
Approximating CO2−

3 concentration is trickier, as it is heavily linked with the non-
linear salting-out effect. However, we can still form an expression based on mass balance,

K 2
EL(c2 − c2

EL) = ϵL(k2
→c1c3 −k2

←c2), (2.60)

and again combine with the HCO−
3 conservation equation to get

K 2
EL(c2 − c2

EL)+K 3
EL(c3 − c3

EL) = ϵL(k1
→c0c1 −k1

←c3). (2.61)

In this case however, the CO2−
3 concentration is only relevant at high current density

when the salting-out effect becomes large. This means that we simplify this expression
assuming high current density and thus depleted HCO−

3 , and rearrange to get

c2 = K 3
ELc3

EL +K 2
ELc2

EL +ϵLk1→c0c1

K 2
EL

. (2.62)

Although we know c1 in terms of c0, c0 is also implicitly a function of c2 through the
salting-out effect, leading to an equation involving the Lambert-W function. This will be
solved in the following section.

2.7.3. SALTING-OUT

At low current densities the effect of salting-out is small, and at high current densities the
H+ and HCO−

3 ions are heavily depleted, so we neglect their contributions entirely. We
also utilise the electroneutrality condition to determine that c5 = c1 +2c2, to get

H =H0 exp
(−h1c1 −h2c2 − (c1 +2c2)h5), (2.63)

where hi are the CO2-ion salting-out constants for OH−, CO2−
3 and K+ respectively.
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2.8. STEP-BY-STEP GUIDE

2.8.1. SOLVE WITHOUT EQUILIBRIUM REACTIONS
As it is infeasible to immediately solve for CO2 including all the effects described so far, we
instead determine the CO2 profile for a simple system neglecting equilibrium reactions,
ionic effects, Nernst correction and CO2 loss into the electrolyte channel. We will however,
include the correction for mass transport limitations at the DL boundary. The later effects
will then be approximated using the solutions to this simplified system, denoted with
a subscript 0, which has been highlighted in blue to distinguish the solution iterations
steps from the superscripts. The previous solution can be extended to

ηC =Φ−E0,C , (2.64)

k0 = a

2F

i∗C
c0

ref

exp

(
−ηC

bC

)
, (2.65)

M0 =
√

k0L2

D0 , (2.66)

c0
0 =H0p0 K 0

DL tanh(M0)

K 0
DLM0 +k0L tanh(M0)

=H0p0E tot
0 . (2.67)

where
1

E tot
0

= 1

E DL
0

+ 1

E CL
0

, (2.68)

and

E CL
0 = tanh(M0)

M0
and E DL

0 = KDL

k0L
. (2.69)

2.8.2. ESTIMATING OH− CONCENTRATION
With an approximation for average CO2 concentration, we can now determine the OH−
production from CO2 reduction, combined with hydrogen evolution,

R1
E,0 = R1

CO,0 +R1
H2

, (2.70)

where
R1

CO,0 = 2k0c0
0 , (2.71)

and

R1
H2

= ai∗B
F

exp

(
−ηB

bB

)
, (2.72)

and the HCO−
3 flux approximation

1

N 3
EL,0

= 1

LR1
E,0

+ 1

K 3
ELc3

EL

(2.73)

we can estimate the average OH− concentration with

c1 = c1
EL +

K 1
ELc1

EL −N 3
EL,0 +LR1

E,0

K 1
EL +2ϵLk1→c0

0

. (2.74)
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2.8.3. ESTIMATING CO2−
3 CONCENTRATION

First, we can update the previous CO2 concentration with the new OH− to account for
parasitic loss of CO2 to the equilibrium reactions:

k1 = k0 +ϵk1
→c1, (2.75)

M1 =
√

k1L2

D0 , (2.76)

c0
1 =H0p0 K 0

DL tanh(M1)

K 0
DLM1 +k1L tanh(M1)

=H0p0E tot
1 , (2.77)

R1
CO,1 = 2k0c0

1 , (2.78)

where we increment the subscripts (highlighted in blue) to indicate a subsequent iteration
of a variable. Note that k0 in the last line is not incremented, but the c0

1 is. Keeping these
variables separate instead of collapsing them into one step is useful as it allows us to view
the individual magnitude of each subsequent step on their values. Solving for the CO2−

3
concentration is more complicated so we will split up the relevant terms in preparation
for input into the Lambert-W function:

A =
2K 2

ELc2
EL +K 3

ELc3
EL +K 1

ELc1
EL +LR1

H2
−K 1

ELc1

2K 2
EL

, (2.79)

B =
LR1

CO,1

2K 2
EL

exp
(−c1(hOH− +hK+ )

)
, (2.80)

C = hCO2−
3
+2hK+ . (2.81)

We now solve for CO2−
3 concentration:

c2 = A+ 1

C
W (BC e−AC ) ≈ A+ 1

C
ln

(
1+ BC e−AC

1+ ln
p

1+BC e−AC

)
, (2.82)

and determine the corresponding chemical reaction and salting-out corrected CO2 con-
centration:

c0
2 = E tot

1 H0p0 exp
(
−c1hOH− − c2hCO2−

3
− (c1 +2c2)hK+

)
. (2.83)

In Eq. (2.82) we have used one of the many analytical approximations of the positive-real
domain of the Lambert-W function [23]. The error is small for small arguments (< 2.5%)
and in this case the argument remains small (< 1) for most current densities and only
usually exceeds unity in the neighbourhood of the peak current density.

2.8.4. OPTIONAL HIGHER PRECISION
In the close neighbourhood of the limiting current density of a given geometry, the error of
the Lambert-W approximation may increase in (2.82), especially when compounded with
small discrepancies due to the approximations used to determine OH− concentration. In
such cases it is possible for the model to predict an erroneous negative CO2−

3 concentra-
tion and an overestimation of performance. These cases only arise in particularly effective
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or ineffective electrodes and for general use the above method will suffice. However, if
negative CO2−

3 concentrations do arise, two further steps can be taken to restore accuracy:

• Inspect the predicted CO2−
3 concentration and forbid negative values

• Introduce an additional step to account for any CO2−
3 corrections due to the previ-

ous step

In practical terms, this means rewriting (2.82) as

c2
0 = A0 + 1

C
W (B0C e−A0C ) ≈ max

{
0, A0 + 1

C
ln

(
1+ B0C e−A0C

1+ ln
√

1+B0C e−A0C

)}
, (2.84)

and after determining the corresponding CO2 concentration as c0
2 , proceed to recalculate

OH− using the new value in (2.74)

c1
1 = c1

EL +
K 1

ELc1
EL −N 3

EL,1 +LR1
E,1

K 1
EL +2ϵLk1→c0

2

, (2.85)

and repeat steps (2.79)-(2.83) again, utilising the new CO2 and OH− concentrations to
develop a new CO2−

3 and final CO2 value.

2.9. DERIVED VALUES & PLOTTING

2.9.1. POTENTIAL
From here on, an unsubscripted variable is used to represent the final value attained
from the previous section. As the Nernst correction for electrode reaction potential is not
included in the above, we similarly decouple it and add it in later. When plotting curves
against potential, one need only make a change of variable from

Φ→Φ− RT

F
ln

(
c1

c1
EL

)
. (2.86)

Current densities of hydrogen evolution and CO2 reduction can be calculated by inserting
this corrected potential along with the above approximations into

iB = i∗B exp

(
−ηB

bB

)
, (2.87)

iC = c0i∗C
c0

ref

exp

(
−ηC

bC

)
, (2.88)

per absolute surface area or multiplying by aL for outer electrode surface area. We can
also now form expressions for products, as electrode reaction rates for CO and H2 are
given by

RCO = a

2F
iC , (2.89)

RH2 =
a

2F
iB . (2.90)
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2.9.2. EFFECTIVENESS
Some measures can be derived for cathode effectiveness. The Faradaic efficiency can
similarly be determined by

FE (%)CO = RCO

RCO +RH2

= 1

1+ i∗B c0
ref

i∗C c0 exp
(
ηC
bC

− ηB
bB

) . (2.91)

As we only consider two products, product selectivity follows directly from Faradaic
efficiency. We can also write CO2 utilisation as

Util.% = k0

k
. (2.92)

2.9.3. ENERGY EFFICIENCY
It is common to define an energy efficiency as follows

EE(%) = VE×FE, (2.93)

where FE is faradaic efficiency and

VE = Vequilibrium

Vcell
, (2.94)

the voltage efficiency defined as the ratio of equilibrium potential to cell potential. This is
sufficient for a full-cell, but is not unique for a half-cell as the ratio must still depend on a
reference potential. To clarify, in a full cell one attains

VE =
(V a

eq −Vref)− (V c
eq −Vref)

(V a −Vref)− (V c −Vref)
, (2.95)

and the reference potentials all cancel, whereas in a half-cell we only have

VE =
V c

eq −Vref

V c −Vref
, (2.96)

and now the choice of reference electrode affects the voltage efficiency, and with no
non-arbitrary choice, Eq. 2.94 must suffice. Nevertheless, the results are not without
relevance and are included in Figure 2.8

2.10. EXAMPLE PLOTS
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Figure 2.8: FE, VE, and their product EE vs SHE against current density for 0.5 M KHCO3 at a flow rate of 5
ml min−1. Energy efficiency is low due to low voltage efficiency at all current densities, but the variation is
primarily due to change in Faradaic efficiency.

Figure 2.9: Effect of porosity on current density across a range of potentials for 0.5 M KHCO3 at a flow rate of 5
ml min−1. At less negative potentials, volumetric surface area is more valuable than improved transport, so
lower porosity is favoured. At more negative potentials, the process is limited by transport so increased porosity
yields higher current densities as a result of better transport. At extreme potentials the balance shifts back
towards 0.5 slightly, as the consumption of CO2 is more heavily contested by high OH− concentrations, and
increased volumetric surface area improves CO2 utilisation.
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2.11. LIMITATIONS

2.11.1. ELECTROLYTE

By only considering a 1D domain, we neglect variation in the electrolyte along the flow
channel. It is expected that weak electrolytes with slow flow rates in long channels would
experience large variations in ionic content, with a large corresponding drop in current
density downstream. This variation could potentially become more of an issue when
precipitation and flooding are included, as conditions necessary to prevent them will vary
along the flow channel.

Similarly, increasing the flow rate has no consequence in the model: that is to say, the
loss of dissolved CO2 and other costs of maintaining a high flow rate are neglected in the
analytical model and as such the model should not be used to investigate extreme flow
rates.

2.11.2. ACTIVITY CORRECTIONS

The equilibrium constants used are valid only for ionic strengths< 0.7M, and although this
assumption can be valid for particularly weak electrolytes such as the 0.5M KHCO3 used
here, it is invalid within the catalyst layer for any appreciable current density due to the
large carbonate generation. To model such behaviour would require activity corrections
for both water and carbonate equilibria, which would also cause a correction to pH and
all of the associated electrode potentials and reaction terms.

Furthermore, the depletion of bicarbonate within the catalyst layer leads to parasitic
reaction (2.26) being so far out of equilibrium that it is modelled kinetically. Although
activity corrections are available for equilibrium constants, kinetic rate constants for
carbonate equilibria are measured primarily in seawater and are only available at relatively
low ionic strength and pH. Although water activity corrections are expected to alleviate
a number of these problems, it is infeasible to include such corrections in any concise
analytical approximation as methods of activity correction are empirical and related
primarily to ionic strength, which requires all species concentrations to be known in
advance. Furthermore, such activity corrections are still often only valid over a small
range of ionic strengths and will likely be insufficient at high current densities where the
catholyte becomes highly ionic.

2.11.3. ELECTRODE REACTION

The kinetics of both electrode reactions are heavily simplified. The most important source
of error, and often confusion in literature, is the alkaline nature of the electrode reactions.
It is common for the alkaline and acidic/neutral forms of the reactions to be erroneously
used interchangeably, leading to errors regarding the equilibrium potential of the alkaline
CO2ER and the pH dependence of the alkaline HER.

2.11.4. DIFFUSION MEDIUM

While it is not uncommon for the CL to become flooded at higher current densities, the
actual true value of the liquid phase saturation across the GDL may be more complicated.
Firstly, due to inhomogeneities in the CL it is possible that the medium will exhibit a
residual non-wetting phase saturation, meaning that some portion of gas phase pathways
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may survive maximal flooding and contribute positively to CO2 transport. By contrast
however, we assume an entirely dry MPL and GDL, which may not be the case in situ-
ations in which the CL is flooded. Higher liquid saturation in these layers can reduce
permeability and inhibit CO2 transport to the CL.

Similarly, the model does not account for variations in CO2 transport in the diffusion
medium, for both the in and through plane directions. To account for both this and the
DL saturation, one could tune the KDL coefficient to an effective value more suited to
their level of flooding and CO2 depletion.

2.12. PARAMETERS
Electrolyte concentrations are calculated using a rudimentary solver, contained in the
attached spreadsheet. For high ionic strengths it is recommended to use more detailed
solvers or experimental reports.

2.12.1. ADDITIONAL EXPERIMENTAL COMPARISON
The experimental results of Yang et. al. [60] are included in Figures 2.3 and 2.6b. It should
be noted that the experimental conditions differ from those of Verma et. al. [47] by the
inclusion of a proton exchange membrane, a thinner CL (300 nm), and a higher flow rate
(5 ml min−1). The thin CL, as shown in Fig. 2.4a, should lead to lower current densities
at small cathode potentials but higher current densities at larger negative potentials.
Similarly, Fig. 2.4b predicts that increasing flow rate will have little impact on current
density at small potentials. In alignment with this, the Yang et. al. results predict lower
current densities at below -0.8 V but begin to overtake the Verma et. al. current densities
at more negative potentials. This similarly leads to a higher Faradaic efficiency in the Yang
et. al. results, as CO2 concentration can remain high throughout the entirety of the thin
CL.
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Parameter Value Unit Reference
Diffusion
DCO2 1.91×10−9 m2/s [34]
DHCO−

3
0.923×10−9 m2/s [34]

DCO2−
3

1.18×10−9 m2/s [34]

DOH− 5.293×10−9 m2/s [34]
DH+ 9.311×10−9 m2/s [34]
DK 1.96×10−9 m2/s [34]
DCO 2.03×10−9 m2/s [34]
DH2 4.5×10−9 m2/s [34]
Electrode reaction
i0,CO 2.355×10−5 A/m2 [15]
i A

0,H2
1.16×10−5 A/m2 [15]

i B
0,H2

4.268×10−11 A/m2 [15]
αCO 0.44 - [15]
αA

H2
0.36 - [15]

αB
H2

0.27 - [15]
E 0

CO -0.11 V [34]
E 0

H2
0 V [34]

Chemical reaction
K1 4.266×105 m3/mol [39]
K2 4.786 m3/mol [39]
Kw 1×10−8 m6/mol2 [4]
k1→ 2.23 m3/(s mol) [39]
k1← 4.5 ×10−5 1/s [39]
k2→ 6 ×106 m3/(s mol) [39]
k2← 6 ×105 1/s [39]
k3→ 0.0371 1/s [39]
k3← 86.91 m3/(s mol) [39]
k4→ 59.44 1/s [39]
k4← 1.24 × 109 m3/(s mol) [39]
Electrode geometry
L 3.81 ×10−6 m [51]
r 5 ×10−8 m [42]
a 3 ×107 1/m [42]
ϵ 0.5 - -
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Parameter Value Unit Reference
Operation conditions
T 293.15 K -
pCO2 1 atm -
Channel Geometry
wchannel 1.5 ×10−3 m [53]
Lchannel 0.02 m [53]
hchannel 5 ×10−3 m [53]
qflow 0.5 ml/min [46]
Concentrations
c0

EL 13.8 mol/m3 -
c1

EL 1.42 ×10−3 mol/m3 -
c2

EL 13.8 mol/m3 -
c3

EL 972 mol/m3 -
celectrolyte 1000 mol/m3 -
Salting-out
h1 6.67 ×10−5 m3/mol [50]
h2 1.25 ×10−4 m3/mol [50]
h3 7.95 ×10−5 m3/mol [50]
h5 7.5 ×10−5 m3/mol [50]
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3
CATHOLYTE INHOMOGENEITIES

LIMIT UPSCALING OF CO2 FLOW

ELECTROLYSERS

The use of gas diffusion electrodes that supply gaseous CO2 directly to the catalyst layer
has greatly improved the performance of electrochemical CO2 conversion. However, reports
of high current densities and Faradaic efficiencies primarily come from small lab scale
electrolysers. Such electrolysers typically have a geometric area of 5 cm2, while an industrial
electrolyser would require an area closer to 1 m2. The difference in scales means that many
limitations that manifest only for larger electrolysers are not captured in lab scale setups.
We develop a 2D computational model of both a lab scale and upscaled CO2 electrolyser
to determine performance limitations at larger scales and how they compare to the per-
formance limitations observed at the lab scale. We find that for the same current density
larger electrolysers exhibit much greater reaction and local environment inhomogeneity.
Increasing catalyst layer pH and widening concentration boundary layers of the KHCO3

buffer in the electrolyte channel lead to higher activation overpotential and increased
parasitic loss of reactant CO2 to the electrolyte solution. We show that a variable catalyst
loading along the direction of the flow channel may improve the economics of a large scale
CO2 electrolyser.

Parts of this chapter have been published in Inhomogeneities in the Catholyte Channel Limit the Upscaling of
CO2 Flow Electrolysers, by Blake, Joseph W. and Konderla, Vojtěch and Baumgartner, Lorenz M. and Vermaas,
David A. and Padding, Johan T. and Haverkort, J. W. ACS Sustainable Chemistry & Engineering, Volume 11, 2023
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3.1. INTRODUCTION

CO2 from atmospheric or industrial sources can be electrochemically converted to valu-
able chemicals and fuels, leading to carbon neutral energy storage solutions and chemical
feedstocks. The use of gas-diffusion electrodes (GDEs) allows the problems of low CO2

solubility and diffusivity in aqueous electrolytes to be minimised, leading to high current
density lab scale electrolysers [20]. However, the industrial realisation of this technology
is hindered by poor understanding of how these processes work in industrially relevant
conditions. A rough benchmark of a minimum current density of 200 mA cm−2 has been
reported for commercial feasibility [28, 58, 53], and this current density must be achieved
at industrial scales. The typical lab scale cell has a geometric surface area around 5 cm2

but an industrial scale cell would be significantly larger: Verma et al. proposed a surface
area of 400 cm2 per cell [58], while analyses that make comparisons to alkaline water
electrolysis propose even surface areas from 1000 cm2 to 1 m2 and above [2, 55].

However, upscaling in the flow direction leads to issues that negatively affect the
performance of larger electrolysers. The high pH gradients, which have little impact on
short lab scale electrolysers, lead to excessive pH increase in the extended flow direction.
This high pH induces a Nernstian potential shift and depletes CO2 through the carbonate
equilibrium reactions, leading to reduced current density, Faradaic efficiency (FE), and
reactant utilisation. However, the lack of experimental upscaling studies means the
mechanisms behind these issues and the severity of their effects are poorly understood.
In this paper we investigate the effect of scale by developing a 2D model of a typical lab
scale CO2 electrolysis cell and compare it to models that extend the geometry in the flow
direction to 1 m. We identify the causes and magnitude of the performance loss, and
provide strategies to minimise the issues.

3.2. THEORY

Figure 3.1 shows a schematic diagram of an electrolyser setup [64, 65] for CO2 electrolysis
flow cell with a liquid electrolyte channel. This channel is sometimes replaced with a
membrane-electrode assembly (MEA) [17, 63], and similarly it is not unusual for an anion-
exchange membrane (AEM) [14, 13, 35] to be used in place of the bipolar membrane
(BPM) shown [40, 57, 49, 12, 46]. Gaseous CO2 enters through the gas channel and passes
through the macroporous gas diffusion layer (GDL) and microporous layer (MPL) to
enter the liquid catholyte in the porous catalyst layer (CL), in which the heterogeneous
electrochemical reaction takes place on the catalyst particles suspended in ionomer in
the CL. The porous structures in the cell are modelled as macrohomogeneous domains
characterised by porosity, ϵ, permeability κ, and volumetric surface area av. While it is
possible for the exact location of the gas-liquid interface to vary in the neighbourhood
of the CL-MPL boundary when hydrophobic CLs are used [66, 19], it is assumed in the
model that the CL remains fully saturated with liquid electrolyte while the MPL and GDL
remain entirely dry at all times. This allows the combination of the GDL and MPL into
one effective diffusion layer, a practice which is common in the determination of bulk
properties of commercial GDLs supplied with preprinted MPLs.
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Figure 3.1: A diagram of a typical electrolysis cell (not to scale). From right to left: the gas channel, which
supplies gas phase CO2; the gas-diffusion layer (GDL), a dry macroporous structure through which CO2 can
permeate; the microporous layer (MPL), a thin hydrophobic layer which prevents electrolyte leakage into the
gas-diffusion layer while allowing CO2 dissolution into the liquid phase; the catalyst layer (CL), in which liquid
electrolyte and catalyst particles embedded in the porous structure facilitate the electrochemical reaction with
the dissolved CO2; the catholyte flow channel, through which liquid electrolyte is supplied; a bipolar membrane
(BPM), in which water dissociation supplies H+ and OH− ions to the respective sides; the anode, on which the
counter reaction is performed; and the anolyte flow channel.
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3.2.1. REACTIONS
The ionomer in the CL is considered to be impregnated with evenly distributed Ag catalyst
particles that facilitate heterogeneous reactions, and due to the high Faradaic efficiency
(FE) of Ag catalysts towards CO, we consider only the reduction of CO2 to CO

CO2 +H2O+2e− −−→ CO+2OH−, (3.1)

and the competing hydrogen evolution reaction (HER),

2H2O+2e− −−→ H2 +2OH−. (3.2)

While there is an argument for the HER pathways involving H+ and HCO−
3 to be included,

these pathways are prevalent in near-neutral pH environments [18], and previous mod-
elling studies predict that the CL environment will be very basic at current densities
greater than 100 mA cm−2 [62] and that this pH will only increase in the flow-wise
direction [29]. On the anode the oxygen evolution reaction (OER),

4OH− −−→ O2 +2H2O+4e−, (3.3)

takes place.
A major complication distinguishing CO2 electroreduction from similar technologies

arises from the homogeneous reaction of CO2 with OH− to form bicarbonate and carbon-
ate. These reactions can take both acidic and basic pathways, neither of which can be
neglected. The basic

CO2 +OH− k1−−*)−−
k−1

HCO−
3 (3.4)

HCO−
3 +OH− k2−−*)−−

k−2
H2O+CO2−

3 (3.5)

and acidic

CO2 +H2O
k3−−*)−−

k−3
H++HCO−

3 (3.6)

HCO−
3

k4−−*)−−
k−4

H++CO2−
3 (3.7)

reactions have the same ratios of CO2, HCO−
3 and CO2−

3 at equilibrium for a given pH due
to their coupling in the water self-ionisation reaction

H2O
kw−−−*)−−−
k−w

H++OH−. (3.8)

Furthermore, the equilibrium constants, Ki = ki
k−i

, for the acidic reactions are related
to the basic reactions through K3 = K1Kw and K4 = K2Kw . However, the reactions have
different kinetic rates, and as such are each modelled individually.

The reaction rates per unit volume for species i in heterogeneous reaction r are given
by

Rct,i =
∑

r

jrνi ,r av

nr F
, (3.9)
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where jr is the local current density of reaction r , νi ,r is the stoichiometric coefficient of
species i in reaction r , av is the volumetric surface area, nr is the number of electrons
transferred in reaction r and F is Faraday’s constant. The local current densities at the
anode and cathode are determined using the anodic and cathodic branches of the Butler-
Volmer equation, respectively, in the forms of

jOER = j0,OERe
ηOER
bOER , (3.10)

jHER =− j0,HERe−
ηHER
bHER , (3.11)

jCOER =−cCO2

cref
j0,COERe−

ηCOER
bCOER , (3.12)

where j0,r are the exchange current densities, br are the Tafel slopes, and ηr are the
activation overpotentials. The COER equation includes the concentration dependence
on CO2 with respect to a reference concentration cref, but the other two reactions are
assumed to have a constant reactant source of water, and as such no explicit concentration
dependence is necessary. In this case, cref should refer to the equilibrium concentration,
but in some derivations of kinetics a different reference concentration, such as 1 M [62],
is used, leading to a correspondingly altered derived value of exchange current density.
The Tafel slopes are given by

br = RT

αr F
, (3.13)

where αr are the charge transfer coefficients for their respective Tafel branches and R is
the ideal gas constant. The activation overpotentials ηr are defined as

ηr =φs −φl −Eeq,r (3.14)

where φs and φl are the electrode and electrolyte potentials respectively and Eeq,r is the
equilibrium potential of reaction r , corrected for the local pH through the a simplified
Nernst equation assuming water and solute activities are near unity,

Eeq,r = E0,r − ln(10)RT

F
pH. (3.15)

Nesbitt et al. noted that this form of the Nernst equation is determined using the assump-
tion of an acidic or near neutral electrolyte in which the reaction equation reads

CO2 +2H++2e− −−→ CO+H2O, (3.16)

and the rate-determining step is the second protonation by H2O [48], but it is often
assumed without verification that this remains the rate-determining step for the reaction
pathway in alkaline media, Eq. 3.1. Noting that the pH dependency in Eq. 3.15 is roughly
−0.0591pH, they give simplified Nernst equations for acidic/neutral electrolytes and
alkaline electrolytes,

ECO2/CO =−0.106−0.0591 pH (V) acidic/neutral, (3.17)

ECO2/CO =−0.933−0.0591 pH (V) alkaline, (3.18)
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WEL WCL WGDL WGAS

Figure 3.2: A schematic of the model equations and domains. The z-axis follows the flow along the catholyte
channel of length L. The x-axis passes through the catholyte channel of width WEL, the CL of width WCL, the GDL
of width WGDL and into the gas channel of width WGAS. In black, the electrolyte current boundary conditions
denote the anodic current source on the left and insulating condition on the right. In the liquid phase, blue
equations denote the inlet condition on concentration, the open boundary outlet condition, and the Poiseuille
flow velocity distribution in Eq. (3.27). In the gas phase, green equations denote the inlet conditions on partial
pressures and mole fractions, the open boundary outlet condition, the liquid-gas mass transfer rate in Eq. (3.28),
and the initial Poiseuille gas velocity distribution in the gas channel, where xg denotes coordinate within the
gas channel and Ug is the initial average gas velocity for the simulation.

and note a common misnomer in literature in which Eq. 3.1 is associated with Eq. 3.17. Re-
action kinetics determined under these assumptions are frequently used in literature [62]
and while the resulting current density-potential curves may give results similar to experi-
ments, further experimental verification of the reaction mechanism in alkaline media and
subsequent recalculation of kinetic parameters are necessary to describe the dependence
of the reaction on local activities. The reaction rates from the homogeneous chemical
reactions, RH,i , are given by

RH,i = ϵ
∑
n
νi ,n

(
kn

j∏
ν j ,n>0

c j −k−n

j∏
ν j ,n<0

c j
)
, (3.19)

where νi ,n are the stoichiometric coefficients of species i in homogeneous reaction n,
and k±n are the forward and backward reaction rates of reaction n.

3.2.2. TRANSPORT
The gas phase consists of 99.99% pure CO2 at the inlet (0.01% N2) with additional CO and
H2 components at the outlet. Transport in the gas phase from the gas channel through
the GDL and MPL is modelled with Darcy’s law and a mixture averaged diffusion model
approximation requiring only binary diffusion coefficients [31, 47]. Darcy’s law reads

v =− κ

µg
∇p, (3.20)
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where v is the gas velocity field, κ is the permeability of the porous medium, µg is the
dynamic viscosity of the gas and p is the pressure. The flow is assumed incompressible
and density variations are neglected. The diffusive mass flux is assumed to be proportional
to the mole fraction gradient through

Ji =−ρi Di
∇xi

xi
(3.21)

where Ji is the mass flux of species i relative to the average fluid velocity v, ρi is the species
density, Di is the porosity and finite pore size corrected mixture-averaged diffusion
coefficient and xi is the mole fraction. The mixture-averaged diffusion coefficients are
determined from the binary diffusion coefficients in

Di = 1−xi∑
j ̸=i

x j

Deff
i , j

, (3.22)

where Deff
i are the effective binary diffusion coefficients corrected for porosity and tortu-

osity through the Bruggeman correlation [56],

Deff
i , j = ϵ

3
2 Di , j . (3.23)

Gas transport is usually slightly poorer in the MPL than in the GDL because MPLs typically
have lower permeabilities and porosities than GDLs, but this reduction is small compared
to the effect that electrolyte intrusion would have on the GDL. Regardless, it is common
for manufacturers to supply GDLs with MPLs already applied, and provide the averaged
values of transport properties of the final bilayer structure rather than of the individual
components. We thus elect to model the GDL and MPL as one numerical domain with
uniform porosity and permeability.

In the liquid phase there is bulk flow in the electrolyte channel, but the effect of change
in permeability on transition into the porous CL is sufficient that flow in the CL can be
neglected [5]. Transport of species is modelled by assuming that concentrations remain
small enough to be treated as a dilute solution and using the Nernst-Planck equation:

Ni =−Deff
i ∇ci −Deff

i
F zi

RT
ci∇φl + ci u, (3.24)

where u is the liquid velocity and zi is the species charge number. Species conservation
in the steady state is ensured by

∇·Ni = RH,i +Rct,i , (3.25)

and electroneutrality is ensured by ∑
i

zi ci = 0, (3.26)

allowing the transport equations in Eq. 3.24 and 3.25 to be solved for all but one of the
species, with the final concentration determined through the electroneutrality condition
in Eq. 3.26. The local liquid velocity u is determined assuming a Poiseuille flow profile,

u = 6U
( x

WEL
−

(
x

WEL

)2 )
ẑ, (3.27)
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where U is the average velocity. A similar method is used for the inlet gas velocity but with
WGAS instead of WEL and Ug prescribed based on target single pass conversion. At the
liquid-gas phase interface the flux is described by

−n · Ji =−ki (H i pi − ci ), (3.28)

where H i is the Henry constant for species i , pi is the partial pressure of that species and
ki is a characteristic cross phase mass transfer coefficient determined for CO2 adsorption
into the CL ionomer by Kas et al. [29]. The Henry constant is further corrected for ionic
concentrations within the electrolyte (see Eq. 6 in SI) following the Sechenov equation [51,
50, 61]. The solubilities of the remaining gas species are around two orders of magnitude
lower than that of CO2, so their Henry constants are negligible and they cannot enter the
CL, only exit. CO2 entering the liquid phase causes pCO2 to progressively decrease along
the flow channel, subsequently decreasing the flux in Eq. (3.28).

3.3. COMPUTATIONAL MODEL
The equations for the liquid phase are altered slightly to yield approximate expressions
that prove significantly easier to resolve computationally. The homogeneous reactions
are problematic due to the extreme magnitudes of the rate coefficients, so we use the
assumption that the local environment will be alkaline in the vicinity of the cathodic
reaction and acidic in the vicinity of the BPM to selectively neglect the alkaline pathways,
K1 and K2, in the BPM half of the electrolyte channel and the acidic pathways, K3 and K4,
in the cathodic half of the channel. Due to the coupling of their equilibrium constants we
are assured that there is no significant discontinuity in net reaction rates at this halfway
point so long as the concentration boundary layers do not extend further than half of the
channel width. Furthermore, for numerical stability we adopt a logarithmic form of the
transport equations in the liquid,

Ni =−eCi Deff
i ∇Ci −Deff

i
F zi

RT
eCi ∇φl +eCi u, (3.29)

where ci = eCi . Ci can now take any real value and the relation ensures that ci is strictly
positive. This entirely precludes the possibility of negative concentrations in the solution,
which is otherwise a common computational issue in systems with high reaction rates
and reactant depletion. Another limitation is the computational cost of the effect of local
ionic strength variation on φl in Eq. (3.24). Extremely high homogeneous reaction rate
coefficients lead to high species concentration sensitivities even in regions with smooth
solutions, leading to stiffness in the system. However, we can do little more to alleviate this
without sacrificing significant detail in the homogeneous reactions. An approximation is
made to remove the dependence of the migration term on concentration and instead use
an iterative non-uniform electrolyte conductivity, given by

σl =
F 2

RT

∑
i

z2
i Di c∗i , (3.30)

where c∗i is the average concentration in the previous iteration of the numerical solver.
This effectively decouples φl from Eq. (3.29) by determining it from Ohm’s law,

i =−σl∇φl, (3.31)
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and the state of the previous iteration, and allowing Eq. (3.29) to solve for Ci without
simultaneously solving for φl.

Despite these simplifications, the scale of the system is still too large for reasonable
computation. To this end the cell model is decomposed into the subcells shown in Fig. 3.3.
We take one initial short (4 cm) basis cell and find a stationary solution, and then solve
a second subcell with the downstream outlet of the previous subcell used as the inlet
condition. This approximation requires that the flow be sufficiently fast that transport
against the flow direction can be neglected. This condition can be written as a necessarily
high bulk Péclet number, the ratio of advective to diffusive transport rates. While there is
no flow at the channel walls and in the CL, these regions are fully within the concentration
boundary layer and the flow-wise concentration gradient is too small for diffusion to
play a non-negligible role. Instead the flow wise variation in the CL is almost entirely
determined by the concentration development in the adjacent electrolyte channel and
in the gas phase, in what amounts to a locally 1D model, which is to be expected of a
domain whose in plane dimension is four orders of magnitude greater than the through
plane dimension. In the 4 cm model with no subcell decomposition it was already found
that in plane diffusion was negligible in the CL, and it is expected that it would become
even less important when the length scale is increased.

Similarly we require that electrolyte potential varies little in the flow-wise direction.
The characteristic length of a subcell far exceeds the thickness of the channel, so the flow-
wise current density, jz , will be negligible with respect to the flow-perpendicular current
density jx . The variation of electrolyte potential in the flow-wise direction depends
on the variation of electrode reaction kinetics, and while this can be large due to high
pH gradients, it is still small compared to the potential drop across the channel. While
the subcells allow us to reduce the size of the computed domain in favour of iteration,
the above requirements still motivate us to take as long a subcell as feasible, but the
size of 4 cm is chosen out of expediency. While domain decomposition and variable
transformations are not uncommon in numerical modelling they are underutilised in the
field, with most models of electrochemical CO2 reduction resorting to 1D [62, 21, 63, 7],
simplifying the homogeneous reactions [34], investigating only low current densities [52],
or only modelling small electrolysers [29]. Table 3.1 shows the geometric and operational
parameters of the electrolyser, with unreferenced parameters measured from an in-house
experimental setup.
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Figure 3.3: The simulation sequentially solves subcells divided in the flow direction. (a) shows the decomposition
of the 100 cm cell into 25 adjacent 4 cm subcells. The initial and final subcells are coupled to inlet and outlet
regions, respectively, and each internal subcell is coupled to the boundary values of the adjacent subcells. (b)
shows that the inlet HCO−

3 profile is projected onto the inlet of the first subcell, solved along the length of the
subcell, then projected from the outlet onto the inlet of (c), which is subsequently solved and projected onto
the inlet of (d) and so on. The other concentration and potential profiles at the top of each subcell catholyte
channel and CL are projected onto the inlets of each subsequent subcell. The same method is applied between
subsequent GDL and gas flow channel inlets, projecting the mole fractions and pressures in the gas phase. The
numerical conditions are shown in Fig. 3.2.

Parameter Description Value Unit Ref.
pabs Gas pressure 1 atm -
T Temperature 293.15 K -
cKHCO3 Catholyte concentration 500 mM -
Re Reynolds number 200 - -
L Flow channel length 4 cm -
W Flow channel thickness 0.254 mm -
WCL CL thickness 3.5 µm [62]
WGDL GDL thickness 325 µm [32]
WGAS Gas channel thickness 3 mm -
H Flow channel height 5 mm -
ϵCL CL porosity 0.5 - -
ϵGDL GDL porosity 0.53 - [32]
κ GDL permeability 1.72×10−11 m2 [32]

Table 3.1: Geometric and operational parameters for the base model. For a description of all parameters
see Table S2. Flow rate and channel length in the validation cases are adjusted accordingly, with standard
temperature and pressure. Channel parameters are based on an in-house experimental setup with dimensions
similar to that of Wu et al. [65]
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3.4. RESULTS

3.4.1. MODEL VALIDATION

Figure 3.4, shows experimental comparisons of partial current density against cathode
potential and FE against total current density, for the parameters in Table S2. The match
between computational and experimental results is good, only slightly overestimating
partial current density. It is expected that the deviation arises from phenomena outside
of the scope of the model, such as significant bubble formation near the CL-electrolyte
channel interface or liquid breakthrough in the MPL. Both of these phenomena would
result in a reduction in cell performance due to reduced access to reaction sites [38] and
increased diffusion pathway lengths [33] and are both present primarily at higher current
densities. As the liquid breakthrough would lead to a significant reduction in FE [41],
which is not observed in Fig. 3.4b, the bubble formation explanation is favoured. Despite
the short length of the validation case electrolyser, the difference between the presented
2D model and the 1D model of Weng et al. is stark. The use of one operation-independent
boundary layer thickness in the Weng model leads to prohibitively low mass transfer
between the electrolyte channel and CL at low current densities where the boundary layer
should be thinner, and unrealistically high mass transfer at high current densities where
the boundary layer should be thicker. By contrast the analytical model of Blake et al.
predicts the development of the concentration boundary layer in the channel and takes
an average value for its thickness, but neglects the effect that the buffer of the KHCO3

catholyte will have on this development. This leads to an overestimation of boundary
layer thicknesses and a lower prediction for CO2 current density as a result. It is possible
to verify against analytical mathematical approximations of scaling relations that can be
extrapolated to larger length scales. Fig 3.5 shows that the computational results match
the predicted trends well, such as the cubic root length scaling of the boundary layer
thicknesses and the hyperbolic cosine shape of the CO2 distribution in the CL. The quality
of the agreement with these results is the best validation that the circumstances permit.

3.4.2. UPSCALING

UPSCALING STUDY

To determine how local reaction environments change for longer electrolysers, we com-
pare a 4 cm long electrolyser model with a 100 cm long electrolyser model. For this ratio
of lengths, we chose to model the 100 cm electrolyser receiving a 25 times higher CO2

flow rate in the gas channel, due to it being 25 times longer. Despite this, the pressure
drop in the gas phase remains small compared to the liquid pressure drop. The liquid
flow rate between models is held constant. Depending on the flow geometry, this can
lead to large pressure drops in the liquid phase that far exceed the pressure drops in the
gas phase, up to the order of hundreds of millibars for thin single channels. Although
this could lead to many problems, from mechanical stability to local liquid breakthrough
when pressure variations exceed the stability window of the GDL [3], these effects are
outside of the scope of this work and are not modelled. The gas flow rate was varied to
give insight into how different single pass conversions affect cell performance.

Given the focus on higher current densities (>100 mA cm−2), we normalise reactant
consumption by gas phase reactant supply only, as the overwhelming majority of CO2
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Figure 3.4: Model validation against experimental results from experimental results from Verma et al.[59] as
well as experimental results from a similar experimental setup from Yang et al.[68], and a computational model
developed by Weng et al.[62] and an analytical model developed by Blake et al. [7] based on the electrolyser
properties of the Verma et al. experiments. (a) shows the partial CO2 current density against cathode potential
and (b) shows the Faradaic efficiency against total current density. The line plot for the computational model is
for the experimental case of a 15 mm long flow electrolyser with a 0.5 M unsaturated KHCO3 liquid electrolyte
with a liquid flow rate corresponding to Re = 2.6 and an excess gas feed.

from the liquid flow channel is expected to be consumed in buffer reactions before reach-
ing the CL for current densities above 40 mA cm−2 [30]. If the yield was normalised
around the total influent CO2 from both gas and liquid phase then it would become a
relatively low percentage that is dependent on the ratio of channel flow rates. This elec-
trolyte contribution to the reaction is similar to the operational method of a bicarbonate
reactor, but such reactors seldom reach high current densities and when they do, they
require high electrolyte concentrations [39]. We furthermore disambiguate between the
usage of consumption and conversion following the convention of Larrázabal et al. [36],
defining consumption as the percentage of gas phase CO2 that enters and is consumed in
the electrolyser and conversion as the percentage of influent gas phase CO2 converted
specifically into CO. These choices are further motivated by the results of the lab-scale
electrolyser model in Figure 3.6.

CO2 CONVERSION

At the low current density in Fig. 3.6a, the carbonate buffer reaction in Eq. (3.5) occurs
almost entirely within the CL and HCO−

3 concentration remains high at the edge of the
CL, indicating that the pH within the CL remains well buffered and the aqueous CO2

concentration is high enough for the reaction to be performed in both bicarbonate elec-
trolyser mode and gas supplied mode. However, at higher current densities in Figs. 3.6c
and 3.6d, HCO−

3 is depleted by the reaction in Eq. (3.5) before reaching the CL, and the
buffering reaction takes place in a concentration boundary layer outside the CL, showing
that the reaction can no longer be performed in bicarbonate electrolyser mode. Despite
this, when tracking the total HCO−

3 consumed this way we still find that the majority of
the reaction takes place within the CL, implying that the buffering effect is actually due
to the reaction of gas-supplied CO2 to HCO−

3 through Eq. (3.4) and then CO2−
3 through
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Figure 3.5: Analytical results for flow-wise development of concentration boundary layer thickness, compared
to numerical results. To quantify the numerical boundary layer thickness, HCO−

3 is used as the characteristic
species to quantify the buffering effect, rather than CO2. In (a) the boundary layer develops from negligible
thickness to a thickness greater than that of the Sherwood-Reynolds-Schmidt correlation (Eq. S2), which does
support its validity as an average approximation, but also highlights how unreasonable it is to take such an

average near the inlet. In (b) the CO2 distribution in the CL from the model follows cosh
(

x
WCL

)
as is expected of

a 1D reaction-diffusion system [54, 7]. More information on the analytical approximations can be found in SI

Section 1.2. In (c) the boundary layer thicknesses exhibit a dependence on z
1
3 as is expected of Poiseuille flow

for boundary layers much thinner than the half-channel width. [6, 22]
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of the homogeneous reaction within the CL. In (a) and (b) relatively little carbonate buffering takes place due to
low OH− generation, and this reaction is quite uniform and almost exclusively takes place within the CL (>99%).
For (c) and (d), however the reaction rate is relatively high, occurs predominantly close to the inlet where CO2
availability and OH− generation are highest, and increasingly takes place in the buffer layer outside of the CL,
with 10% in (c) and 30% in (d). This increasing reaction outside of the CL is due to the combined transport of
buffer into the CL and CO2 gas supply together being insufficient to buffer the generated OH−, which is now
able to diffuse out into the electrolyte channel before reacting with the bulk buffer solution.
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Figure 3.7: The effect of increasing single pass conversion, XCO2 on Faradaic efficiency in the 4 cm and 100 cm
electrolysers. The 100 cm electrode is maintained at 3.1 V, leading to a progressive reduction in average jtot as
flow rate is reduced to emulate increasing single pass conversion. The 4 cm electrolyser cell potential is adjusted
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single pass conversion is increased, the drop is more severe in the 100 cm case.
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(a) Gas channel outlet composition for the two cases at jtot =
115 mA cm−2.

CO2+OH
-

(b) Relative consumption of CO2 entering from the gas channel
in the electrolysis reaction and homogeneous reaction with
OH− at jtot = 115 mA cm−2.

Figure 3.8: (a) shows the molar composition of the gas channel outlets in the two cases. Despite lower total CO2
conversion and higher H2 mole fraction, the 100 cm case exhibits a higher CO mole fraction in the gas outlet.
(b) shows the relative magnitude of reaction sinks for CO2 entering the CL from the gas phase. This explains
(a), as 30% of the total CO2 consumed is converted to HCO−

3 through the reaction with OH− instead of being
converted to CO, leading to a higher total consumption of CO2 and a lower resultant CO2 fraction in the outlet
stream. It is thus the loss of reactant rather than improvement in conversion that seemingly improves the outlet
composition.

Eq. (3.5).

The performances at different single pass conversions are shown in Fig. 3.7. At low
conversions, the supply of CO2 is not limiting and so both cases exhibit high FE, with the
small reduction in the 100 cm electrolyser FE arising only from the increase in average
boundary layer thickness, following the trend of the 4 cm case in Fig. 3.5c. As conversion
increases, the reduction in FE is far more severe in the 100 cm electrolyser than the 4 cm,
as the reactant CO2 is increasingly consumed by the parasitic reaction with OH− in the
regions where the boundary layer is too thick to effectively buffer the OH− produced in
the CL. This can be seen directly in Fig. 3.8b, in which 30% of the total consumed CO2

is converted into HCO−
3 and CO2−

3 instead of CO. This high consumption can be easily
erroneously interpreted as a high conversion, as in Fig. 3.8a in which the outlet ratio of
CO2 and CO seems much improved in the 100 cm case over the 4 cm case. It is instead
the loss of reactant rather than increase in product that skews this ratio.

Experimental studies often report significantly higher consumption of reactant than is
found in Fig. 3.8b due to conversion to CO2−

3 as well as crossover of this CO2−
3 through the

membrane. The reports of exceptionally high crossover mainly come from electrolysers
with AEMs [45], but BPMs inhibit transport of the carbon carrying anions [40] so we would
expect lower crossover in our case. However, our assumption that BPMs entirely prevent
this ion transport may not be realistic, as unwanted crossover has still been reported in
BPM electrolysers [8, 9]. There is also an argument that, purely by the stoichiometry of
Eqs. 3.1, 3.4 and 3.5 and balancing the local production and consumption of CO2 and
OH−, the minimum fraction of reactant CO2 converted to CO2−

3 should be 50% [36]. This
argument assumes fast equilibrium reactions though, and Weng et al. showed that the
CO2 utilisation efficiency is dependent on k1 from Eq. 3.4 [63], and we also found that
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Figure 3.9: The local values of jtot in the two electrolyser cases for an average total current density of jtot =
115 mA cm−2. The 100 cm reaches a higher value of jtot near the inlet due to the higher cell potential (3.1 V)
than the 4 cm case (2.94 V) necessary for the same average jtot, but falls to a lower value near the outlet due to
the larger pH increase in the CL.

the kinetic treatment is necessary as Eq. 3.4 is out of equilibrium. The 50% minimum
estimate is most valid for KOH electrolytes, due to their high pH and capacity for CO2. We
instead use a CO2 saturated KHCO3 electrolyte with a high buffer capacity, and although
we do observe a large reaction between CO2 and OH− a significant portion of this comes
from the catholyte supplied CO2 while we only consider CO2 sourced from the gas phase
in Fig. 3.8b.

The impact of the chemical consumption of CO2 by the reaction with OH− depends
on the relative costs of the gas channel upstream and downstream processes. If the
cost of separation of CO from the product stream is relatively high, then the excess CO2

consumption actually improves the economics due to the higher CO outlet portion in the
100 cm electrolyser. Assuming that the anolyte and catholyte streams are recombined
and recirculated through the cell this chemically reacted CO2 will be converted back from
CO2−

3 and HCO−
3 when the acidic anolyte stream shifts the pH back to the initial value and

the CO2 can be recovered from the solution. This means that the reaction with OH− need
not be considered as a true loss of reactant, rather as an inhibiting process that reduces
jCO and single pass conversion.

REACTION INHOMOGENEITY

The variation of jtot is also greater in the 100 cm case. Fig. 3.9 shows jtot near the inlet,
in the vicinity of which the boundary layers are thin and the CL is very well buffered. At
the inlet, jtot is far greater than j at the outlet, where both poorer buffering and reduced
reactant supply. This ideal inlet region is limited only by overpotential and as such reaches
a higher value of jtot in the 100 cm case due to the higher cell potential necessary to reach
an average of 115 mA cm−2. Despite this increased potential, jtot at the outlet drops below
the 4 cm case, because the pH is far higher in the 100 cm case. This inhomogeneity of the
reaction distribution leads to the half of the total CO2 reduction reaction taking place in
only the first third of the electrolyser. Additional discussion of the pH gradients in the CL
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and catholyte channel can be found in SI Section 2.

The inhomogeneity of the reaction distribution and failure of the buffering effect also
causes a wide range of pH values to be present along the CL. The well-buffered inlet will
retain a pH equal to that of the influent electrolyte, but the poorly buffered CL near the
outlet will have a far higher pH unless the current density is very low or the gas phase CO2

supply is very high. This increase in pH leads to a larger equilibrium potential correction
through Eq. (3.15), a greater parasitic reaction rate and a chemical shift towards CO2−

3 .
The electroneutrality condition requires that the high CO2−

3 concentration be paired with
a high K+ concentration, which together facilitate the precipitation of K2CO3 on the solid
phase, leading to a reduction in diffusion pathways for CO2 and potential damage to the
porous structure as the K2CO3 crystals obstruct pores in the CL and MPL [11, 41]. These
precipitates are also hydrophilic and can, along with the high pH, alter the potential of
zero charge and thus electrowetting properties of the solid-liquid boundary, leading to
loss of effective hydrophobicity in the MPL. This allows electrolyte breakthrough into the
GDL and gas channel, leading to a negative impact on FE and stability. The penetrating
electrolyte increases the diffusion pathway length for CO2 as it blocks pores, leading to
a reduction in jCO while allowing HER to continue unmitigated. This pervasive issue is
one of the main causes of performance loss over time, and mitigation strategies currently
focus on temporal variation in reactor operation or low electrolyte strengths [67, 15].

3.4.3. DISCUSSION

By modelling the flow parallel direction as well as the through plane direction we over-
come the limitations of 1D models that require empirical or simplified analytical expres-
sions to attempt to capture flow-wise variation. The work of Yang et al. [69] includes
the flow channel in 2D but neglects variation in pH in the electrolyte. This is at odds
with this work and the work of Kas et al. [29], which both predict large variations in local
pH. While this could be roughly justified by the use of high pH KOH electrolyte, it would
still have a large impact on the local homogeneous reaction rates and the total loss of
reactant to carbonate formation. This is not reported on, despite carbonate crossover
being a serious issue [45, 40, 8, 9], and despite the homogeneous reaction kinetics they
report being significantly faster than the heterogeneous kinetics for such a high pH. This
assumption of pH homogeneity also hampers the upscaling analysis, as homogeneous
properties are indifferent to scale, giving overambitious positive predictions for scalability.
By contrast, the experimental scalability analysis of Jeanty et al. [27] highlights the more
fundamental issues of electrolyte breakthrough and salt precipitation. Both of these
support our conclusion of the importance of quantifying local pH and its effect on the car-
bonate equilibrium reactions as the perspired electrolyte has a pH value of 10 compared
to that of the neutral K2SO4 catholyte and the precipitate comprised of carbonate salts for
which the carbon could only have been sourced from the CO2 feed. They also find similar
trends for FE, in which the upscaled electrolyser suffered larger reduction in FE when
lowering feed gas CO2 supply. The most interesting result is the drastic improvement
when implementing the circulating pump in the scaled up cell which, despite lowering
the average CO2 concentration, leads to a much more uniform concentration profile and
a break up of the boundary layer. We identify an analogous issue in the catholyte channel
with non-uniform pH and thick boundary layer development as a primary concern in
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scalability, and the experimental success in reducing the effect in the gas channel is
reassuring.

STABILITY

The extension of the 4 cm model to the 100 cm model shows deterioration in conver-
sion, FE, and necessary cell potential, and the model indicates that these issues will only
be exacerbated with further elongation of the flow channel. While these performance
losses could be in some cases surmountable, the extreme variation in local reaction envi-
ronment that comes with them would lead to further issues outside of the scope of the
model. While liquid breakthrough in generalised porous media is well understood, elec-
trolyte breakthrough in the electrolytic cell is related to precipitation and electrowetting.
Precipitation would require stochastic modelling and electrowetting effects are poorly
understood at interfaces where charge transfer reactions take place, so both are out of
the scope of the model. However, we can note that both are dependent on the local
ionic concentrations and pH, the latter due to the shift in potential of zero charge, and
comment that by determining the general trends in pH and ionic strength we can predict
that the upscaled model will be more susceptible to breakthrough closer to the outlet. In
the future, when better descriptions of these phenomena are available, it will be possible
to bridge the gap between local environment scalability and pressure stability studies [3,
4] to create a full description of breakthrough.

If the Reynolds number of the electrolyte flow channel is held constant, then the
pressure drop along the channel will increase linearly with electrolyser length. The
pressure variation in the liquid phase can lead to electrolyte or gas breakthrough when
out of balance with the gas pressure drop, so it is ideal to scale one flow rate to ensure
the differential pressures remain within MPL stability ranges. If particularly thin flow
channels, such as those used in lab scale electrolysers, are required to minimise ohmic
losses then the pressure drop can become excessively large. Without sufficiently pressure
resistant MPLs this could lead to liquid breakthrough. Both the hydrophobicity and
the mechanical stability of CLs are dependent on ionomer type and loading, which
vary between experimental studies and are the subject of independent optimisation.
Furthermore, it becomes an issue to mechanically support a flow channel under such
conditions, potentially necessitating additional structural supports in the flow channel,
which could cause the Poiseuille flow to transition into plug flow. Plug flow boundary

layers scale with z
1
2 , rather than the z

1
3 of Poiseuille flow [42], and as such can grow more

rapidly. Specifically, we can take the ratio of the Lévêque approximation for plug flow and
Poiseuille flow concentration boundary layer thicknesses,

δplug = 3.643

√
Dz

U
, and δPoiseuille = 1.607

3

√
l Dz

U
, (3.32)

where the concentration at the edge of the boundary layer is 99% of the bulk concentration.
Plug flow will lead to thicker boundary layers when

z >
(1.607

3.643

)6 U L2

D
, (3.33)

which in our case for the diffusivity of HCO−
3 is roughly after only 11 cm. Widening the

channel leads to increasing ohmic drop in across the electrolyte, so a balance must be
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struck between electrolyte flow rate, pressure drop, and ohmic drop. For small lab scale
electrolysers this balance usually favours thin channels due to the short flow channels
exhibiting small pressure drops and little variation in the local pH and boundary layer,
but as electrolyser length increases the benefit of lower ohmic drop will be outweighed by
the cost of reduced GDL stability and increase in boundary layer thickness. This trade-off
between flow velocity, flow channel length and ohmic drop is an optimisation problem
that will remain relevant even in a full-scale stack implementing short channels.

PERFORMANCE LOSS MINIMISATION

With the sources of the performance losses isolated, it is possible to propose potential
solutions. The primary issue is the lack of effective buffering due to thick concentration
boundary layers, and so reducing the boundary layer thickness is paramount. This could
be done by introducing static mixers or altering the geometry in the electrolyte channel
to induce chaotic mixing [37] and break up the developing boundary layer, and although
this could worsen carbonate and product crossover [16, 70], product crossover is only
likely to be an issue when producing primarily liquid products [60, 43]. A similar issue
would arise from the use of a stronger base such as KOH, in which the high pH would lead
to unavoidable loss of CO2 feed reactant to carbonate. When averaging across the entire
CL for 115 mA cm−2 we find a dissolved CO2 concentration of ∼ 5 mol m−3, so as a rough
estimate we can replace our predicted pH of ∼ 12.5 with 14 for KOH to find from Eqs. (3.9)
and (3.19) that the percentage of total reacted CO2 reacting with OH− rises from ∼ 30%,
in Fig. 3.8b, to ∼ 80%. This chemical reaction with OH− would be significantly greater
than the electrochemical production of OH−, leading to a decreased pH boundary layer
forming in the flow, in which the gas CO2 feed is used primarily to buffer the KOH. This
boundary layer would be comprised of carbonate and bicarbonate and suffer from lower
conductivity, and in a recirculated electrolyte would eventually react with enough feed
CO2 to effectively become KHCO3. In this case the share of CO2 converted to CO would
actually be improved by increasing overpotential at the cost of FE.

Circumvention of scaling issues can be preferable to prevention, so alternative par-
allelised geometries can be employed to retain short channels and high performance.
Splitting one long channel into multiple shorter channels would require each shorter
channel to maintain a comparable flow rate to and thus pressure drop to achieve greater
performance, so it would be preferable to use entirely distinct shorter channels with
separate inlets and outlets. While techno-economic assessments often consider MEAs
without catholyte buffers, Badgett et al. showed that the inclusion of a catholyte buffer
layer improves performance [10] and only requires an increase in the capital cost of the
system by around 1% [1]. The supply of catholyte at sufficient flow rates to multiple chan-
nels within a cell or stack could necessitate additional equipment and, from a holistic
perspective, could complicate full-scale stack designs.

Alternatively, the problem can be addressed at the source: the high production rate
of OH− ions. While the production of OH− due to the reduction reaction (Eq. (3.1)) is
necessary and unavoidable, the low FE shows that the HER (Eq. (3.2)) rate is unnecessarily
high, especially in the regions with low jCO. The low jCO is due to reactant limitation,
not lack of available reaction sites, so by reducing the catalyst loading further along
the electrolyser the zeroth order HER would be reduced linearly but the COER would be
impacted less as it would remain reactant limited. This would cause an overall reduction in
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single pass conversion, but an improvement in FE and reduction in parasitic consumption
as the lowered OH− production from HER would lower the pH in the CL. Variable catalyst
loading the flow direction will be discussed in more depth in a forthcoming paper, and a
brief demonstration of the efficacy of the proposed solution can be found in SI Section 3.

3.5. CONCLUSION
We have developed a large scale 2D computational model of a CO2 reduction flow cell,
and showed through comparison of a 4 cm lab scale model and a 100 cm upscaled model
that the performance metrics of FE, conversion, and voltage efficiency decrease with
electrolyser length. We found that poor electrolyte buffering due to increasing boundary
layer thickness in the flow channel leads to reaction inhomogeneity in the flow direction
and poor utilisation of the outlet regions of the electrolyser, resulting in a system that
struggles to match performance benchmarks set in lab scale electrolysers. While some
mitigation strategies have been suggested, such as electrolyte mixing, catalyst loading
variation and flow channel optimisation, it is recommended that future experimental
studies test these strategies and acknowledge that not only will the necessary current
densities for industrial realisation be greater than those commonly assumed in lab scale
studies, but the local reaction environments will be far less favourable than those present
in typical lab scale electrolysers.

3.6. ADDITIONAL THEORY

3.6.1. CENTRAL CHANNEL CONTINUITY

As the electrolyte flow channel is decomposed into two subchannels, the boundaries must
be specified. It is assumed that the boundary layer thicknesses at each side of the channel
are sufficiently less than half the channel width so that the electrolyte is fully equilibrated
at the centre and the electrolytic composition in the neighbourhoods of the mid-channel
divide are equal. In the case where boundary layer thicknesses are comparable to the
half-channel width, the computational domains can be slightly reshaped as the boundary
layer development at the membrane will differ from that at the catalyst layer boundary
due to it being dependent on different species with different diffusivities: CO2 and H+ at
the membrane and CO2−

3 and OH− at the catalyst layer. Continuity at the mid-channel
divide is simply given by

ci ,left = ci ,right, (3.34)

and as the acidic and alkaline homogeneous reaction pathways share equilibrium con-
stants this should be trivially true provided the boundary layers do not approach the
divide.

3.6.2. ANALYTICAL COMPARISON

In Fig. 5(a) in the main text, the Reynolds-Sherwood-Schmidt correlation [26] used for
the mass transfer boundary by Weng et al. in Ref. [62] is given by

kMT = 0.664
D

L

(ρlU L

µl

) 1
2
( µl

ρlD

) 1
3

, (3.35)
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and is a similarity solution, original derived for heat transfer, in co-developing momentum
and diffusion boundary layers. It is questionably relevant for the flows we consider, as
the hydrodynamic entrance length is small and often comparable to the flow inlet region,
so the momentum boundary layer is likely only co-developing for a small portion of the
channel length. The computational model however, follows a curve closely matching the
Lévêque approximation [6, 42], which is derived from the advection-diffusion equation
neglecting co-flow diffusion, and is given by

δ= 1.607
(WELDz

U

) 1
3

(3.36)

for Poiseuille flow. This roughly leads to the z
1
3 dependence seen in Fig. 5(a) and Fig. 5(c)

in the main text. However, the advection-diffusion equation does not include the effect of
homogeneous reactions. A more detailed description of this can be found in Lin et al. [44]
in which a bicarbonate buffer system is included through a modified Graetz-Lévêque
approach leading to a modified Lévêque scaling for Sherwood number multiplied by a
stoichiometry dependent reaction factor ( 1

2 in the diffusion limited regime) in parallel
with the surface reaction Damköhler number. For diffusion limited regimes, this means

that z
1
3 scaling should be retained, but we do not attempt to include more details due to

the differences in geometry, with the analytical model more closely representing an H-cell
than a gas-diffusion electrode, and the incomplete treatment of the buffer ion transport.
This work does not include electromigration however. The analytical approximation in
Fig. 5(b) in the main text comes from the solution to the 1D reaction-diffusion equation
laid out in Blake et al. [7],

−D
∂2c

∂x2 = avi

2F

c

cref
exp

(−η
b

)
+ϵk1c〈cOH−〉, (3.37)

in which only the fast homogeneous forward reaction between OH− and CO2 and the
heterogeneous reaction are considered. Collapsing the reaction rate terms into a single
first order reaction rate constant k, the solution can be written as

c = c0

coshMT(1− x
WCL

)

coshMT
(3.38)

where MT =
√

kW 2
CL

DCO2
is known as the Thiele modulus and

k = avi

2F

1

cref
exp

(−η
b

)
+ϵk1〈cOH−〉 (3.39)

. While in the original work, the OH− concentration is simultaneously determined an-
alytically, in this work we simply insert the computationally determined average OH−
concentration to yield the analytical CO2 profile in the CL.

3.6.3. SALTING-OUT
The Sechenov equation effectively modifies Henry’s constant, HCO2,0 in the presence of
high ion concentrations, and can be written as

HCO2 = 10
−

(
SKHCO3 cHCO3−+ SK2CO3 cCO32−+ SKOHcOH−

)
HCO2,0 (3.40)
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where the values of Si can be determined from measurements and methods detailed by
Schumpe et al. [61]. This formulation builds on the one used in [7], correcting a misuse
of the natural logarithm, but attaining similar trends for ionic strengths at which the
equation is valid.

Salt S [m3 kmol−1]
KHCO3 0.1579
K2CO3 0.2802
KOH 0.1451

Table 3.2: Values of S for the three salts in the electrolyte

3.7. ADDITIONAL PLOTS
The pH within the CL develops exceptionally quickly in the 100 cm case due to the
increased potential, as seen in Fig. 3.10, leading to a pH gradient in excess of the entire
4 cm case within the first subcell. While the pH stabilises further along the electrolyser, this
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Figure 3.10: The pH within the CL for (a), the 4 cm case, and (b), the 100 cm case. The local jtot in the first 4 cm
of the 100 cm model far far exceeds that of the 4 cm model, and as such the pH increase is far greater. The
combined effects of the Nernstian potential shift and increased reaction with OH− lead to a lower jtot across
the rest of the of the electrolyser.

has to be qualified with the knowledge that the CO2 current density is rapidly decreasing
over the same length. This reduction in current density should lead to a reduction in OH−
generation and pH, but the depletion of the buffer and thickening of the concentration
boundary layer prohibit this, as seen in Fig. 3.11. In the 100 cm case the pH increase is so
severe that the variation in pH passes through the half channel line. It is urgent to note
that, while the channel is divided into two sections for the purposes of modelling, this does
not mean that the pH profile stops developing past this point. The diffusion, migration,
and homogeneous reactions of species still occur, but the pathway for homogeneous
kinetic reaction rate is determined by an acidic pathway (i.e. reaction with H+) rather
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Figure 3.11: The pH within the cathode half of the catholyte channel for (a), the 4 cm case, and (b), the 100 cm
case, with the subcells indicated in the 100 cm case. The 4 cm model only reaches a low pH and is short enough
that the boundary layer only spans a small portion of the channel thickness. However, the 100 cm model pH
boundary layer again grows far more rapidly even in the first 4 cm subcell, and continues to do so until the pH
change begins to reach the half-channel divide.

than alkaline. This only has an effect on the results when the reaction of CO2 to HCO−
3 is

out of equilibrium, which only occurs in the CL or at the BPM. At the half channel mark,
the pH is sufficiently close to neutral that homogeneous reactions remain in equilibrium,
and so the trespass of the pH boundary layer over the channel midpoint is not expected
to cause any error.

The concentration overpotential can be written by collapsing the reactant term into
the exponent and normalising by the Tafel slope, b, to arrive at

iCOER = i0,COER exp

{
b ln c

c0
−η

b

}
, (3.41)

where η is the activation overpotential and c and c0 are the local and equilibrium concen-
trations of CO2, not to be confused with the reference concentration of 1 M used in the
Tafel equation concentration dependence. This is simply a consequence of the way the
kinetics were derived, and the solution is to re-scale the exchange current density by a the
ratio of the reference and equilibrium concentrations. The equilibrium concentration
in this case in this case is set to the equilbrium value given by the Henry constant above
(roughly 34 mM). We can further separate out these terms into the Nernstian shift in
overpotential at the bulk electrolyte pH,

VN,0 = E0,COER − ln(10)RT

F
pHbulk (3.42)

the Nernstian shift in overpotential at the local electrolyte pH

VN = E0,COER − ln(10)RT

F
pH, (3.43)
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and the effect of reactant depletion, normalised as a potential,

VCO2 = b ln
c

c0
. (3.44)

The negatives of these are plotted in Fig. 3.12 and Fig. 3.13, both for the region of the CL
closest to the electrolyte channel (x = 0) and for the region of the CL closest to the MPL (x
= WCL We find that for high conversions the largest variation in overpotential is invariably
from VCO2 as reactant is depleted along the electrolyser. However, for the 100 cm case,
the change in pH within the first few centimetres is so large that it exceeds the effects of
concentration overpotential for the majority of the length of the electrolyser.

(a) Overpotential contributions at x = 0 in the 4 cm electrolyser
model.

(b) Overpotential contributions at the at x = WCL in the 4 cm
electrolyser model.

Figure 3.12: Comparisons of overpotential contributions and development along the 4 cm long electrolyser
model at 115 mA cm−2 and XCO2 = 84% at (a), the channel-CL boundary, and (b), the CL-MPL boundary. The
contribution of VCO2 to the total overpotential is greater at the channel than at the MPL boundary due to
depletion through the CL. In both cases however, the increase in VCO2 exceeds the increase in VNernst before at
most 1 cm of the electrolyser length, showing that performance losses are almost always dominated by reactant
supply at high conversions.

In the 100 cm case it can be seen that the pH and Nernstian potential both decrease
slightly towards the outlet. Despite the widening boundary layer, the decrease in available
gas-supplied CO2 at high conversion causes a decrease in the amount of OH− produced
in the CO2 electroreduction reaction. As we find a figure of only 30% non-electrochemical
consumption of the CO2 gas stream, this means that a reduction in available CO2 leads
to a net reduction in OH− production. For example, a simplified scenario neglecting
buffering catholytes and mass transport would see two CO2 molecules entering the CL,
one being reduced to CO and producing two OH−, while the other reacting with two OH−
to form HCO−

3 then CO2−
3 . In this case the increase or reduction of CO2 supply has no

effect on pH. However, in our case only 30% of the gas-supplied CO2 reacts with OH−, so
the same two CO2 molecules would instead lead to one 1.4 CO ions and 0.6 CO2−

3 ions,
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(a) Overpotential contributions at x = 0 in the 100 cm electrol-
yser model.

(b) Overpotential contributions at x = WCL in the 100 cm elec-
trolyser model.

Figure 3.13: Comparisons of overpotential contributions and development along the 100 cm long electrolyser
model at 115 mA cm−2 and XCO2 = 74% at (a), the channel-CL boundary, and (b), the CL-MPL boundary.
Similarly to Fig. 3.12, the profile for shows VCO2 quickly dominates near x = 0. However, the variation in pH
over the first few centimetres is so high that the contribution to VNernst exceeds that of VCO2 for over half of the
electrolyser.

leaving behind 1.6 OH− ions. This possible as, despite the large concentration boundary
layer, the excess OH− is still buffered away by the HCO−

3 diffusing towards the CL.
The local Faradaic efficiency is shown in Fig. 3.14. While the drop in FE for the 4 cm

case is almost entirely due to gas phase reactant depletion, the drop in the 100 cm case is
also due to the significant parasitic consumption of reactant through the homogeneous
reaction with OH− at the higher local pH. While this parasitic reaction is still small com-
pared to that observed in high pH catholytes or unbuffered systems, it is compounded by
the higher potential necessary to reach the same current density, allowing higher rates
of hydrogen evolution to continue unabated in the poorly utilised CL near the outlet.
While the potential necessary to achieve the same average current density is higher in
the 100 cm case, this only allows it to exceed the current density and FE of the 4 cm case
directly at the inlet, z = 0. The resulting change in pH causes some odd behaviour in
the FE profile, as we observe a Nernstian shift and a fast transition from a bicarbonate
reactor operation mode to a gas-diffusion operation mode. In the 100 cm case this is all
resolved within the first 4 cm subcell so subsequent subcells exhibit FEs that develop in a
smoother manner, but in the 4 cm case the the lower current density at the inlet means
that the pH gradients are small compared to the effect of reactant depletion and the FE
develops smoothly throughout. The reactant depletion necessary for high conversion
is why the FE after 4 cm is lower in the 4 cm case than the 100 cm, as the latter case has
a correspondingly upscaled gas flow rate: a fairer comparison is shown in the insert in
Fig. 3.14.
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z

z

Figure 3.14: FE as function of the electrolyser length, FE(z), at 115 mA cm−2 for the 4 cm and 100 cm cases, with
an embedded length normalised plot. While the 4 cm case exhibits a rapid drop in FE, this is due to the high
conversion (XCO2 = 84%) and consequent depletion of reactant. When normalised by channel length we see
that the drop in FE for the 100 cm case is far more dramatic, despite lower conversion (XCO2 = 74%).

3.8. VARIABLE CATALYST LOADING
One of the proposed methods of performance loss mitigation is to vary the catalyst
loading in the flow direction. While the desired effect is to improve FE by reducing the
amount of catalyst used predominantly for hydrogen evolution in the reactant limited
regions in the latter half of the electrolyser, this has the secondary effect of reducing the
pH through decreasing the OH− production in both HER and COER. This reduction in
pH reduces the Nernst potential shift and reduces homogeneous reaction rates, leading
to a sublinear drop in COER rate with respect to catalyst loading. A schematic of the
demonstrative simulation can be found in Fig. 3.15, in which catalyst loading is linearly
varied from unity at the inlet to 20% of inlet value in a 10 cm cell. This is achieved by
linearly decreasing the exchange current densities of COER and HER, i0,COER and i0,HER

respectively, linearly down to 20% of the value listed in the parameter table. In Fig. 3.16
the results show the improvement that even a simple unoptimised implementation of
variable catalyst loading can achieve. At relevant current densities, where the reaction
becomes reactant limited, the reduced loading case exceeds the CO2ER current density at
a higher FE, and with only 60% of the catalyst used in the control case. This improvement
is expected to become even more pronounced in longer cells with lower flow rates, in
which reaction inhomogeneity and low FE are more severe.
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Figure 3.15: In a 10 cm the Faradaic efficiency is highest near the MPL-CL boundary and near the well-buffered
inlet region of the electrolyser. Near the outlet and the flow-channel boundary however the high pH and low
reactant concentration cause a drop in Faradaic efficiency to below 30%. To circumvent this issue we propose
linearly decreasing catalyst loading down to 20% of the initial loading to reduce unnecessary HER and OH−
production in the poorly performing regions.
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Figure 3.16: (a) shows the negligible loss of CO2ER current density in the linearly reducing catalyst loading case.
Given that the linear catalyst loading uses 40% less catalyst, we can normalise the CO2ER current density by
total catalyst used. This normalised current density far exceeds that of the constant catalyst loading. (b) shows
that the improvement of the linearly decreasing catalyst loading becomes larger with potential as the reactant
depletion becomes the limiting factor.
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3.9. PARAMETERS

Parameter Description Value Unit Ref.
Operational
pabs Gas pressure 1 atm -
T Temperature 293.15 K -
cKHCO3 Catholyte concentration 500 mM -
Re Reynolds number 200 - -
Geometry
L Flow channel length 20 mm -
WEL Flow channel thickness 0.254 mm -
WCL CL thickness 3.5 µm [62]
WGDL GDL thickness 325 µm [32]
WGAS Gas channel thickness 3 mm -
H Flow channel height 5 mm -
Electrolyte
ρl Electrolyte density 998 kgm−3 [25]
µl Electrolyte dynamic viscosity 1×10−3 Pas [25]
DCO2,(aq) CO2 diffusion coefficient 1.910×10−9 m2 s−1 [62]
DHCO3

− HCO−
3 diffusion coefficient 1.185×10−9 m2 s−1 [62]

DCO3
2− CO2−

3 diffusion coefficient 9.230×10−9 m2 s−1 [62]
DOH− OH− diffusion coefficient 5.293×10−9 m2 s−1 [62]
DH+ H+ diffusion coefficient 9.311×10−9 m2 s−1 [62]
GDL Properties
ϵGDL GDL porosity 0.53 - [32]
σGDL GDL conductivity 220 S m−1 [62]
κ GDL permeability 1.72×10−11 m2 [32]
λ GDL average pore radius 2×10−6 m [29]
Gas Properties
ρg Gas density 1.839 kgm−3 [24]
µg Gas dynamic viscosity 1.469×10−5 Pas [24]
DCO2,CO CO2/CO binary diffusion coefficient 1.52×10−5 m2 s−1 [62]
DCO2,H2 CO2/H2 binary diffusion coefficient 6.46×10−5 m2 s−1 [62]
DCO,H2 CO/H2 binary diffusion coefficient 7.43×10−5 m2 s−1 [62]
DCO2,N2 CO2/N2 binary diffusion coefficient 1.65×10−5 m2 s−1 [62]
DCO,N2 CO/N2 binary diffusion coefficient 2.02×10−5 m2 s−1 [62]
DH2,N2 H2/N2 binary diffusion coefficient 7.79×10−5 m2 s−1 [62]
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Parameter Description Value Unit Ref.
CL Properties
HCO2,ref Henry’s constant for CO2 in water 3.4×10−4 molm−3 Pa−1 [50]
ϵCL CL porosity 0.5 - -
av CL volumetric surface area 3.75×107 m−1 [62]
σs,CL CL conductivity 25 Sm−1 [29]
rnp CL average pore radius 4×10−8 m−1 [62]
kCO2 MPL-CL CO2 mass transfer coefficient 1.56×10−2 ms−1 [29]
Electrochemistry
E 0

COER CO2 electroreduction potential -0.11 V [23]
i0,COER COER exchange current density 4.71×10−4 mAcm−2 [62]
αCOER COER charge transfer coefficient 0.44 - [62]
E 0

HER HER electroreduction potential 0 V [23]
i0,HER HER exchange current density 1.16×10−6 mAcm−2 [62]
αHER HER charge transfer coefficient 0.36 - [62]
E 0

OER OER electroreduction potential 1.23 V [63]
i0,OER OER exchange current density 6.21×10−5 mAcm−2 [63]
αOER OER charge transfer coefficient 1.5 - [63]

(for simplified fitted reaction kinetics)

Table 3.3: Full list of model parameters

3.10. NUMERICAL METHODS
The computational model was solved in COMSOL Multiphysics 5.6, using coupled trans-
port of diluted species and secondary current distribution physics interfaces in the liquid
phase, secondary current distribution in the solid phase, and coupled Darcy flow and
transport of concentrated species in the gas phase. Dissolved species concentrations
in the liquid phase are replaced with logarithmic variables, through ci = eCi ⇐⇒ Ci =
log(ci ), to ensure positivity. Element sizes are scaled by computational region, with pri-
ority given to thin regions with high gradients, namely the CL and electrolyte channel,
with element density increasing near interfaces and boundaries. Element volumes (2D)
range from 10−11 m2 in and around the CL to 10−8 m2 in the gas channel. A preliminary
stationary solver was ramped from open circuit potential up to the working potential in
the inlet subcell, which was then used as the initial conditions for the full cell model.
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4
OPTIMISATION OF VARIABLE

CATALYST LOADING IN CO2

ELECTROREDUCTION

The electrochemical conversion of CO2 is a promising method of carbon-neutral chem-
ical production. However, commercial realisation in aqueous electrolytes is challenging,
due to competition with the hydrogen evolution reaction (HER), and the propensity for CO2

to participate in the carbonate equilibrium reactions. These two phenomena are linked
through OH− ions, as both the by-product of the catalytic reactions and the culprit behind
the parasitic carbonate reactions. By reducing the local catalyst loading where the CO2

concentration is low, the HER is decreased more than the reactions that are dependent
on CO2 as a reactant. Therefore, it is possible to improve reaction selectivity and reactant
utilisation while reducing the capital cost of catalyst. We demonstrate this theory through
an analytical solution of a 1D flow electrolyser model. We extend this to a comprehensive
model of a contemporary gas-diffusion electrode (GDE) setup. We find that the operation
costs are dominated by the electrolyser power consumption and, to a lesser degree the cost
of CO2 and its recovery at the anode. We numerically obtain the catalyst loading profiles
that maximise operating profit. The optimisation process reveals that profits are max-
imised for high gas flow rates, and consequently low single pass conversions, where the
CO2 concentration is as high as possible. However, when lower gas flow rates are used for
practical reasons, variable catalyst loadings are shown to lead to significant operational
improvements, especially in the production of higher C products that require a greater
number of electrons transferred.

Parts of this chapter have been published in Less is more: Optimisation of variable catalyst loading in CO2
electroreduction, by J. W. Blake, J.T. Padding, and J.W. Haverkort in Electrochimica Acta Volume 507, 2024
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4.1. INTRODUCTION

As improvements in the fundaments of CO2 electroreduction (CO2ER) shift the field closer
to industrial readiness, the focus on groundbreaking new insights naturally gives way to a
focus on delicate optimisation and pragmatism. Catalysts are expected to be tested in less
forgiving conditions [5, 21, 27, 19], cells are expected to be stable even in the presence of
feedstock impurities [31, 6], electrolysers are expected to be scalable to industrial sizes [11,
3, 7], and techno-economic assessments (TEAs) are taking centre stage for their insights
on realistic limitations. [29]

Even at the laboratory scale, CO2 electrolysers can exhibit non-uniformity. Simonson
et al. showed a significant change in product selectivity over the reactor path in a gas-
diffusion electrode (GDE) [28], and computational models have investigated these effects
in limiting cases [13, 3]. These non-uniformities are potentially due to a number of
changes to the environments of the electrolyte, the catalyst layer, and the diffusion
media, as well as due to the inherent reduction in reactant availability in high single-
pass conversion setups. Circumventing these issues usually comes at some great cost;
reductions in conductivity, reactant utilisation, faradaic efficiency (FE), mass transport,
and current density are seldom greater detriments to cell performance than the non-
uniformities.

Noting the insights of Kulikovsky into polymer electrolyte fuel cell (PEFC) catalyst
optimisation [16, 17], we propose that CO2 electroreduction can benefit greatly from cata-
lyst loading optimisation. While Kulikovsky’s work elegantly homogenises local current
along the oxygen channel of a PEFC [18], the CO2ER is complicated by the bicarbonate
buffer system, a variable product spectrum, and an often unwanted hydrogen evolution
(HER) side reaction. These effects are susceptible to modification through changes in
local catalyst loading, and we propose a surprisingly efficacious model and method of
catalyst loading optimisation for CO2ER.

Many literature studies focus on a single aspect of a system, and often the improve-
ment of such an aspect comes at the great cost of another aspect outside of the scope of
that study. This is often the case in CO2ER, with studies that optimise FE, conversion, cell
potential, or reactant utilisation, but only by sacrificing their complementary aspects. For
instance, a high single pass conversion necessarily involves reactant depletion, which
will lead to a drop in FE. One must consider whether the improvement in one aspect is
worth the trade-off in another. This is the core of the idea behind variable catalyst loading,
as local reducing the amount of available catalyst will clearly reduce the ability of the
system to convert reactant in that region, but in return it can produce a more favourable
environment in terms of selectivity and reactant utilisation. There are a large number of
interacting aspects relevant when considering a GDE system, so we first lay out the basic
idea before continuing.

4.2. 1D FLOW CELL MODEL

In the case of a well-mixed, flow-driven electrochemical reactor with a flow channel of
length L, we can approximately model the system with a 1D first-order reaction-advection
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equation on the interval [0,L],

U
∂c

∂x
+kc = 0, c(0) = c0, (4.1)

where U is flow velocity, c is reactant concentration, c0 is initial reactant concentration,
and k [s−1] is the (effective, volumetric, first order) reaction rate. To transform this into
an equation for CO2ER we must make some assumptions. We first note that the reaction
usually takes place in neutral or alkaline media, so we will henceforth assume only the
alkaline pathways of reactions. We take c to be the concentration of CO2 and assume
reactions of the form:

CO2 +ne− k−→ nOH−+P, (4.2)

where n is the number of electrons transferred per CO2 molecule, k is the first order
reaction rate and P denotes the products and, with a negative sign, other reactants like
water. While only considering first order reactions may appear to strongly limit the
generality, generally n is an integer multiple of two for each product pathway. Therefore,
we can safely treat reactions to C2+ products that involve two CO2 molecules by halving
the reaction terms to preserve the form in (4.2). Furthermore we note that there is also a
parallel hydrogen evolution reaction in the form of

2H2O+2e−
kH2−−→ 2OH−+H2, (4.3)

where it is assumed that the concentration of the H2O reactant remains constant and
uniform and kH2 [mol m−3 s−1] is the zeroth order reaction rate.

Due to the production of OH− in (4.2) and (4.3), the local environment will be in the
neutral to alkaline pH range. The buffer reactions,

CO2 +OH− k1−−*)−−−
k−1

HCO−
3 , (4.4)

HCO−
3 +OH− k2−−*)−−−

k−2
H2O+CO2−

3 , (4.5)

convert CO2 to bicarbonate (HCO−
3 ) and carbonate (CO2−

3 ) in an attempt to reduce the pH.
The forward and backward reaction rate constants k1,−1 and k2,−2 pertain to conversion
to HCO−

3 and CO2−
3 , respectively. The rate constants k2 and k−2 are relatively large, so it is

almost always the case that HCO−
3 , OH−, and CO2−

3 are in equilibrium, but k1 and k−1 are
much smaller, so it is often the case that CO2 is out of equilibrium with OH− and HCO−

3 .
Moore et al. exploited this disparity to develop simplified models for the buffer system at
varying pH ranges [24].

4.2.1. CATALYST LOADING

Catalyst loading is usually expressed in units of mg cm−2, but here the focus is on the
relative catalyst loading. We will exclusively use a dimensionless catalyst loading θ ∈
[0,1], where θ = 1 corresponds to the maximal catalyst loading at the inlet of the reactor.
We assume that the electrochemical reaction kinetics are linear in catalyst loading and
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therefore express the (effective, volumetric) electrochemical reaction rates [mol/m3/s] as

RCO2 = θck, (4.6)

RH2 = θkH2 =
θc0k

q
. (4.7)

Here, q ≡ c0k/kH2 is the ratio between the CO2 and H2 reaction rate constants at the
inlet CO2 concentration c0. Larrazábal et al. noted that if the OH− produced in (4.2) is to
immediately and fully react with CO2 through (4.4) and (4.5), then maximum conversion
efficiency is governed by the stoichiometry of the product [19]. That is to say, one mole
of CO2 reactant participating in an electrochemical reaction with n moles of electrons
transferred will subsequently cause n

2 moles of CO2 to react with the n moles of electro-
chemically produced OH−, limiting conversion efficiency to a maximum of 2

n+2 , with
lower values to be expected once the HER is included. Moore et al. cleanly showed that
collapsing (4.4) and (4.5) into a single irreversible reaction is valid at high pH, and detailed
a simplified model similar to our approach [24]. We still wish to include the effect of OH−
production from the HER (4.3) on the CO2ER reaction rate. Therefore, we rewrite (4.1) for
the evolution of the CO2 concentration c to

U
∂c

∂x︸ ︷︷ ︸
advection

+ θck︸︷︷︸
reduction

+ n

2
θck︸ ︷︷ ︸

OH− from (4.2)

+ θc0k

q︸ ︷︷ ︸
OH− from (4.3)

= 0. (4.8)

Here, the n
2 term comes from the assumption that each CO2 electrochemically converted

will produce nOH−, half of which will react with CO2 via (4.4) and half via (4.5), consuming
a total of n

2 additional CO2 molecules. Nondimensionalising gives

∂c̄

∂x̄
+Da θ

((
1+ n

2

)
c̄ + 1

q

)
= 0, c̄(0) = 1 (4.9)

where c̄ ≡ c
c0

, x̄ ≡ x
L , and Da ≡ kL

U . Da is the initial Damköhler number, representing the
ratio between the reaction rate at the inlet (i.e. the reaction rate if the entire channel would
have uniform catalyst loading equal to that at the inlet) and convective mass transport. In
Ref. [8] an extension of (4.8) is discussed, including the effect of a laminar flow profile and
mass transfer resistances between the flow channel and the catalyst layer. The latter can
be effected by adding to the inverse of k, in the second and third term, the inverse of a
mass transfer coefficient kt.

The two dimensionless metrics of primary interest are the faradaic efficiency or
selectivity, S, and the inlet-normalised yield, Y,

S ≡
∫ L

0 θnkc d x∫ L
0 θ(nkc +2kH2 ) d x

≡
∫ 1

0 θnqc̄ d x̄∫ 1
0 θ(nqc̄ +2) d x̄

(4.10)

Y = 1

Uc0

∫ L

0
θkc d x =

∫ 1

0
Daθc̄ d x̄. (4.11)

In the second expression of (4.10) the rate constants k and kH2 are assumed to be constant.
A figure of note is the cumulative catalyst loading,Θ(x̄), defined by

Θ(x̄) ≡
∫ x̄

0
θ(ξ)dξ, or Θ≡

∫ 1

0
θ(ξ)dξ. (4.12)
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The yield, Y, is not to be confused with normalised CO2 conversion X,

X = 1

Uc0

∫ L

0
θk

((
1+ n

2

)
c + c0

q

)
d x = Da

∫ 1

0
θ

((
1+ n

2

)
c̄ + 1

q

)
d x̄, (4.13)

which includes the unwanted buffer reactions. The astute observer may note that by the
fundamental theorem of calculus and (4.9), it holds that X = 1− c̄(1).

The solution to (4.9) for θ ≡ 1 (uniform loading) is

c̄ =
(
1+ (

1+ n
2

)
q
)

e−
(
1+ n

2

)
Da x̄ −1(

1+ n
2

)
q

q→∞−−−−→ e−
(
1+ n

2

)
Da x̄ n=2−−−→ e−2Da x̄ . (4.14)

While in the limit of no side-reactions, q → ∞, the concentration stays non-negative,
this is not guaranteed for general q . Therefore (4.14) only holds when it gives a positive
value and should be replaced by 0 for negative outcomes. Equivalently an additional
requirement of X ≤ 1 can be made to ensure that we remain within the domain of validity
of the approximation.

As an example case we consider n = 2, corresponding to CO2 reduction to CO. For
θ ≡ 1

c̄ = 1

2q
((1+2q)e−2Da x̄ −1). (4.15)

For a linearly decreasing loading, θ = 1−Ax̄, the solution is given by

c̄ = 1

2q

((
1+2q

)
e−Dax̄(2−Ax̄) −1

)
, (4.16)

where A ∈ [0,1]. A full description and derivation of these solutions, and solutions of
additional cases can be found in the Supplementary Information, Section SI 4.5.

We note again that the Damköhler number referred to in (4.9) is specifically for the
catalyst loading at the entrance of the channel: the final Damköhler number will depend
on the total catalyst loading asΘDa, with more explanation found in SI 4.5.4.

4.2.2. RESULTS
To determine the effectiveness of a proposed catalyst loading profile we must decide on
an effectiveness metric. It is clear from (4.10) that maximising the FE is equivalent to
maximising c̄, which requires minimising θ (see (4.46) or (4.57)). However, maximising
yield, Y, defined in (4.11), will likely require maximising θ. We thus propose a metric
E = YS, the product of yield and FE, which combines how much product is made with
how efficiently it was attained. This is a necessarily simplistic metric, but a much more
in-depth metric is discussed in section 4.3.2.

Fig. 4.1 shows the solution of (4.15) for a homogeneous catalyst loading and n = 2. As
the ratio q between CO2 and H2 reaction rate constants increases, the CO2 concentration
increases due to a decrease in parasitic buffer reactions.

Figs. 4.2 (a) and (b) show the solution of (4.16) for a linearly decreasing catalyst loading
and n = 2 without homogeneous reactions (n = 0 and q →∞ ), similar to Kulikovsky [18].
The solutions for this case are discussed in the SI. A maximum effectiveness of 1 can be
obtained in this case, for high q and Da. At lower q a maximum arises at intermediate Da.
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Figure 4.1: The dependency of the normalised concentration c̄ in (4.15) on the ratio q of CO2 and H2 reaction
rates for an n = 2 electron reaction with uniform catalyst loading. As q increases, the solution collapses onto the
the stoichiometry limited solution proposed in Ref. [19]

Figs. 4.2(c) and (d) include the effect of the homogeneous reactions. It may be noted
that the maximum effectiveness does not surpass 0.5. This is due to the maximum yield of
0.5, with OH− produced by CO2ER consuming at least half of the CO2 through the buffer
reactions. Otherwise, the results are qualitatively quite similar to those in the absence of
buffer reactions.

No direct general improvement in the effectiveness, E , can be obtained by reducing
the catalyst loading, but for a fixed Da a decreased catalyst loading can increase the
effectiveness. An equal effectiveness can always be obtained using a flat catalyst loading,
by choosing the optimal value of Da, and the derivation of optimal values in SI 4.5.4 shows
that the reverse is possible too. Any local optimum achieved using a flat catalyst loading
can be matched by reducing catalyst loading in a system with a higher fixed Da. Note that,
unless q is very large, this optimal Da is typically around or slightly above 1. The reason is
that at low Da the concentration varies little and the S is highest. However, at high Da, the
conversion and yield are much higher, giving an optimum at intermediate values.

In SI 4.5.4 we also analytically determine the location of the optimal value of the
product DaΘ in terms of q . The solution for the case without buffer reactions can be
approximated with a maximum relative error of 11 % by

(ΘDa)opt ≈ 1+ ln

(
1.2923q

ln
(
1+q

) )
(4.17)

which is exact in the limit q → 0. However, in this limit E → 0 and for q ≫ 1 a better
approximation is the simple approximation (ΘDa)opt ≈ ln

(
q
)
. For the cases with homoge-

neous reactions, similar results can be found with approximations accurate to about 7 %
for low to moderately high 0 ≤ q ≲ 103, and exact in the limit of low q ,

(ΘDa)opt ≈
2

3
W

(
q
)≈ 4

3

1+q/2

1+q
ln

(
q

ln
(
1+q

) )
, (4.18)

and an accurate simple approximation for q ≳ 102 with (ΘDa)opt ≈ 1
2 ln

(
2q
3

)
Using (4.17)
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and (4.18) the optimal flow velocity can be chosen based on the channel length and
reaction rates.

As shown, this approach can reap some benefits in a simple flow reactor. In the most
realistic case, Figure 4.2d, it is seen that the same effectiveness can be attained with
reduced catalyst loading at a higher Damköhler number, representing a reduction in both
capital cost of catalyst and operational pumping costs. We extend the model to a system
more suited for industrial CO2ER to determine the improvements that can be made in
the more extreme conditions found in a GDE electrolyser.
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(a) lim
q→∞E , where c̄ = e−Da x̄ (b) Eq=10, where c̄ = e−Da x̄

(c) lim
q→∞E , where c̄ ≈ e−2Da x̄ (d) Eq=10, where c̄ = 1

2q ((1 + 2q)e−2Da x̄ − 1)

Figure 4.2: A comparison of effectiveness, E = YS, for linearly decreasing catalyst loadings for the system
without homogeneous reactions with high q → ∞, 4.2a, and relatively low q = 10, 4.2b and for the system
with approximate homogeneous reactions with high q →∞, 4.2c, and relatively low q →∞, 4.2d, for an n = 2
electron reaction. Red, blue and green colours indicate A = 0, 0.5 and 1, corresponding to 100%, 75% and 50%
cumulative catalyst loading, respectively. For the low q = 10 case, dotted lines show the respective selectivities,
S, and dashed lines show the respective yields, Y. In 4.2c and 4.2d the CO2 buffer reactions lower the maximum
yield and hence maximum effectiveness to 0.5, although 4.2c still exhibits behaviour similar to 4.2a In the most
realistic system, 4.2d, effectiveness remains low throughout due to reaction with OH− sourced from both the
CO2ER (4.2) and HER (4.3).
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4.3. GDE MODEL
To overcome the prohibitively low solubility and diffusivity of CO2 in aqueous electrolytes,
GDEs are commonly used to supply gaseous CO2 as close to the reaction sites as possible,
minimising diffusive path length. This means that reactant depletion occurs in a parallel
gas channel and we must consider the transport of this depleted reactant to the reaction
site. Furthermore, employed electrolytes are commonly optimised for high conductivity
(e.g. KOH) or CO2 saturation and buffer capacity (KHCO3), both of which can affect
the local buffer reaction and break the stoichiometric limit of Fig. 4.1. The diagram in
Fig. 4.3 shows the normal operation of such an electrolyser, in which gas phase CO2

is transported from the gas channel through the diffusion medium to dissolve in the
electrolyte in the catalyst layer (CL), where it reacts at the catalyst sites. This, along with
the undesired HER, produces OH− ions that then aggressively react with the remaining
aqueous CO2 molecules, forming HCO−

3 and then CO2−
3 . Depending on the choice of

electrolyte, there are additional sources, or sinks, of CO2 and OH− from the electrolyte. If a
high pH electrolyte such as KOH is used, the concentration of OH− in the bulk electrolyte
will exceed that in the CL and act as a source, but a lower pH electrolyte can act as a
OH− sink, and in the case of CO2 saturated KHCO3, even act as a source of reactant CO2.
The extremely high CO2 mass transfer rate offered by the GDE means that within the CL
the CO2 concentration is often out of equilibrium with the OH− concentration, although
equilibrium is still assumed in (4.5) with CO2−

3 . Thus, to model the behaviour upon
reducing catalyst loading, as illustrated in Fig. 4.4, we are also required to independently
consider the balance of OH− and gaseous CO2.

4.3.1. THEORY
First we note that the system is governed by the spatial development of three correlated
species: OH−

(aq), CO2(aq), and CO2(g). We also note that there is little variation in the
flow-perpendicular in-plane direction, and the characteristic in-plane length scales are
far greater than the through-plane length scales, so it is pertinent to reduce the system
from 2D to a 1D system with additional relations capturing the through-plane effects.
The gas phase is flow-driven and is modelled by a simple ODE. It practically always has a
sufficient Péclet number to neglect diffusion in the flow direction, so gas concentration
cg is modelled by

−ULGC
∂cg

∂x
= kt

GC(H cccg − c), (4.19)

with c the average concentration [CO2](aq) in the catalyst layer. U is the average flow
velocity [m/s] in the gas channel of width LGC and kt

GC is the mass transfer coefficient
[m/s] between the gas channel (GC) and catalyst layer (CL). Here, t stands for transport,
to make the distinction with reaction rate constants that lack this superscript. H cc is the
dimensionless concentration-to-concentration Henry’s constant, which for an ideal gas
can be related to the more common partial pressure-to-concentration Henry’s constant
through H cc =H RT, where R is the molar gas constant and T is temperature. Introducing
an aqueous-equivalent concentration C ≡H cccg gives

−ULGC

H cc

∂C
∂x

= kt
GC(C − c), (4.20)
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Figure 4.3: A typical GDE flow electrolyser with uniform catalyst loading. High OH− production leads to high
parasitic consumption of CO2 through buffer reactions and severe depletion of both aqueous and gaseous
reactant.

Figure 4.4: A GDE flow electrolyser with progressively decreasing catalyst loading. Lower reduction reaction
rates lead to improved CO2 utilisation and reaction selectivity due to lower buffer reaction rates, at the cost of
lower single-pass conversion.
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We will write the equilibrium concentration in the aqueous phase at the partial pressure
of the gas inlet c0 =H pCO2,0 =H cccg ,0. Using this, (4.19) can be nondimensionalised as

−DaGC

H cc

∂C̄
∂x̄

= C̄ − c̄, (4.21)

where x̄ ≡ x
L , C̄ ≡ C

c0
, c̄ ≡ c

c0
. DaGC ≡ ULGC

kt
GCL

can be interpreted as a gas channel Damköhler

number. Within the catalyst layer there is negligible flow, and the effect of diffusion
parallel to the flow channel is minuscule compared to the through-plane interaction with
the electrolyte and gas channels. Therefore, we let the spatial variation of the aqueous
species along the CL be entirely determined by their local reaction rates and interactions
with neighbouring channels. If we again restrict ourselves to the case of n = 2, this leads
to the following local species balances for CO2(aq) and OH−

(aq) respectively,

kt
GC(C − c)︸ ︷︷ ︸

transfer from gas channel

+ kt
CO2

(cB − c)︸ ︷︷ ︸
transfer from electrolyte channel

= LCLϵkc︸ ︷︷ ︸
CO2ER reaction

+ LCLϵkrcOH−c,︸ ︷︷ ︸
homogeneous reaction

(4.22)

kt
OH− (cB

OH− − cOH− )︸ ︷︷ ︸
transfer from electrolyte channel

+ 2LCLϵkc︸ ︷︷ ︸
CO2ER reaction

+ 2LCLϵkH2︸ ︷︷ ︸
H2 evolution

= 2LCLϵkrcOH−c︸ ︷︷ ︸
homogeneous reaction

, (4.23)

with cOH− the concentration [OH−](aq) at the catalyst layer. The constants we will use
in our model calculations are listed in Table 4.1. Here, kt

CO2
refers to the mass transfer

coefficients [m/s] of CO2 from the bulk of the electrolyte channel to the CL. The bulk
concentrations in the electrolyte channel are given by cB and cB

OH− , with the B superscript
referring to bulk concentration. In each case, mass transfer from neighbouring channels
is equated to volumetric sources/sinks due to reactions, averaged across the CL. In (4.22),
CO2 is being supplied by or lost to the electrolyte channel, depending on the value of
cB relative to c, and similarly for cB

OH− and cOH− in (4.23). We note that we will likely see

cB
OH− > cOH− and c > cB in high pH electrolytes, like KOH, with the reverse being true for

neutral pH electrolytes, like KHCO3. The CO2 then reacts through the thickness of the
CL, LCL, both electrochemically and with OH−. A similar balance is in (4.23), but with no
gas channel transfer. The same homogeneous reaction sink of CO2(aq) on the right-hand
side of (4.22) appears for OH−

(aq) on the right-hand side of (4.23). It is doubled due to the
second OH− ion consumed in converting HCO−

3 to CO2−
3 in (4.5). The CO2ER reaction sink

CO2(aq) appears doubled and as a source of OH−
(aq), because we consider n = 2 in (4.2).

Finally, also in the HER source of OH−
(aq) a factor 2 appears, because through (4.3) two

OH−
(aq) ions are produced for each H2.

In non-dimensionalising (4.22) and (4.23) we elect to divide by a characteristic value
ϵLCLkrc0cB

OH− of the homogeneous term giving

k̄t
GC(C̄ − c̄)︸ ︷︷ ︸

transfer from gas channel

+ k̄t
CO2

(c̄B − c̄)︸ ︷︷ ︸
transfer from electrolyte channel

= k̄ c̄︸︷︷︸
CO2ER reaction

+ c̄OH− c̄,︸ ︷︷ ︸
homogeneous reaction

(4.24)

k̄t
H2

(1− c̄OH− )︸ ︷︷ ︸
transfer from electrolyte channel

+ k̄ c̄︸︷︷︸
CO2ER reaction

+ k̄H2︸︷︷︸
H2 evolution

= c̄OH− c̄,︸ ︷︷ ︸
homogeneous reaction

(4.25)
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Figure 4.5: Diagram of the numerical system (not to scale). Explicit variation in the flow-wise direction only
occurs in the development of C , through (4.20), and in the development of the boundary layer dependent mass
transfer coefficients, kt

OH− and kt
CO2

. The concentrations c and cOH− , governed by (4.22) and 4.23 respectively,

depend on these parallel streams, as well as each other and θ.

where c̄OH− ≡ C
cB

OH−
, c̄B ≡ cB

c0
, k̄t

GC ≡ kt
GC

LCLϵkrcB
OH−

, k̄t
CO2

≡ kt
CO2

LCLϵkrcB
OH−

, k̄t
H2

≡ kt
OH−

2LCLϵkrc0
, k̄ ≡

k
krcB

OH−
, and k̄H2 ≡ kH2

krc0
. Note the division by two in the definition of k̄t

H2
, as this will

always be a two electron transfer reaction. It is worth noting that k̄t
CO2

and k̄t
H2

are deter-
mined by the development of the electrolyte flow channel, and may also be functions of x̄
if required, as shown in (4.81).

So far, we have refrained from including the effect of catalyst loading on k̄ and k̄H2 .
This is due to the fact that not all of the HER reaction necessarily takes place on catalyst
particles, and some may instead take place on the CL substrate. Yang et al. showed that
for catalyst deposited directly onto the GDL, a substantial portion, if not the majority, of
HER takes place on the substrate [38]. However, they also showed that for a PTFE-based
CL this effect is much less pronounced. HER on the GDL does remain an issue in the case
of electrolyte breakthrough and flooding.

We implement the effect of catalyst loading by taking k̄ → θk̄ for CO2ER but k̄H2 →
θ+θ0
1+θ0

k̄ for HER. Here θ0 represents the ratio of substrate-based HER to total HER at full
catalyst loading. A brief investigation of the impact of nonzero θ0 is given in SI 4.7.3. Here
we will assume that the PTFE content of our CL is sufficient to give θ0 ≈ 0 and so rearrange
(4.24) and (4.25) to

c̄ =
k̄t

GCC̄ + k̄t
CO2

c̄B

k̄t
GC + k̄t

CO2
+θk̄ + c̄OH−

, (4.26)

c̄OH− =
k̄t

H2
+θk̄ c̄ +θk̄H2

k̄t
H2

+ c̄
. (4.27)
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Solving (4.26) and (4.27) for c̄ and inserting that into (4.21), we arrive at

−∂C̄
∂x̄

= aC̄ +b−
√
αC̄ 2 +βC̄ +γ, (4.28)

where the coefficients are given in (4.89). This equation is solved numerically in MATLAB.
Our addition of the additional flow channels requires a more nuanced performance
metric, which we will consider now.

4.3.2. PERFORMANCE METRIC
Although the reduction in total catalyst usage will save on electrolyser costs, we focus
only on continuous operation efficiency. Factoring in catalyst values would necessitate
bold assumptions about total cell material costs and lifespans, both of which are out of
the scope of this work. We note that n = 2 corresponds to production of CO and consider
the following,

νCO2 , the price of CO2 in $ mol−1, (4.29a)

νCO, the price of CO in $ mol−1, (4.29b)

νP, the price of electrical energy in $ J−1. (4.29c)

We propose the following rough profit metric in units of $ s−1 m−2

Y$ = νCOY∗−νCO2 X∗−νP(Pe +Psep), (4.30)

which includes the power input per unit area of electrode towards electrolysis Pe and
separation Psep, in J s−1 m−2. The dimensional product yield and conversion per unit
electrode area, Y∗ and X∗ respectively, in mol s−1 m−2:

Y∗ = LHLCL

A

∫ L

0
θkcd x = X∗

maxY
LCL

LGC
, (4.31)

X∗ = ULHLGC

A
(c0 − c (L)) = X∗

maxX, (4.32)

where LH is the cell height in the direction normal to the current and the flow and each
quantity is normalised by cell area, A = LHL. Here X∗

max = ULHLGCc0
A = ULGCc0

L is the maxi-
mum conversion per unit area. The faradaic efficiency S remains equal to that in (4.10),
inserting n = 2. Note that in this n = 2 case, producing only CO and H2, the total rate of
electron charge transferred per unit area, C s−1 m−2, or the average current density, can
be written as

j = 2FLHLCL

A

∫ L

0
θ(kc +kH2 )d x = 2FLCLc0k

q

∫ 1

0
θ

(
qc̄ +1

)
d x̄ = 2F

Y∗

S
, (4.33)

where F is Faraday’s constant. For a cell potential V, the power per unit area required for
electrolysis is

Pe = j V = 2F
Y∗

S
V. (4.34)
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Note that separation is currently routinely done through non-electrical means, but we
assume future separation equipment will also be electrified. Although the produced
H2 has a value comparable to CO2 per kg, the low molar mass of H2 means the market
value of the amount produced by HER is almost always negligible (≈1%). We include
the functionality in the MATLAB code and in the general case of the model, described in
SI 4.6.5, but henceforth neglect H2 in the profit metric. This general case also includes
options for non-catalytic HER, electrolyte recombination and recirculation, crossover
fractions, and user-defined liquid product separation costs.Often, besides the reactant
CO2 also other species are present at the gas channel inlet. However, for the sake of
simplicity, we consider only reactants and products in our outlet gas stream. Therefore,
we can approximately consider the energy cost of separation per mole of outlet gas, and
then normalise the value by inlet flow rate to get a cost of separation per second. The
minimum thermodynamic energy requirement of separation per second and unit area is
thus given by

P∗
sep =−X∗

sepRT
∑

i
xi ln xi (4.35)

where X∗
sep =

(
ULHLGC

A c0 (1−X)+ j
2F

)
= X∗

max (1−X)+ Y∗
S is the total moles per second to

be separated per unit electrode area. The first term represents the amount of CO2 not
converted, and the second term the amount of CO produced, both per second and per
unit electrode area. Here xi are the mole fractions in the outlet gas stream. Note that in
SI 4.7.4, where we consider n > 2 for multiple product reduction, some fraction of the
products may be liquid and thus remain in the liquid stream rather than the gas outlet,
see SI 4.6.5. We dampen this ambitious minimum separation energy with an efficiency

parameter µ through Psep = P∗
sep

µ and note that for n = 2 reduction to CO and H2

xCO2 =
X∗

max (1−X)

X∗
sep

, xCO = Y∗

X∗
sep

, xH2 =
Y∗−Y∗S

SX∗
sep

. (4.36)

In addition, we consider the possibility of CO2 crossover in the form of HCO−
3 and CO2−

3 .
While often impeded by selective membranes, CO2 crossover is difficult to fully prevent
and leads to high recovery costs as it evolves into the anodic O2 stream. Average costs
are given by ν∗A ≈ 4 MJ kg−1 [1, 37]. We can determine the carbonate production rate by
subtracting yield from conversion, and we can also introduce µc, the crossover efficiency,
to describe the fraction of produced carbonates that cross over, react back to CO2, and
evolve at the anode. Using this in (4.30), along with (4.34) and (4.35), gives a profit per
second per unit area of

Y$ = νCOY∗−νCO2

(
X∗−µc

(
X∗−Y∗))−νP

(
2VF

Y∗

S
+νAµc

(
X∗−Y∗)− X∗

sepRT

µ

∑
xi ln xi

)
.

(4.37)
By subtracting the crossed-over carbonate from X∗ in the second term, we assume that
from it the CO2 will be fully recovered. However, we note that in the case of high anodic
separation costs or low cost reactant, it could occur that νCO2 < νPνA, in which case
it would be preferable to neglect the anodic separation step and simply pay for more
reactant, as shown in SI. 4.12.
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Symbol Parameter Value Unit
L Channel length 2×10−2 m
LH Channel height 5×10−3 m
LGC Gas channel width 2×10−3 m
LEC Flow channel width 1.5×10−3 m
LCL CL width 8×10−6 m
X∗

max Gas flow rate 17 ml min−1

QL Liquid flow rate 0.5 ml min−1

ε CL porosity 0.4 -
H CO2 Henry constant 31.097 mol m−3 atm−1

p0 Initial pressure 1 atm
νCO2 Price of CO2 3.1×10−3 $ mol−1

νCO Price of CO 1.7×10−2 $ mol−1

νP Price of electrical energy 1.4×10−8 $ J−1

V Cell potential 3 V
T Temperature 293.15 K

Table 4.1: Table of model parameters based on Kenis group flow electrolysers [36, 15, 22, 34]. For a full description
of the parameters, refer to SI 4.2, and table SI 4.2.

4.3.3. NUMERICAL METHOD

In optimising the catalyst loading θ we will use (4.37) as the objective function. We will
require as a constraint that the loading function, θ(x̄), must return a value on the interval
(0,1], that is to say not including zero, must initially be unity, that is θ(0) = 1, must be
nonincreasing, that is x > y =⇒ θ(x) ≤ θ(y). integrates to some total catalyst loading
value Θ = ∫ 1

0 θ(x̄)d x̄. For the sake of optimisation we will assume this function either
takes a polynomial form,

θ (x̄) =
N∑

n=0
an x̄n , (4.38)

with coefficients an and a0 = 1, or an equally spaced step function form with

θ (x̄) =
N∑

n=0
(an −an−1)H

(
x̄ − n

N

)
, (4.39)

with a−1 = 0 and where H(x̄) is the Heaviside function. This allows us to optimise for
N coefficients describing the catalyst loading profile. We use a nonlinear optimiser in
MATLAB with the above constraints to determine the optimal values ofΘ and an by solving
(4.28) numerically. Functional optimisation of (4.38) is simple due to the smoothness of
polynomials, but the discontinuities presented by (4.39) necessitate stiff ODE solvers and
spatial mesh refinement in the vicinity of steps, so we use ode15s. The resulting code can
be freely downloaded as a supporting information file.

4.3.4. RESULTS AND DISCUSSION
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Figure 4.6: Solutions to the numerical system for unoptimised (solid lines) and optimised (dashed lines) catalyst
loading showing the normalised gas phase concentration CO2 (C̄ ), aqueous phase concentration CO2 (c̄),

catalyst loading (θ), and pH, for reduction on an Ag catalyst in KOH. (a) shows that at a flow rate of Q = Qref
2 , or

approximately 12 mL min−1, the single pass conversion is only slightly greater than 50% and a slight reduction
of 12% in total catalyst loading increases selectivity from 90.4% to 91.3%, at the cost of reducing total current

density from 436 mA cm−2 to 424 mA cm−2. (b) shows that a lower flow rate of Q = Qref
4 , or approximately

6 mL min−1, the single pass conversion now exceeds 70% and a large reduction of 26% in total catalyst loading
roughly doubles the aqueous CO2 concentration at the outlet and increases selectivity from 87.1% to 89.8%, at
the cost of reducing total current density from 326 mA cm−2 to 303 mA cm−2. In each case a reduced catalyst
near the outlet improves selectivity at the cost of current density. The reduction in pH due to decreased HER
current and the higher local aqueous CO2 concentration combine to create a more favourable environment for
electrochemical reaction of CO2, despite a lower availability of catalyst in that region.

REFERENCE GAS FLOW RATE

To date, there are no experimental studies on the effect of flow-wise catalyst loading
variation in CO2ER, so our comparison must be between the model with and without
optimising catalyst loading. To determine geometric parameters, we take a generic
microfluidic setup [15, 22, 34] and its operation conditions. In addition to the parameters
in Table 4.1 we take the experimental total current density of j = 477 mA cm−2 with an FE
of 91.2% at a gas flow rate of 17 ml min−1 in 3M KOH [34]. We then fit the reaction rate k
and ratio q to the reported FE and current density and determine the maximum partial
CO2ER current density

jCO2,0 = nFkc0LCL (4.40)

that would be obtained in case the concentration would be c0 = pCO2 /RT through the
whole CL. Using this fictitious, but non-arbitrary, high current density, we can write a
reference value for flow rates as

Qref =
jCO2,0A

nFc0
. (4.41)

This maximum conversion of all inlet concentration c0 is completely unattainable, so
this flow rate should be seen more as an impartial reference flow rate. For the values in
Table 4.1, Qref ≈ 24 ml min−1, and we note that this is in practice quite a high flow rate, so
in Figure 4.6 we consider flow rates of Q = Qref

2 and Q = Qref
4 .
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OPTIMISED PROFILES FOR AG

We see that, following (4.22), the aqueous concentration is far lower than the equilibrium
concentration, due to the high electrochemical and homogeneous reactions being at
comparably high rates to the GDL mass transfer. By reducing the catalyst loading θ, the
optimisation process decreases HER rate and thus pH in regions nearer to the outlet,
permitting higher CO2 concentrations. As the CO2 electroreduction rate is first order in
concentration, this increase mostly compensates for the reduction in catalyst availability.
For example, in Fig. 4.6(b), c̄ more than doubles and θ drops to a third of its initial value,
meaning that the CO2 electroreduction rate is reduced by less than a third while the HER
is reduced by two thirds. Note that the optimised catalyst loading lowers the partial CO
current density and also leads to a reduction in effectiveness metric E = YS of Fig. 4.2.
However, the metric laid out in (4.37) is increased by roughly 0.6% and 4.5% in Fig. 4.6(a)
and (b) respectively, as detailed in Section 4.3.4.

OPTIMISED PROFILES FOR CU

The efficacy of the optimisation is sensitive to reaction kinetics and gas flow rate, so
we further investigate the optimisation process on a Cu catalyst cell, with reduction to
multiple products with differing values of n. We replace these different reactions with
one reaction with an effective n and k, in which different products are disambiguated
by their respective experimentally fitted faradaic efficiencies. The value of n is then
calculated as an average of electrons transferred for each product, weighted by each
the respective faradaic efficiency of that product among CO2ER products. A bold yet
necessary assumption for the model is that reaction rates for each of the products remain
first order in concentration. Using this assumption we extract results from the work of
Hoang et al. [10] kinetic parameters for the new system. They measured a total current
density of 311 mA cm−2 and and FE towards CO2 products of 90.2% at a gas flow rate
of 7 mL min. The observed products CO, HCOOH, CH3OH, CH4, C2H4, and C2H5OH
on average used n ≈ 5 electrons transferred per CO2 converted. Notably, some of these
products enter the liquid phase, but liquid separation is a less straightforward process to
scale and is neglected from the metric. See SI 4.6.4 for more details. This lower current
density and greater n combine to give a value of Qref ≈ 0.91 mL min−1, far lower than
that of the Ag based cell. This is relevant, as Fig. 4.7 shows that the Cu based cell already
reaches near full conversion of the gas supply at this reference flow rate in KOH, primarily
due to the non-electrochemical conversion to carbonates, while the Ag cell does not reach
full conversion at flow rates even as low as Qref

4 .
A Cu catalyst based system encounters more issues with reactant utilisation than Ag

in KOH as the high n means that the stoichiometric limit of (4.14) instead using n ≈ 5
becomes

lim
q→∞ c̄ = e−

(
1+ 5

2

)
Da x̄ = e−3.5Da x̄ . (4.42)

The relatively high average number of electrons transferred, n, used in (4.2) means there
are more OH− ions to parasitically consume the CO2. This manifests as an extremely high
single pass conversion but low yield, motivating the optimiser to drastically decrease θ
in the reactant depleted regions. We can track CO2 in the model to find that in Fig. 4.6
roughly 45% of the reactant that enters the CL is converted to CO, but in each case in
Fig. 4.7 only around 15% is converted to products. This means that of the almost unity
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Figure 4.7: Local plots of normalised gas phase CO2 (C̄ ), aqueous phase CO2 (c̄), catalyst loading (θ), and pH
for reduction on an Cu catalyst in KOH. (a) shows solutions to the numerical system for unoptimised (solid
lines) and optimised (dashed lines) catalyst loading at a flow rate of Q = 2Qref, or 1.82 mL min−1. The relatively
low electrochemical reaction rate permits a higher aqueous CO2 concentration near the inlet, but the high
value of n means that this still constitutes a large OH− source. A reduction of 52% in catalyst loading greatly
increases the selectivity from 78.8% to 87.4%, with a relatively small reduction in total current density from
141 mA cm−2 to 113 mA cm−2. (b) shows solutions to the numerical system for unoptimised (solid lines) and
optimised (dashed lines) catalyst loading at a flow rate of Q =Qref, or 0.91 mL min−1. The effect of the high n
and high pH of KOH are sufficient that all reactant is depleted early in the channel, despite Qref being ostensibly
sufficient. The optimiser responds by completely removing catalyst in the depleted regions, fully eliminating the
unnecessary HER and greatly improving selectivity from 63.9% to 85.3% with a reduction in total current density
from 82 mA cm−2 to 55 mA cm−2. High OH− production from the CO2 reduction as well as HER means that the
local pH increases to extreme levels in the unoptimised system, even exceeding the high KOH pH in the latter
regions. It becomes preferable for the optimiser to remove large amounts of catalyst to reduce electricity cost
from HER, as it is practically impossible for the electrochemical reaction rate to compete with the homogeneous
reaction rate and yield more product.
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Figure 4.8: Normalised partial CO2 current densities and product and H2 selectivities before and after optimisa-
tion for (a) the case of reduction on Ag depicted in Fig. 4.6(b), and (b) the case of reduction on Cu depicted in
Fig. 4.7(a). The profiles after optimisation, denoted by dashed lines, show that the selectivity towards CO2 reduc-
tion products is significantly increased, the selectivity towards H2 is significantly reduced, and the normalised
current density is relatively unchanged. The effects are far more pronounced in (b), in which the gradient of θ is
far steeper and the average number of of electrons transferred, n, is much higher.

single pass conversion, around 80% is simply converted to carbonates, representing a
large cost in reactant loss and anodic separation.

COST BREAKDOWN FOR AG

The relevant costs for the Ag and Cu cases discussed above are shown in Figs. 4.9(a) and
(b), respectively. From Fig. 4.9(a) we see the change in cost distribution after optimisation
is subtle. Despite significant catalyst removal, the distribution and the total costs only
slightly change. The majority of the cost comes from electrolysis energy, with reactant
and anodic separation costs playing a smaller yet significant role. It is noted that this
anodic separation step is to recover CO2 that has crossed over, so can be viewed as an
additional reactant cost. Furthermore, as this process depends on the price of electricity
νP rather than the price of CO2, νCO2 , so we must be careful to ensure that the step
remains feasible. In fact, if νCO2 were to drop by roughly roughly 20%, it would be cheaper
to simply purchase more CO2 rather than waste electricity recovering it from the anode
stream. To some extent, this anodic separation cost can be seen as an energy cost due to
poor reactant utilisation rather than a direct reactant cost. Improvements in profit margin
are 0.6% and 4.5% respectively after optimisation for the used lower and higher flow rates.
To these modest improvements a small saving in catalyst costs can be added.

COST BREAKDOWN FOR CU

Fig. 4.9(b) shows a more tempered picture of reduction on Cu. Despite higher normalised
flow rates, the profit margins are much smaller (note the different y-axis scaling), and even
negative in the unoptimised case using Qref. Due to the higher value of n, the fraction of
cost from converted CO2 is far smaller and electrolysis energy cost remains dominant.
The lower profit is clearly not due to a decrease in conversion, as Fig. 4.7 shows near unity
conversion, but is actually due to a low portion of CO2 being converted to products. The
high anodic separation costs represent the overwhelming fraction of CO2 being converted



4

110 4. OPTIMISATION OF VARIABLE CATALYST LOADING IN CO2 ELECTROREDUCTION

Figure 4.9: Breakdown of the costs associated with electrolyser operation and value of (a) produced CO for
reduction on Ag in KOH for the systems in Fig. 4.6 and (b) reduction on Cu in KOH for the systems in Fig. 4.7. The
bars represent the costs of electricity, Pe, reactant, PCO2 , anodic separation, Psep,A, cathodic separation, Psep,C
and product chemicals, and the revenues PCO and Pprod, in units of dollars per square metre of electrolyser
area per day. The net profits are labelled above the dashed lines. In every case electricity costs dominate, and
profit margin is improved by decreasing costs while attempting to maintain high product yield.

to carbonates and crossing over. Notably, the cathodic separation costs are small, for a
number of reasons: low outlet CO2 concentrations, due to high single pass conversion;
decreased product concentrations for non-CO products, due to higher n values yielding
fewer moles of products; and the fact that for reduction on Cu a significant portion of
products remain in the liquid phase, so they have no impact on the cathodic gas stream
separation cost. The improvements due optimising the catalyst loading in this case are
large, from a tripling in profit margin in the higher flow rate case to a recovery from severe
loss to minor profit in the lower flow rate case.

4.3.5. DISCUSSION
Across all of Fig. 4.9, we see that a system with a lower gas flow rate is more strongly
optimised with a lower value ofΘ and a larger improvement in profit margin. However, we
also see that simply a higher flow rate leads to a greater profit margin, despite the increase
in reactant cost, increase in separation cost, and decrease in single pass conversion.
Despite being a serious, even titular, focus in literature studies, single-pass conversion
is not always a good metric for CO2 electroreduction performance. In concurrence with
more recent techno-economic analyses, we find that anodic separation costs dominate
cathodic separation costs [37], but more importantly, electrolyser energy dominates
both [23]. Moore et al. neatly show that the energy optima frequently lie at low single
pass conversions of less than 10%, and we can similarly show our agreement with this
conclusion by manipulating flow rate rather than current density to attain various single
pass conversions. Fig. 4.10 shows that indeed, low single pass conversions, achieved by
high flow rates, exhibit the highest profit margins, and the largest cost is always Pe by a
significant margin.

A recommendation following from this information is to simply make the electrolyser
shorter or to increase gas flow rate, both of which have a similar positive effect. Indeed,
this is the conclusion found for the simple model in section 4.2. However, from a practical
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Figure 4.10: Parametric plots of costs, product values, and optimised values ofΘ in KOH on Ag against varying
gas flow rates in (a) or analogously single pass conversions in (b). Low flow rates correspond to high single pass
conversions and low optimisedΘ to alleviate reactant shortages, whereas high flow rates yield low single pass
conversions, higher optimal catalyst loadings, and, in agreement with Moore et al., higher profit margins. At low
single pass conversions, or equivalently very high gas flow rates, Θ reaches unity, meaning that the reactant
supply is high enough that the electrolyser is operating effectively along its entire length.

and economical perspective longer electrolysers may be preferred and there are also
limitations to the maximum gas flow rate that can be used. High flow rates lead to
turbulence and high pressure drops that can lead to pressure-balancing problems that
can cause catalyst drying or electrode flooding. Therefore, often sub-optimal flow rates
are used in practice for which a variable catalyst loading can generate significant benefits
as shown in this work. In some systems that exhibit Θ< 1 even at extremely low single
pass conversions, the optimisation process can be degenerate. This can corresponds to
systems that are limited by insufficient mass transfer through the GDL or systems that are
always economically infeasible. In the former case,Θ becomes independent of flow rate
and instead depends on GDL mass transfer rate. This change can be reverted by simply
lowering the current density, similar to the conclusion of the 1D model, or by improving
mass transfer through the GDL or increasing c0 by increasing pCO2,0.

4.4. CONCLUSION
We considered first-order reaction systems with competitive secondary reactions, show-
ing how these can be optimised with selective reduction in catalyst. We first derived an
analytical solution for simple 1D electrochemical flow cells, in which secondary reactions
produce reactant annihilating species. Using analytical solutions for different catalyst
loading profiles we show that an improvements are possible at higher Damköhler num-
bers, corresponding to lower gas flow rates or longer channels. Variable catalyst loading
yields greater results in systems with prevalent buffer reactions.

We further the investigation by developing a model of a GDE based CO2 electrolyser,
with a more comprehensive cost metric to consider more realistic operation. In doing
so, we find that many typical electrolyser setups can benefit from carefully engineered
catalyst distribution, and while some systems may not receive a large benefit it must
be reiterated that this benefit is effected by, in fact, a reduction in catalyst capital cost.
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This means that this optimisation should always be considered. Furthermore we find
agreement with recent literature that a singular focus on single pass conversion or reactant
utilisation may be misguided, as electrolyser energy is the predominant cost in such cells,
and peak performance is reached at low single pass conversions. We further find that,
while variable catalyst loading has the greatest impact on high single pass conversion
systems, there are parameter spaces in which variable catalyst loading will have a large
impact regardless of single pass conversion. As such, we recommend that interested
readers use and adapt the provided MATLAB code to investigate the potential benefits of
this optimisation process in their own systems.

4.5. SIMPLEST (SINGLE PHASE) MODEL
The simplest model we can use to investigate variable catalyst loading is a 1D reaction
advection equation. Without the homogeneous reactions there is no effect of OH− on c,
so terms involving n or q disappear, and Eq. (4.9) reads

U
∂c

∂x
+θck = 0, c(0) = c0,

which is easily solved generally by rewriting it as

c̄ ′(x̄)+ θ̄(x̄)(x̄)Da c̄(x̄) = 0, c̄(0) = 1, (4.43)

where Da = kL/U , c̄ = c/c0 and x̄ = x/L, with solution

c̄(x̄) = e−Da
∫ x̄

0 θ̄(x̄)(ξ)dξ. (4.44)

This integral represents the total catalyst load up to a fractional length of x̄ along the
interval, and will henceforth be written as

Θ(x̄) =
∫ x̄

0
θ̄(x̄)(ξ)dξ, (4.45)

with the constantΘ≡Θ(1) referring to the total catalyst loading. This gives us the general
solution of

c̄(x̄) = e−Da Θ(x̄). (4.46)

4.5.1. SOLUTIONS FOR N=2
Solutions to the general Eq. (4.9) are possible, but for the sake of brevity we will hereon
take n = 2 electron reactions, and recommend the reader follow the derivations if greater
n is required. Values of interest are the conversion, X, yield, Y, and Faradaic efficiency, S,
given respectively by

X = 1− c̄(1) (4.47)

Y = Da
∫ 1

0
θ̄(x̄)(x̄)c̄(x̄)d x̄ (4.48)

S =
∫ 1

0 θ̄(x̄)(x̄)c̄(x̄)d x̄∫ 1
0 θ̄(x̄)(x̄)(c̄(x̄)+ 1

q )d x̄
= qY

qY+DaΘ
, (4.49)
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where q = kc0/kH2 is the ratio between the first order primary reaction at concentration
c0 and the zeroth order secondary reaction, in this case the hydrogen evolution reaction,
which is another two electron reaction. In the case of Eq (4.43), Eq. (4.47) and Eq. (4.48)
are identical by the Fundamental Theorem of Calculus, but in later cases will differ.
We identify five key profiles for θ̄(x̄)(x̄):

Flat: θ̄(x̄)(x̄) ≡ 1, (4.50a)

Linear: θ̄(x̄)(x̄) = 1− Ax̄, (4.50b)

Inverse: θ̄(x̄)(x̄) = A2

A2 + x̄2 , (4.50c)

Exponential: θ̄(x̄)(x̄) = e−Ax̄ , (4.50d)

These give cumulative loadings of

Θ(x̄) =


x̄, for θ̄(x̄)(x̄) ≡ 1
(2−Ax̄)x̄

2 , for θ̄(x̄)(x̄) = 1− Ax̄

A arctan
( x̄

A

)
, for θ̄(x̄)(x̄) = A2

A2+x̄2

1−e−Ax̄

A , for θ̄(x̄)(x̄) = e−Ax̄

 , (4.51)

The solutions for these profiles are given by

c̄(x̄) =


e−Dax̄ , for θ̄(x̄)(x̄) ≡ 1

e
−Da(2−Ax̄)x̄

2 , for θ̄(x̄)(x̄) = 1− Ax̄

e−ADaarctan
( x̄

A

)
, for θ̄(x̄)(x̄) = A2

A2+x̄2

e−
Da(1−e−Ax̄ )

A , for θ̄(x̄)(x̄) = e−Ax̄

 , (4.52)

with conversion and yield given by

X = Y =


1−e−Da, for θ̄(x̄) ≡ 1

1−e
−Da(2−A)

2 , for θ̄(x̄) = 1− Ax̄

1−e−ADaarctan
( 1

A

)
, for θ̄(x̄) = A2

A2+x̄2

1−e−
Da(1−e−A )

A , for θ̄(x̄) = e−Ax̄

 , (4.53)

and Faradaic efficiency S given by inserting (4.53) and (4.51) into (4.49). The effectiveness

E = YS = qY2

qY+DaΘ can be immediately obtained from these expressions. For example, for a

homogeneous catalyst loading E =
(
1−e−Da)2

1−e−Da+Da/q
. This tends to one for q ≫ Da ≫ 1.

4.5.2. HOMOGENEOUS REACTIONS
The approximate inclusion of homogeneous reactions is expressed as

c̄ ′(x̄)+ θ̄(x̄)(x̄)Da

(
2c̄(x̄)+ 1

q

)
= 0, c̄(0) = 1, (4.54)

with solutions given by

c̄(x̄) = e−2DaΘ(x̄)
(
1− Da

q

∫ x̄

0
θ̄(x̄)(ξ)e2DaΘ(ξ)dξ

)
, (4.55)
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but of course θ̄(x̄)(x̄) =Θ′(x̄), so by noting that f ′(x)e f (x) = (
e f (x)

)′
we can write

c̄(x̄) = 1

2q

(
2qe−2DaΘ(x̄) −e−2DaΘ(x̄)

[
e2DaΘ(ξ)

]x

0

)
, (4.56)

simplifying to

c̄(x̄) = 1

2q

((
2q +1

)
e−2DaΘ(x̄) −1

)
(4.57)

or in full,

c̄(x̄) =



(2q+1)e−2Dax̄−1
2q , for θ̄(x̄) ≡ 1

(2q+1)e−Dax̄(2−Ax̄)−1
2q , for θ̄(x̄) = 1− Ax̄

(2q+1)e
−2ADaarctan

(
x̄
A

)
−1

2q , for θ̄(x̄) = A2

A2+x̄2

(2q+1)e
−2Da(1−e−Ax̄ )

A −1
2q , for θ̄(x̄) = e−Ax̄


. (4.58)

Importantly, this means that while the definitions of X, Y and S of (4.47)-(4.49) remain
unchanged, we can circumvent the need for involved integration by noting that

X = Da
∫ 1

0
θ(x̄)

(
2c̄(x̄)+ 1

q

)
d x̄ (4.59)

= 2Y+ Da

q
Θ ⇐⇒ Y = qX−DaΘ

2q
, (4.60)

so

X =



2q+1
2q

(
1−e−2Da

)
, for θ̄(x̄) = 1

2q+1
2q

(
1−e−Da(2−A)

)
, for θ̄(x̄) = 1− Ax̄

2q+1
2q

(
1−e−2ADaarctan

( 1
A

))
, for θ̄(x̄) = A2

A2+x̄2

2q+1
2q

(
1−e−

2Da
A

(
1−e−A))

, for θ̄(x̄) = e−Ax̄


, (4.61)

and

Y =



(2q+1)
(
1−e−2Da)−2Da

4q , for θ̄(x̄) = 1
(2q+1)

(
1−e−Da(2−A)

)−Da(2−A)
4q , for θ̄(x̄) = 1− Ax̄

(2q+1)
(
1−e−2ADaarctan 1

A

)
−2ADaarctan 1

A

4q , for θ̄(x̄) = A2

A2+x̄2

(2q+1)
(
1−e−

2Da
A (1−e−A)

)
− 2Da

A

(
1−e−A)

4q , for θ̄(x̄) = e−Ax̄


. (4.62)

4.5.3. STEP BASED LOADINGS
A more practical approach could be to explicitly define uniform loading in subsections
of the channel. We assume that these steps are equally spaced and of equal length, with
each of the N steps characterised by a catalyst loading, αn , with α0 = 1. While we could
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define this in terms of explicit step functions, most of the expressions are easier to define
in terms of the Heaviside step function,

H(x) =
{

0, x < 0

1, x ≥ 0
(4.63)

and define α−1 = 0 to give

θ̄(x̄)(x̄) =
N∑

n=0
(αn −αn−1)H

(
x̄ − n

N

)
(4.64a)

Θ(x̄) =
N∑

n=0
(αn −αn−1)H

(
x̄ − n

N

)(
x̄ − n

N

)
(4.64b)

c(x̄) =
N∏

n=0
e−Da(αn−αn−1)H

(
x̄− n

N

)(
x̄− n

N

)
(4.64c)

X = Y = 1−
N∏

n=1
e−

Da
N αn (4.64d)

(4.64e)

Following this, we can use the processes laid out in the following section to derive expres-
sions for the case with reactions.

To conclude, without buffer reactions we have Y = X and

c̄(x̄) = e−DaΘ(x̄) (4.65)

with buffer reactions for n = 2 we have Y = qX−DaΘ
2q and

c̄(x̄) =
(
2q +1

)
e−2DaΘ(x̄) −1

2q
(4.66)

4.5.4. OPTIMISATION

NO BUFFER REACTIONS

We note again that effectiveness is given by,

E = qY2

qY+DaΘ
, (4.67)

and qualitatively corresponds to the total amount of product we attain multiplied by the
efficiency at which we attain it. To determine the optimal value ofΘ for a given value of
Da, we can set the derivative of E with respect to Θ to zero. Writing a subscript of Θ to
denote a derivative with respect toΘ, we find

EΘ = qY
((

qYΘ−Da
)

Y+2ΘDaYΘ
)(

qY+ΘDa
)2 = 0, (4.68)

or equivalently

YΘ = DaY

qY+2ΘDa
. (4.69)
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To find YΘ we note that

∂

∂Θ
Y = ∂

∂Θ
Da

∫ 1

0
θ(x̄)e−DaΘ(x̄)d x̄ = ∂

∂Θ

∫ 0

1

d
(
e−DaΘ(x̄)

)
d x̄

d x̄ = ∂

∂Θ

(
1−e−DaΘ)= Dac̄(1).

(4.70)
Utilising (4.46), (4.47) and (4.70), Eq. (4.69) becomes

Dac̄(1) = Da(1− c̄(1))

q (1− c̄(1))+2ΘDa
⇐⇒ eΘDa +qe−ΘDa = 1+q +2ΘDa. (4.71)

Regrettably, the final form in (4.71) is quite insoluble, but in (4.67) and (4.71), only the
product ofΘ and Da ever appears. This means thatΘ successfully acts as a multiplier for
Da: that is to say, the optimal value of E with a flat loading will be identical to the optimal
value at a higher Da but optimisedΘ. Notably, YDa =Θc̄(1), or YDaΘ = c̄(1), by symmetry.
Therefore, by symmetry, the steps taken in (4.68), (4.69), and (4.71) are identical when
considering a given value ofΘ and optimising for Da.

When q → 0, E → 0, so no meaningful value of DaΘ can be assigned, and in the case
of q →∞, E → Y, so the optimum is ΘDa →∞. An approximation for general q with a
maximum relative error of 7 % is given by

(ΘDa)opt ≈ 1.256431209+ 1

2
W

(
q2) (4.72)

where W
(
q
)

is the Lambert W or product log function satisfying W
(
q
)

eW(q) = q . A good
approximation in terms of logarithms can be found in Ref. [9]. A simple approximation
accurate with a relative maximum error of 11 % reads

(ΘDa)opt ≈ 1+ ln

(
1.2923q

ln
(
1+q

) )
(4.73)

where 1.2923 ≈ e1.256431209−1, to ensure the exact limit for q → 0 holds. However, for q ≫ 1
a better approximation is the simple approximation (ΘDa)opt ≈ ln

(
q
)
.

INCLUDING BUFFER REACTIONS (n = 2)
The derivation for the case with buffer reactions is similar. In this case, Eq. (4.70) continues

to hold and we have YΘ = Dac̄(1). Inserting this, Y = qX−DaΘ
2q from Eq. (4.60), and X =

1− c(1) into Eq. (4.69) gives

Dac̄(1) =
Da q(1−c̄(1))−ΘDa

2q

q q(1−c̄(1))−ΘDa
2q +2ΘDa

(4.74)

Inserting c̄(1) = (2q+1)e−2DaΘ−1
2q from Eq. (4.66) gives

(2q +1)2e−4ΘDa − (2q +1)(2q +4+6ΘDa)e−2ΘDa +6q +2ΘDa+3 = 0. (4.75)

As before, the final form is quite insoluble, but still only ever includes the product of
Θ and Da, meaning that again any optimal value E found with uniform loading can be
attained with variable catalyst loading from a higher initial Da.



4.6. GDE MODEL

4

117

Approximations accurate to about 7 % for low to moderately high 0 ≤ q ≲ 103, and
exact in the limit of low q read

(ΘDa)opt ≈
2

3
W

(
q
)≈ 4

3

1+q/2

1+q
ln

(
q

ln
(
1+q

) )
(4.76)

However, for q ≳ 102 an excellent approximation is the following result that is exact in
the limit of high q

(ΘDa)opt ≈
1

2
ln

(
2q

3

)
(4.77)

4.6. GDE MODEL
Here we give more details on the GDE model.

4.6.1. ELECTROLYTE BOUNDARY LAYER

Firstly, we address the mass transfer from the electrolyte flow channel, kt
OH− and kt

CO2
.

The simplest approach is to leave them as single valued mass transfer coefficients, from
the Reynolds-Sherwood-Schmidt [35] correlation for instance

kt
i =

Di

L
0.664Re

1
2 Sc

1
3
i , (4.78)

where Re = U
ν is the electrolyte channel Reynolds number and Sci = ν

Di
are the Schmidt

numbers for i = CO2 and OH− respectively, with diffusion coefficients Di and ν the
kinematic viscosity of the electrolyte. If however, we wish to include the flow-wise devel-
opment of the concentration boundary layer, we can use the Lévêque approximation [2,
20] for boundary layer thicknesses, δ, for Poiseuille flow,

δ= 1.607
3

√
LECDx

U
, (4.79)

where LEC is the width of the electrolyte channel, or plug flow [4]

δ= 3.643

√
Dx

U
, (4.80)

to arrive at
kt

i (x̄) = k t ,Po
i x̄− 1

3 , or kt
i (x̄) = k t ,Pl

i x̄− 1
2 , (4.81)

for Poiseuille and plug flow respectively, where

k t ,Po
i = 3

√
D2

i U

4.15LECL
, or k t ,Pl

i =
√

D2
i U

13.27L
. (4.82)

This boundary layer thickness is determined for a Dirichlet boundary condition, but a
perhaps more relevant description would be for a Neumann boundary condition, whose
mass transfer coefficient has been shown to differ by only a numerical factor [32].
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4.6.2. DIFFUSION MEDIUM TRANSPORT
Next, we address mass transport from the gas channel side. A simple Fickian approxima-
tion of transport through these layers can be made utilising the Bruggeman relation for a
porosity and tortuosity corrected diffusivity, giving

kt
GDL = ϵ1.5

GDL

DCO2(g )

LGDL
. (4.83)

Transport through the GDL in the gas phase is extremely fast, but there is still a small dis-
tance that must be covered by diffusion in the aqueous phase, and the aqueous diffusivity
of CO2 is low enough that it can be a comparable resistance to crossing the entire GDL
in gas phase. The aqueous diffusive distance is an ephemeral property, and difficult to
determine, so we choose and determine the mass transfer coefficient with the approach
of Weng et al. in their optimally wetted scenario [35], using a characteristic distance of
the average pore radius of the material used in Ref. [34] (Sigracet 35 BC) [14],

kt
CL = DCO2(aq)

rp
, (4.84)

noting that no diffusivity correction is necessary on the sub-pore scale. Taking a series
summation of the mass transfers gives

kt
GC =

(
1

kt
CL

+ 1

kt
GDL

)−1

. (4.85)

4.6.3. MASS BALANCE
We start with (4.22)

kt
GC(H pCO2 − c)+kt

CO2
(cB − c) = ϵLCL(kc +krhc),

and divide by LCLϵkrc0cB
OH− while introducing θ̄(x̄) into the heterogeneous reaction terms

and replacing H pCO2 with C̄ to get

k̄t
GC(C̄ − c̄)+ k̄t

CO2
(c̄B − c̄) = θ̄(x̄)k̄ c̄ + c̄OH− c̄,

and we take (4.23)

kt
OH− (cB

OH− − cOH− )+2ϵLCLkc +2ϵLCLkH2 = 2ϵLCLkrcOH− c̄

and divide by 2LCLϵkrc0cB
OH− and introduce θ̄(x̄) to get

k̄t
H2

(1− c̄OH− )+ θ̄(x̄)k̄ c̄ + θ̄(x̄)k̄H2 = c̄OH− c̄.

Equating (4.27) and (4.26) gives

c̄OH− =
θ̄(x̄)k̄ c̄ + θ̄(x̄)k̄H2 + k̄t

H2

c̄ + k̄t
H2

=
k̄t

GCC̄ + k̄t
CO2

c̄B − (θ̄(x̄)k̄ + k̄t
GC + k̄t

CO2
)c̄

c̄
, (4.86)
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which can be solved for c̄, and by inserting the positive (physical) solution into Eq. (4.24)
we arrive at

c̄ = 1

2(2k̄ + k̄t
GC + k̄t

CO2
)

({
k̄t2

GCC̄ 2 +2k̄t
GC((3k̄ + k̄t

GC + k̄t
CO2

−1)k̄t
H2

+ k̄t
CO2

c̄B − k̄H2 )C̄

+ (k̄ + k̄t
GC + k̄t

CO2
+1)2k̄t2

H2
+ (2c̄Bk̄t2

CO2
+ (2c̄Bk̄t

GC + (6k̄ −2)c̄B +2k̄H2 )k̄t
CO2

+
2k̄H2 (k̄ + k̄t

GC +1))k̄t
H2

+ (c̄Bk̄t
CO2

− k̄H2 )2} 1
2 + k̄t

GCC̄ + (−k̄ − k̄t
GC − k̄t

CO2
−1)k̄t

H2
+ k̄t

CO2
c̄B − k̄H2

)
.

(4.87)

and

−∂C̄
∂x̄

= aC̄ +b−
√
αC̄ 2 +βC̄ +γ, (4.88)

where

a =
H̃

(
4θ̄(x̄)k̄ + k̄t

GC +2k̄t
CO2

)
2Da

(
2θ̄(x̄)k̄ + k̄t

GC + k̄t
CO2

) (4.89a)

b =
H̃

(
(k̄t

CO2
+ k̄t

GC + k̄t
CO2

+1)k̄t
H2

+ k̄t
CO2

c̄B − θ̄(x̄)k̄H2

)
2Da

(
2θ̄(x̄)k̄ + k̄t

GC + k̄t
CO2

) (4.89b)

α= H̃ 2k̄t2

GC

4Da2
(
2k̄ + k̄t

GC + k̄t
CO2

)2 (4.89c)

β=
k̄t

GCH̃ 2
(
(3θ̄(x̄)k̄ + k̄t

GC + k̄t
CO2

−1)k̄t
H2

+ k̄t
CO2
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4.6.4. DERIVATION FOR ARBITRARY PRODUCT DISTRIBUTION

So long as we maintain that the reaction rates are first order in concentration, we can
expand this to greater numbers of electrons transferred and different products. We can
rewrite Eq. (4.23) as

kt
OH− (cB

OH− − cOH− )︸ ︷︷ ︸
transfer from electrolyte channel

+ nLCLkc︸ ︷︷ ︸
CO2ER reaction

+ 2LCLkH2︸ ︷︷ ︸
H2 evolution

= 2LCLϵkrcOH−c,︸ ︷︷ ︸
homogeneous reaction

, (4.90)

noting again that each product transfers at least two electrons per CO2, so Eq. (4.22) can
remain unchanged by simply halving the relevant terms and remembering that this only
produces half a product molecule. This only affects one term, so the remaining derivation
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can be kept the same as before, only noting that k̄ =⇒ n
2 k̄ for terms generating OH−,

S =
∫ 1

0 θnqc̄d x̄∫ 1
0 θnqc̄ +θd x̄

, (4.91)

and that n must be increased in the electron cost in Eq. (4.33). The rest of the added
complexity comes from determining the outlet product distribution for the sake of sep-
aration costs, noting that we only give an expression for gaseous products in this work.
The resulting updated expressions are
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and a derivative equal to (4.88), but with coefficients given by
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4.6.5. OPERATION OPTIONS
While electricity, reactant, and separation remain the only costs considered in the analysis,
different operational modes can lead to different costs. We include multiple additional
model parameters for the reader to account for these differences.

Firstly, we include the parameter µA as the fraction of carbonate species that cross
over to the anode. With an anion exchange membrane or no membrane, the diffusion
and migration of the negatively charged carbonate species is unimpeded and one would
expect a high crossover fraction, but with a membrane more inclined to reject anions,
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such as a cation exchange membrane or bipolar membrane, this fraction will be far
lower. While this reduction in crossover reduces anodic separation costs, membranes
contribute a large amount to capital cost in most electrolyser setups [25] and an increase
in electrolysis operation costs linked to the increase in cell potential.

Secondly, we note that the value of the secondary product of H2 is often neglected
in cost analyses. We default to only including the value of the intended product in the
analysis as the value of the produced H2 is usually around 1% of that in systems with
reasonably high FE. Nonetheless, we include the option and note that at a high current
density, even a small increase in product value can lead to a meaningful increase in profit
margin. A switch is included in the model to decide whether or not to include this in the
analysis.

Thirdly, a currently null parameter νL is included for liquid product separation costs.
Unlike gas products, liquid product separation is highly dependent on the recirculation
of the electrolyte and the stability of the membranes used. Ideally, one would wish to
maximise the wt.% of liquid product by recirculating electrolyte, until a balance is reached
against the stability of the membrane and the effects on the electrolyte [33]. This is beyond
the scope of the model, and is left to the interested reader.

Lastly, we note that it is not unlikely that a small shift in anodic separation efficiency,
electricity cost, or reactant cost, could make anodic separation entirely uneconomical.
For the parameters in Table 4.2, a reduction of roughly 20% in νCO2 would lead to it being
overall cheaper to simply buy more CO2 rather than recover it from the anode stream. We
include a switch in the model to automatically implement this change when relevant.
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Symbol Parameter Value Unit Ref.
L Channel length 2×10−2 m [34]
LH Channel height 5×10−3 m [34]
LGC Gas channel width 2×10−3 m [34]
LEC Electrolyte flow channel width 1.5×10−3 m [34]
LCL CL width 8×10−6 m [34]
QG Gas flow rate 17 ml min−1 [34]
QL Liquid flow rate 0.5 ml min−1 [34]
ϵ CL porosity 0.4 - [34]
H CO2 Henry constant 31.097 mol m−3 atm−1 [26]
rp Average GDL pore radius 0.733×10−6 m [14]
p0 Initial pressure 1 atm [34]
νCO2 Price of CO2 3.1×10−3 $ mol−1 [12]
νH2 Price of H2 3.83×10−3 $ mol−1 [30]
νCO Price of CO 1.7×10−2 $ mol−1 [12]
νHCOOH Price of formate 3.4×10−2 $ mol−1 [12]
νCH3OH Price of methanol 1.86×10−2 $ mol−1 [12]
νCH4 Price of methane 2.89×10−3 $ mol−1 [12]
νC2H4 Price of ethylene 3.65×10−2 $ mol−1 [12]
νC2H5OH Price of ethanol 4.6×10−2 $ mol−1 [12]
νP Price of electrical energy 1.4×10−8 $ J−1 [12]
SA Anode CO2 separation energy 1.76×10−5 J mol−1 [1]
µ Cathode stream separation efficiency 0.15 - [1]
νL Liquid separation cost 0 (neglected) $ mol−1 -
µA Anode crossover fraction 1 - -
V Cell potential 3 V [34]
T Temperature 293.15 K -

Table 4.2: Table of model parameters based on Kenis group flow electrolysers [36, 15, 22, 34].
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4.7. ADDITIONAL RESULTS

4.7.1. STEP LOADING
Step loading can be interpreted as a series of electrolysers with different catalyst loadings,
all sharing a single liquid and single gas channel. This means that step loading, while
computationally more awkward due to functional discontinuities slowing both individual
solutions and precluding the use of many optimisation functions, could be easier to
implement in a physical electrolyser. We could elect to simply discretise the existing poly-
nomial fit solutions, but instead use this discretisation as an initial condition and perform
additional, albeit inefficient, brute-force optimisation to determine the coefficients an

for a step loading of N steps. For the cases in Fig. 4.6 we instead solve for a step function
catalyst loading, with results in Fig. 4.11 showing that for even a low value of N = 3, much
of the improvement from a smooth loading profile can be retained. Given the negligible
depreciation in performance, step-loading seems a viable alternative when a precisely
engineered profile is infeasible, and could also prove a more robust diagnostic tool in the
experimental advancement of variable catalyst loading than smooth loading.

4.7.2. REACTANT PRICE SENSITIVITY
We give a brief demonstration of a special case of Eq. (4.37) namely the effect of νCO2

decreasing to equal νPνA. This represents the point at which anodic CO2 recovery cost,
νPνA, exceeds the price of CO2, νCO2 , and it becomes economically preferential to skip
the anodic separation step.

4.7.3. SUBSTRATE HER
Yang et al. [38] showed that some or even most of the HER can occur on the substrate.
While we otherwise assume that the electrolysers concerned by our model have a suffi-
cient PTFE content to render this fraction negligible, we here entertain the possibility of a
catalyst deposition on bare GDL and the occurrence of the HER on regions of the substrate
not covered by catalyst. Introduced briefly in the main text, we retain the conversion of

k̄ → θk̄ (4.94)

but for the HER use

k̄H2 →
θ+θ0

1+θ0
k̄, (4.95)

where θ0 is the ratio between catalyst and substrate HER at unit catalyst loading. Given
that the majority of the power of variable catalyst loading lies in its ability to improve
selectivity by reducing unnecessary HER, it is clear that the larger θ0 becomes, the less
effective this approach will become. In Fig. 4.13 we show parametric studies for the cases
depicted in Figs. 4.6(a) and 4.7(a) respectively, increasing θ0 to show the impact of a
greater substrate contribution to HER. These results show that systems with a significant
portion of substrate HER can still benefit from variable catalyst loading, provided that
portion is not extreme. Nonetheless, optimised performance does still decrease as θ0

increases, up to the limit at Θ = 1. The inclusion of PTFE in a catalyst layer is usually
preferable for other reasons, like stability and controllable wettability, so our observation
that a lower θ0 is preferable and attainable with PTFE adds more support for its inclusion.
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(a) Flow-wise development of pH and dimensionless gas and
liquid phase CO2 concentrations for uniform θ ≡ 1 and dashed
concentrations for a step loading with N = 3 at a flow rate of
Qref

2 in the setup of Fig. 4.6(a).

(b) Flow-wise development of pH and dimensionless gas and
liquid phase CO2 concentrations for uniform θ ≡ 1 and dashed
concentrations for a step loading with N = 3 at a flow rate of
Qref

4 in the setup of Fig. 4.6(b)

Figure 4.11: Step loading analogues of the polynomial loading cases depicted in Fig. 4.6, with N = 3. Note the
jagged aqueous phase variables, as these are functions only of a through-plane mass balance. The gas phase
CO2 remains continuous, but not smooth, and its lack of smoothness manifests in the discontinuities in the
other variables. The system exhibits only a slight performance drop in comparison to the smooth polynomial
loading, with optimised profits of 5.12 and 3.47 $ m−2 d−1 versus the 5.13 and 3.49 $ m−2 d−1 of the polynomial
case and similar values ofΘ.

Product n Value per mole FE
CO 2 0.017 $ mol−1 0.065
HCOOH 2 0.034 $ mol−1 0.03
CH3OH 6 0.0186 $ mol−1 0
CH4 8 0.0029 $ mol−1 0.016
C2H4 6 0.0365 $ mol−1 0.552
C2H5OH 6 0.0461 $ mol−1 0.259

Table 4.3: Fitted Faradaic efficiencies and prices for Cu products. The remaining current is consumed by HER.

Low values of θ0 are still permissible, and do not greatly diminish the efficacy of the
optimisation process.

4.7.4. MULTIPLE PRODUCT REDUCTION

Taking a similar setup from the Kenis group, we use parameters and Faradaic efficiencies
from Hoang et al. [10] to follow the steps in Sec. 4.6.4 to emulate reduction on a CuAg alloy
selective towards C2H4 and C2H5OH as well as CO, H2 and a few other low FE products.
This is a very rough approximation as it requires us to assume first order reaction for every
species, including C2+ products, and we further neglect any calculation of liquid product
separation cost. We take C2H4 and C2H5OH prices from Jouny et al. [12]. The largest
difference is due to the increased value of reactant averaged (i.e., per CO2 consumed)
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Figure 4.12: Cost breakdowns for three cases: the setup in Fig. 4.6(a), then the same setup but with νCO2 reduced
to approximately νPνA, and finally with νCO2 = νPνA, with the latter two cases distinguished simply to show
that this is the value of reactant price at which it becomes infeasible to recover reactant from anode crossover.

(a) The effect of θ0 on the setup in Fig. 4.6(a). Variable catalyst
loading quickly becomes impotent and optimal loading reverts
to unity after θ0 ≈ 0.7.

(b) The effect of θ0 on the setup in Fig. 4.7(a). Due to the
higher value of n, a greater fraction of OH− comes from CO2
reduction, and as such variable catalyst loading still remains
useful up to a larger value of θ0. For θ0 = 1.5, 60% of HER is
catalyst independent, so the limited effectiveness of variable
catalyst loading is to be expected.

Figure 4.13: Parametric studies varying θ0 for the cases depicted in Figs. 4.6(a) and 4.7(a), in which we clearly see
that an increase in θ0 leads to an increase in optimalΘ along with a decrease in profit margin untilΘ reaches
unity. After this point, increasing θ0 has no further effect on the system.
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n ≈ 5.2 compared to the n = 2 of reduction to CO. We determine this n through

n =
(∑

i

Si

ni

)−1

, (4.96)

where i are the different reaction pathways, each transferring ni electrons with an FE
or selectivity of Si . Looking at the stoichiometric limit of the 1D system in Eq. (4.14),
even in the absence of HER this would increase the rate at which reactant depletes from
c̃ ≈ e−2Dax̄ to c̃ ≈ e−3.5Dax̄ , entirely due to autoreaction with the OH− ions produced in the
reduction. As such, in the absence of strong buffering electrolytes, the reactant utilisation
efficiency is very low, and an excess of 80% of gaseous CO2 reactant is converted to HCO−

3
and CO2−

3 , a portion of which will also cross over and lead to high anodic separation costs
as well as reactant costs.

4.7.5. NEUTRAL ELECTROLYTE
For the case in Verma et al. [34] for 3 M KHCO3, we take the highest current density
measurement, presumed to be at a cell potential of 3.5 V, and apply the same optimisation
process. Despite the increase in cell potential, the decrease in conductivity compared
to KOH leads to a much lower total current density of j = 137 mA cm−2. Nonetheless,
electrolysis energy remains the greatest cost. Other than this, the main difference is
the reduced, near-neutral, pH. In KOH, θ can never locally reach very low values unless
the reactant supply is also depleted, as this would otherwise lead to costly parasitic
consumption of CO2 through homogeneous reactions with no reduction reaction to
compete with it. In KHCO3 however, the aqueous local CO2 concentration is almost
entirely controlled with θ, as both the reduction reaction and homogeneous reaction are
dependent on θ as the sole OH− source is from heterogeneous reactions rather than from
the electrolyte. This combines with the fact that electrolyte now also acts a small source
of CO2 rather than sink, and acts as a sink for OH−, allowing the catalyst loading to have a
greater effect. In Fig. 4.14 we see that for similar conditions, the effect of variable catalyst
loading is greater in a neutral electrolyte than in an alkaline electrolyte. We note that the
investigated current density is lower in this neutral electrolyte case, so in Fig. 4.15 we
rescale the electrochemical reaction rates to mimic those of Fig. 4.6(a), while accounting
for that in Qref. In this case, the effect of variable catalyst loading is more extreme, with a
large drop in pH, and the interesting phenomenon in which aqueous CO2 concentration
actually increases near the outlet, due to complete lack of sinks in the absence of OH−
and catalyst.

4.7.6. HIGH Q LIMIT
When considering lim

Q→∞
Θ in Fig. 4.10 we found that for the setup of Fig. 4.6 and Fig. 4.7

were optimised by a maximised flat loading ofΘ = 1. However, there are many setups in
which Θmax = lim

Q→∞
Θ < 1. For instance, if we increase the cell potential of the setup in

Fig. 4.6(a) from 3 V to 3.5 V, to emulate a resistance increase, perhaps due to the deteri-
oration of KOH over time or the inclusion of a more resistive ion-exchange membrane,
thenΘmax drops significantly (Fig. 4.16b). While a decrease in cell performance leads to
this reduction in Θmax, the opposite can also be true. If we double the electrochemical
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(a) Optimised catalyst loading in 3 M KHCO3 at Q = Qref ≈
1.25 ml min−1. Despite showing a very similar catalyst loading
profile to that of Fig. 4.6(a), the effect on pH and aqueous CO2
concentration is much more pronounced.

(b) Costs associated with the 3 M KHCO3 cell. Despite a lower
current density, electrolysis energy is still the largest cost. Fur-
thermore, the low pH allows the anodic separation cost to
remain relatively small.

Figure 4.14: Optimised catalyst loading for a 3 M KHCO3 cell. Compared to Fig. 4.6(a), we see a more pronounced
effect on pH and aqueous CO2 concentration, despite a very similar catalyst loading profile. This is reflected in
the profit margin, as the improvement in Fig. 4.14a is around 17% compared to that of 8% in Fig. 4.6(a), despite
the lower current density and higher cell potential.

(a) Optimised catalyst loading in 3 M KHCO3 for an upscaled
current density and Qref to match Fig. 4.6(a). Lower Θ leads to
lower pH, and the complete absence of both heterogeneous
and homogeneous reactions near x̄ = 1 leads to the aqueous
CO2 concentration rising to meet the gas channel CO2 concen-
tration.

(b) Costs associated with the 3 M KHCO3 cell with upscaled
current density. The increase in profit scales with current den-
sity, and we here see a 32% increase in profit margin over that
of the uniform loading.

Figure 4.15: Optimised catalyst loading for a 3 M KHCO3 cell for an upscaled flow rate and current density.
Despite the lack of OH− from the electrolyte channel, a high pH can still be reached when current density is
locally high, so it is vital that θ be reduced as the channel progresses to minimise this unnecessary reaction with
OH−.
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(a) Costs and Θ for varying single pass conversions, X, in a
cell with doubled electrochemical reaction rates compared to
Fig. 4.6(a). The more pronounced drop in Θ is here due to
a limitation in mass transfer from the gas phase. Even with
heterogeneous reaction kinetics that dominate homogeneous
reactions, the local aqueous CO2 concentration is never suf-
ficient for Θ to approach unity, and the cell would instead
benefit from operation at higher gas pressure.

(b) Costs and Θ for varying single pass conversions, X, in a cell
with an increased resistance leading to a total cell potential
of 3.5 V. Note that Pe has increased by less than would be ex-
pected, and instead PCO has shouldered a portion of the loss,
as the optimiser has reduced to Θ to lead to a slightly lower
current to account for the increased cell potential.

Figure 4.16: Two cases in which Θ does not approach unity, regardless of gas flow rate. In the former, a high
electrolysis cost is limiting due to high resistance, and in the latter the pressure of the gas supply is insufficient
to meet the demand for reactant. Both are relevant cases for industrial electrolysis, and show that some issues
persist even in perceived abundance of reactant.

reaction rates while retaining the same cell potential and initial Faradaic efficiency, we
see a similar effect onΘmax in Fig. 4.16a.
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5
CONCLUSION

5.1. RESEARCH QUESTIONS
The introduction posed a number of research questions, each of which have now been
addressed. In Chapter 2 it was found analytically that a thicker CL is poorly utilised unless
the cathode potential, or superficial current density, is low enough to not deplete reactant
through the CL. This is shown in Eqs. 2.45 and 2.49, where, for a high superficial current
density, the effectiveness of the CL will scale inversely with its thickness. As potential in-
creases, the concentration polarisation increases, until the CL near the catholyte performs
negligible CO2 electroreduction, but remains able to perform HER. Ideally, the analytical
solution in 2.8 can be used to determine the optimal CL thickness, based on a target jCO,
as seen in Fig. 2.4a, but the cost-weighted metric, Eq. 4.37 in Chapter 4 indicates that it is
likely preferable to err in the favour of a thin CL, as the cost of CO2 loss to the catholyte
will likely be less than the cost of unnecessary HER in an underutilised thick CL Research
Question 1, (RQ1).

The alkalinity problem has often been blamed on HER. High pH catholytes are often
used to minimise the availability of H+ for HER and to maintain high FE to CO2 reduction
products, and even in neutral electrolytes, HER produces OH− ions that increase the pH.
However, the sharp spikes in CL pH found in the simulation of Chapter 3 were found
even in neutral electrolytes at high FE to CO2 products, and were such that the model
needed to be logarithmically rescaled for stability. This means that the alkalinity problem
cannot be blamed entirely on HER, and the problem would exist in CO2 electroreduction
even with its complete absence. The model shows that the pH stabilisation effect of the
catholyte is dependent on aqueous diffusion, whereas the effects that drive pH increase
are dependent on extremely fast gas-phase transport of CO2 with, by design, an extremely
small aqueous diffusion pathway, HER notwithstanding. For commercial current densities
( jCO > 500mA cm−2) it should be presumed that the local CL environment will be alkaline,
and as seen in Chapter 4, a rough approach is to assume a CO2 utilisation/consumption
ratio dependent on the number of electrons transferred per product, n (RQ2).

As reactant is depleted along the gas channel and the local environment becomes less
favourable for CO2 electroreduction in the CL due to degradation of the electrolyte in the
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flow direction, the electrolyser suffers significant drops in jCO and FE. In the metre-long
case considered in Chapter 3, the performance in the latter portions was significantly
lower than near the inlet, with over half of the total CO2 electroreduction taking place in
the first third of the electrolyser length. A significant portion of this loss of performance
came from the widening catholyte boundary layer and increasingly carbonate filled
electrolyte, motivating the use of higher flow-rates and lower single-pass conversions
when upscaling CO2 electrolysers. Static mixers to disturb the flow and break up this
boundary layer are a notable alternative, but the boundary layer is also the region of
highest carbonate concentration. By breaking up the boundary layer, there may be a
consequence of improving carbonate transport to and through the membrane, increasing
carbonate crossover and subsequent reactant loss RQ3)].

In each chapter, catalyst utilisation has been an issue, but unlike in many electro-
chemical systems this is not just a case of unnecessary capital expense. The combination
of HER and the bicarbonate buffer system means that excess catalyst contributes both
a reduction in current utilisation and in reactant utilisation. In Chapter 2, the effective-
ness of the catalyst layer was given by roughly tanhMT

MT
, where MT is the Thiele modulus,

and was essentially governed by how high an average concentration of CO2 could be
maintained in the CL [28]. When the CL is too thick, too much of the CO2 is reacted
away before it can reach the deeper catalyst sites, and as such the CL utilisation is poor.
A similar effect is found in Chapters 3 and 4, but in the flow-wise direction rather than
the flow-perpendicular direction through the CL. However, in the latter case, this is bal-
anced against a cost-weighted metric, determining that the excess catalyst is actively
detrimental to performance unless HER is completely eliminated. In the best case, excess
catalyst will attain the same performance as an optimally loaded equivalent, but at a
higher capital expense. Of course, underloading is similarly detrimental, but the negatives
of underloading of a CL can be somewhat mitigated by increasing applied potential and
thus superficial current density, which is a preferable course of action over paying for
more catalyst just to operate at a lower current density (RQ4)].

The construction of a cost-weighted metric is motivated by publications detailing the
unexpectedly high costs of anode-stream separation and electrolysis energy, compared to
other costs [17, 34]. In Chapter 4, a single price for power is used as an input, so for anode
and cathode stream separation costs calculation a conversion can be used from $ J−1

and J kg−1 to $ mol−1 based on the same cost of electricity as the electrolysis component.
Calculating some values for this metric, it is clear that electrolyser energy dominates
in every considered electrolyser of reasonable current density, with anode separation
cost placing second. While reactant is a significant cost, its value is comparable to the
cost of recovering crossover CO2 from the anode stream, meaning that it is foreseeable
that the advent of low cost direct air capture of CO2 or utilisation of flue gases could
reduce the cost of reactant CO2 below the cost of recovery. This could shift the place of
CO2 electroreduction from a synthesis process to something more akin to a scavenging
process of flue gas, allowing impure mixtures to continue into some later downstream
processing. Regardless, cell potential governs the cost of electrolysis in comparison to
the other costs, and the outlook for minimising cell potential is grim in comparison to
the other components. Reactant cost is reducible through flue gas use or cheaper future
direct air capture [8, 25], meaning that carbonate crossover will cost less in ters of reactant
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loss. If we consider reactant purification and product separation costs as an energy
requirement (J mol−1) then we can compare that to the much higher energy requirement
of electrolysis in J mol−1 too, assuming that all processes can utilise the same low price
local renewable energy sources. It is thus likely that electrolysis will remain the dominant
cost in future, even if renewable energy prices decrease (RQ5).

5.2. AREAS OF FUTURE INTEREST
This thesis raises many areas for future interest.

First and foremost is practical experimentation: there is a current lack of experimental
literature to compare and contrast with the predictions and recommendations of the
models presented here. So far, electrolyser scale-up has only reached an order of 100-
250 cm2 [24], and in the approach to achieving the >400 cm2 area targeted by literature it
would be beneficial to experimentally investigate how well computational predictions of
scaling relations match with reality.

As Chapter 2 considers through-plane optimisation of the CL, it could be beneficial
to consider an extension of the work of Kulikovsky in fuel cells to the field of CO2 elec-
troreduction [10, 11]. As mentioned, the self-interaction of the bicarbonate buffer system
and the influence of HER mean that the potential room for improvement is greater than
that of the already advanced fuel cells, in which optimisation considers only catalyst and
overpotential utilisation [12]. Considering that Chapter 2 already found optima for CL
thicknesses, it is likely that an analogous optimisation could be performed considering
the conclusion of the equivalence of 1D catalyst loading and Damköhler number in the
analytical model of Chapter, but with a total catalyst loadingΘ instead of just CL thick-
ness 4. A natural continuation of the work in Chapter 4 would then be to combine it with
the through-plane direction, to create a general unified model of catalyst loading. There is
generally a relationship between CL thickness and catalyst loading in mg cm−2, so to treat
them as independent is unrealistic. Thankfully, the framework to create such a unified
model has already been laid out in this thesis, although it is foreseeable that such a model
would become too complicated to treat analytically or with a simple numerical model,
and would likely require computational modelling, similar to Chapter 3.
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Figure 5.1: The catalyst layer thickness from Chapter 2 is linked to catalyst loading from Chapter 4 and a future
unified model could associate them both through a surface catalyst loading (mg cm−2).

5.3. CO2 ELECTROREDUCTION TECHNOLOGY READINESS LEVEL
Technology readiness level (TRL) is a scale from 1-9 that describes how far along the
journey from inception to full realisation a technology is. Lower TRLs concern fundamen-
tal and mechanistic research, medium TRLs consider upscaling feasibility, and higher
TRLs consider commercial and infrastructural viability. A description of the TRLs of a
few technologies is shown in Fig. 5.2, in which CO2 electrolysis is assigned a TRL range of
3-4 [7, 5]. This means that CO2 electrolysis is at the stage where the basic principles are
well-understood to the point at which the technology has been formulated into tangible
designs that have been proven to some degree to work at the proof-of-concept stage
in a laboratory [22]. Increasing the TRL requires demonstration that CO2 electrolysis is
actually a feasible process (TRL 4) and demonstration that the technology can be operated
at sufficient scale and with sufficient stability to be viable to prototype (TRL 5).

The rough targets for development are often given along the lines of

• Current density, j > 200-500 mA cm−2

• Faradaic efficiency, FEprod > 95%

• Lifetime, τ > 10000 h

• Cell area, A > 400 cm2,

although it is noteworthy that these figures frequently increase [32, 4, 1]. It is very easy for
an experimental setup to meet one or some of these criteria by sacrificing performance in
the others. An absurd example from Chapter 4 is that an arbitrarily large and long-lasting
cell can be constructed with a (degenerate) FE of 100%, by simply not turning it on. While
clearly absurd, it is not a far cry from the myriad catalytic studies that laud their high
selectivity and stability metrics despite operating at less than a tenth of a lower bound
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Figure 5.2: A comparison of the technology readiness level of CO2 electrolysis to that of neighbouring technolo-
gies. CO2 electrolysis sits in a range of 3-4, with some approaches as low as 2 [22]. Meanwhile alkaline water
electrolysis sits around 8-9 [31], and biomass conversions vary on the range of 4-6 for gasification and anaerobic
digestion or down to around 1 for pyrolysis [18].

minimum current density [15, 20, 33]. Avoiding such pitfalls requires a holistic treatment
of design parameters: it is vital to consider realistic environments and conditions when
investigating or optimising one aspect of operation.

5.4. PRIORITY ISSUES IN CO2 ELECTROREDUCTION
Holistic treatment of CO2 electroreduction as a process does not necessarily mean giving
each issue equal weight. Some issues present only minor inconveniences, whereas others
are enormous roadblocks to the future feasibility o the technology. The cost metric devel-
oped in Chapter 4 provides insight into the predominant contributors to total cost across
a range of configurations, and shows that some factors are invariably more important
than others.

5.4.1. OPERATIONAL FACTORS

Cell potential, Ecell, is the deciding factor behind the economic feasibility: many stud-
ies have shown that electrolysis energy is, unsurprisingly, the dominant factor in CO2

electrolysis [17, 23], and this electrolysis energy is governed by Ecell. Any cell operating
at significantly more than Ecell = 3 V is unlikely to be profitable without a large drop in
the cost of electricity or increase in product value. Such low electricity costs are locally
available, but while versatility is a strength of CO2 electroreduction, it should not be gen-
erally assumed that electricity will be cheap. This means that the additional resistance of
a flowing catholyte and/or BPM is seldom acceptable in comparison to AEM-MEA. A BPM



5

138 5. CONCLUSION

typically adds 1-2 V to Ecell in comparison to an AEM [36], but at the low target of Ecell =
3 V an increase to e.g. Ecell = 4.5 V constitutes a 50% increase in electrolysis energy. For this
to be permissible, a BPM must reduce some other costs by a greater amount. Although
the reduction in carbonate crossover allows a high cathodic carbon efficiency, the cost
of anodic CO2 recovery is still lower than the additional cost of electrolysis associated
with the higher Ecell [17]. Any changes that increase the cell potential must be scrutinised
intensely before adoption.

Intermittent operation of CO2 electrolysers will be beneficial or necessary for a few
reasons. The first is fundamental to the motivation behind CO2 electroreduction: it must
utilise renewable energy to effectively be carbon neutral, and renewable energy sources
are intermittent. In some proposals, it is even the bridge between intermittent renewable
sources and stable power grid infrastructure. However, intermittent operation may also be
necessary on different timescales to address some of the more pressing matters of stability
and feasibility. Catholyte flooding, electrowetting, salt precipitation, and degradation of
substrates, are all interlinked and have all been associated with continuous high load op-
eration [13, 1, 6]. Together they form a pervasive group of threats to long term continuous
operation, and while some steady solutions have been proposed, such as strict control of
electrolyte concentration and cation identity, many clearly effective engineering solutions
exist with intermittent operation [26]. By periodically flushing out the electrolyte channel
with a solvent or cycling the voltage, cells can maintain a competitive performance for
far longer than under constant load, and remain energy efficient despite being held at
an inoperative regeneration potential for a third of the time [35]. Rather than averting
crossover, the latter approach utilises it, permitting carbonates to cross to the anode side
while the cell is idle, away from the vulnerable CL.

Upstream processing must be understood to correctly optimise cell operation. Lab-
scale electrolysis experiments utilise high purity CO2, but this requires expensive separa-
tion and purification or direct air capture: separation from industrial sources typically
costs around 0.07 $ kg−1, with direct air capture providing a more versatile option but
with early stage technology high costs that are likely to drop [8, 25]. The reactant cost is
generally lower than the electrolysis cost, but it can be lowered even further still by the
direct use of flue gases as a reactant stream. Van Daele et al. showed that the effects of
the main non-CO2 components of flue gas, that is N2 (>70%) and O2 (≈ 5%) are indirect
and not entirely unmanageable due to their low solubilities [30]. N2 effectively only
dilutes the CO2, reducing its partial pressure, and although O2 actively competes with
CO2 electroreduction by undergoing the far more favourable oxygen reduction reaction
(ORR), its low solubility means that it encounters debilitating mass transfer limitations at
lower current densities than CO2. The former issue can be solved by repressurising the
flue gas to increase the CO2 partial pressure, and the latter can be solved by operating far
above the ORR limiting current density. In addition, the dreaded SOx and NOx impurities
were found to be detrimental to FE [19], but only at concentrations far in excess of what is
typical for flue gases (<200 ppm) [29]. It should be expected that the cost of reactant CO2

will plummet as the technology matures, and focus should shift further from efficient
CO2 utilisation to stability, scalability, and energy efficiency.

Single-pass conversion, when viewed in the context of the previous points, becomes
less of a priority. Any reduction in CO2 partial pressure due to streamwise depletion is
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associated with a reduction in available CO2 in the CL and thus a reduction in FE towards
carbon products. As electrolysis energy is the dominant cost, this reduction in FE will
practically always come at a greater price than the reduction in product stream separation
cost, which, in the case of gas products utilising a flue gas source, will be governed by
many more constituent gases than just CO2 and products.

5.4.2. DESIGN FACTORS

When one notes that the majority of physical components used in CO2 electrolysers are
directly ported from adjacent technologies, their shortcomings become less surprising.
While the use of components primarily designed for fuel cells has allowed fast progress
in experimental work, it is vital for techno-economic assessments to know how much
of an improvement bespoke components will bring when the market for them grows.
Some futures are clear, like how the scarcity of iridium means that iridium based anode
catalysts will remain expensive. Not only is iridium also in high, even bottleneck, demand
for PEM water electrolysis, but the global mining rate is around 5-7 t year−1 [16], a figure
which will likely grow slowly over the next 50 years. Ideally, near unity recycling could
be achieved, similarly to other expensive catalysts such as platinum or palladium, but
even in such a case the raw demand for iridium in both PEM water electrolysis and
CO2 electroreduction together will take years to meet. If more conductive long-term
stable BPMs can be designed, then the acidification of the anolyte can be prevented and
non-iridium anode material can be used.

In electrolysers that utilise a flowing catholyte, the delicate pressure balance between
liquid and gas is currently difficult to maintain. Materials that are conducive to good
gas transport are seldom sufficient to prevent liquid breakthrough and flooding through
the gas transport medium. Although MPLs are frequently used to mitigate this flooding,
many are prone to the formation of cracks through which electrolyte breakthrough can
occur, and even crack-free MPLs often degrade during electrolysis [2]. Prohibitively small
differential pressure windows make stable operation difficult to maintain, and these issues
will only worsen when scale-up and intermittent operation enter consideration. Either
extremely hydrophobic crack-free MPLs may become necessary, incurring a penalty to
mass-transfer, or flooding must be controlled, potentially through the use of sacrificial
macroporous pathways for liquid to escape through [3].

5.5. THE OUTLOOK FOR CO2 ELECTROREDUCTION
Carbon capture and storage solutions are expensive enough that the modern term has
been updated to carbon capture, utilisation, and storage [21], so clearly the future for CO2

utilisation is bright. However, despite great promise as panacea solution to the problems
of the energy solution, CO2 electroreduction is somewhat late to the party. Both biological
processes, with photosynthesis as the engine for biomass based CO2 conversion, and
certain chemical processes, such as mineralisation, carboxylation, and hydrogenation,
have higher TRLs than CO2 electroreduction [9]. Furthermore, none of the main products
of CO2 electroreduction are exclusive to this technology: most can otherwise be formed
with reformation, hydrogenation, photochemical reduction or even plasma catalysis.

In a perfect world, there would be ample time to scale, mature, and perfect the



5

140 5. CONCLUSION

technology for large-scale deployment, but this is not a perfect world. The time required
for such development could well be time that we simply do not have. To tackle climate
change, immediate, if imperfect, solutions are necessary. A practical first step would be
to heavily prioritise the production of CO over other chemicals. Due to the low electron
transfer number of two in the case of CO and HCOO− production, these two products
have a significantly higher value per unit electrolysis cost, but CO has the added advantage
of at the beginning of the hydrocarbon synthesis chain. When additionally noting that
CO will usually be produced alongside the competing H2, the resultant CO:H2 mix of
syngas seems like an obvious candidate for insertion into industrial synthesis routes as
a feedstock for the Fischer-Tropsch process alongside H2 sourced from alkaline water
electrolysis.

Nonetheless, it will still be a long time before the direct electrochemical route be-
comes economically feasible. For instance, a comparable technology for the renewable
production of methanol would be the reverse water-gas shift (TRL 6) [14], circumventing
the direct need for CO and utilising CO2 from direct air capture and H2 from alkaline
water electrolysis, then performing the methanol synthesis reaction. However, technoeco-
nomic assessments still show that fossil-based production of methanol, at roughly 450 €/t,
costs less than half of what is currently achievable at scale with renewable processes,
at 960 €/t [27]. This cost is expected to drop over the next decade, and could become
competitive by 2035, provided renewable electricity prices and electrolyser costs decrease,
and fossil-based methanol begins to be phased out.

To conclude, there is a clear place in the future for electrochemical CO2 reduction, but
it must compete with far more developed technologies to face pressing contemporary
issues with the energy transition. For the present, it would be pertinent to focus on the
reduction to CO, which is relatively simple and has a clear place in an existing synthesis
chain, rather than focus on complicated direct synthesis of higher value chemicals.
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