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While writing this report I assume readers have some basic knowledge of GNSS positioning, especially
the phase measurement and ambiguity fixing. Readers could find more details about this project in Chapter
2 and Chapter 3.

I would like to thank my supervisor Dr. ir. A. A. (Sandra) Verhagen for her instructions and suggestions
during this project and the scientific writing, and D. V. (Dimitrios) Psychas for his help for the programming
of Kalman filter.

F. Meng
Delft, October 2019
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Abstract

Global Navigation Satellite System (GNSS) has been developed in recent several decades, which provides a
new technique for timing, positioning and navigation. And GNSS positioning is a basic service to us, both
in daily life and scientific research. During high-precise positioning, ambiguity resolution is a key factor that
has a huge influence on the accuracy of the result. And the wrong fixing is the main source of lose of accuracy,
so many methods of test are proposed to validate the fixing result. We are interested in the performance of
solutions that have been labeled as wrong fixing, and want to check if those wrong fixings should be excluded
or accepted during estimation.

At first we introduce the basic model and challenges of ambiguity fixing, as well as the widely used method
integer least squares and Z -transformation. Some previous research of distribution of fixed solution also en-
ables us to compute the bounds of baseline residual. Then we focus on an example to do some pre-research,
and find out the main research question - how to accept wrong fixing during estimation and the impact un-
der different scenarios or estimation methods. We use a simulation-based method to do the research but the
measurements are generated based on the real ephemeris in certain day.

After giving the double difference measurement model based on code and phase with respect to single
or dual frequencies, in short baseline scenario, we define some parameters 1-norm, infinity-norm, weighted
2-norm, and good/bad performance of wrong fixings that might be useful for analysis. And some detailed
information in chosen epochs are shown with multiple figures and we derive those which are helpful, such
as infinity-norm ratio. Then we develop 4 validation methods, Infinity-norm ratio detection (RD), Weighted
2-norm detection (WD), 1-norm baseline residual detection (BD1) and Infinity-norm baseline residual
detection (BDi), to check if we could recognize wrong fixings with good performance from all wrong fixings.
We also compute some statistics, such as the success rate of detection, the rate of misdiagnose, and the rate
of participation to see whether our validation methods are effective or not. The histogram of wrong fixing or
correct fixing corresponds the existed research of distribution well. And the time series analysis also proves
the reliability of our validation methods, although there exist some errors due to the small sample size of
simulations.

We also apply the multi-epoch least squares and Kalman filter to see the influence of fixing success rate,
standard deviation of horizontal residuals, residual bounds and performance of wrong fixings. We find that
there are obvious improvements on all of them. An extra experiment is designed to see the impact of atmo-
spheric delays and the results show that it is really different from short baseline scenarios and we need to find
more proper threshold to make sure our validation methods work.

Finally, we could draw a conclusion that it is possible to find out wrong fixings that could be accepted, but
the threshold for each validation method should be adaptive for different scenarios and Kalman filter is very
reliable, with which the wrong fixing is always likely to be excluded during the estimation.

Keywords: GNSS DD positioning, ambiguity fixing, wrong fixing, validation method, Kalman filter, time
series analysis.

v





Contents

1 Introduction 1
1.1 GNSS Carrier-Phase Ambiguities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Integer Least-Squares (ILS) and Z-transformation . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Fixed Solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Reasearch Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Methodology and Dataset. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Wrong Fixing under Least-Square Estimation (LSE) 7
2.1 Short-baseline Scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Validation for the Wrong Fixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Statistical Properties of Wrong Fixings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Time Series Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Improvement of Kalman Filter (KF) 23
3.1 Multi-epoch LSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Basic Model of Kalman Filter for GNSS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Visualization for Chosen Epochs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Time Series Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.5 Extra Experiment: A Scenario Enrolling Atmospheric Delays . . . . . . . . . . . . . . . . . . . 27

4 Conclusion andOutlook 33
Bibliography 37

vii





1
Introduction

GNSS is the main technique that provides geospatial positioning to us, to help people know where they are
when travelling to a strange environment, or to monitor minor deformation and motion of manual or natural
objects on earth, etc. While during the communication between the satellite and the receiver, there exist dif-
ferent kinds of errors or delays in signal transmission, which has a large influence on our positioning result if
we wrongly estimate them. In addition, some parameters could help the research in other fields, i.e. atmo-
spheric delays could be applied to estimate water vapor content. So we always try to precisely estimate each
parameter before analysis.

1.1. GNSS Carrier-Phase Ambiguities
In GNSS positioning we could use two kinds of observations: code measurement and carrier-phase measure-
ment. Estimation using carrier-phase measurement, the residual of which could be in millimeters, is much
more precise than that using pseudoranges, but we need to fix the ambiguity for every satellite with respect
to the receiver per frequency since we do not know how many cycles the carrier wave has traveled for during
the journey:

Φ=λN +ϕ (1.1)

where Φ is total phase [m], λ is wavelength [m], N is phase ambiguity [cycles] and ϕ is phase measurement
[m], i.e. the fractional phase.

Relative positioning is one of general positioning methods which could help us eliminate or mitigate dif-
ferent kinds of errors during estimation. In double difference (DD) relative positioning, with least-squares or
Kalman filter we estimate the phase ambiguity as a float, but in fact it is an integer. So it is important to do the
ambiguity resolution (AR) during the GNSS processing[3], which could fix the float solution and remarkably
improve the precision of the result.

The general model for DD positioning could be shown as

Φkl
ur, f =ϕkl

ur, f −γ f I kl
ur, f0

+T kl
ur, f +λN kl

ur, f +εkl
ur, f (1.2)

with subscripts ur as user and reference station, f , f0 as the frequency and the reference frequency, respec-
tively; and superscripts kl as satellite PRN k and l , γI as ionosphere delay where γ= f 2

0 / f 2, T as troposphere
delay, ε as phase noise.

To fix the ambiguity N , we apply a mixed-integer GNSS model with normally distributed measurements
y:

y ∼ N (Ax,Qyy), x = [
b a

]T
, a ∈Zn , b ∈Rm (1.3)

with A the design matrix, a ambiguity vector [m] with n parameters and b parameter vector with m parame-
ters.

There are four main steps in AR [3]:

1. Float Solution: we neglect the integer nature of ambiguities and apply a standard least squares (LS) to
achieve the float solution â, b̂, a,b ∈Rm+n .
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2 1. Introduction

2. Integer Solution: in terms of the float solution â, it could be fixed to integer solution ǎ which is within
integer nature, under certain algorithm such as integer rounding (IR), integer bootstrapping (IB), etc.

3. Validation: after the fixing of ambiguities, we need to validate the solution by a testing function under
certain threshold, to see whether we could accept the fixed solution or not.

4. Fixed Solution: once the integer solution ǎ is accepted, the residual between float solution and integer
solution (â−ǎ) could be used for the estimation of fixed parameter b̌, together with variance-covariance
matrix:

b̌|â = b̂−Qb̂âQ−1
ââ (â− ǎ) (1.4)

Qb̌b̌ = Qb̂b̂ −Qb̂âQ−1
ââ Qâb̂ (1.5)

Finally, we get a highly precise vector of parameters. And in short-baseline positioning where we ne-
glect atmospheric delays, it is so-called baseline vector.

So if we want to get a satisfactory result, it significantly depends on the correctness of our integer solution.

1.2. Integer Least-Squares (ILS) and Z-transformation
Based on (1.3) we could apply a mixed integer least-squares, which is a non-standard least-squares problem
due to a ∈Zm [7]: (

ǎLS , b̌LS
)= argmin

a∈Zm , b∈Rn
‖y−Ax‖2

Qyy
(1.6)

ǎLS = argmin
z∈Zm

‖â−z‖2
Qââ

b̌LS = b̂−Qb̂âQ−1
ââ (â− ǎLS )

(1.7)

An n×n matrix Z is called a Z -transformation if Z,Z−1 ∈Zn×n [9]. It is a method of reparameterization. For IR
and IB we do not need a search since after Z -transformation the integer solution is not invariant, although it
has higher success rate afterwards. Instead for ILS the Z -transformation is needed for a different purpose: the
decorrelation will ensure a higher success rate. Besides, the searching space is usually very elongated during
integer fixing, which is time consuming, while Z -transformation is a ideal way to shorten the search time of
â, with ẑ = Zâ. A general method is called decorrelating transformation, which has a good performance in
any integer GNSS model [4, 8, 10]. It is controlled by a sequence of matrices for the alternating reduction in
different dimensions and the final correlation would be smaller than 0.5.

We have mentioned two methods of integer estimation IR and IB, but both of them suffer a lot from the
lack of Z -transformation invariance, while for ILS, the variance-covariance matrix of ẑ is equal to â (‖Qẑẑ‖ =
‖Qââ‖), which is Z-transformation invariant [3]. So after Z -transformation, the estimation of ILS is the same
as that without transformation.

And due to the fact that ILS is Z -invariant:

žLS = ZǎLS

b̌LS = b̂−Qb̂ẑQ−1
ẑẑ (ẑ− žLS )

(1.8)

with Qb̂ẑ = Qb̂âZT and Qẑẑ = ZQẑẑZT.
In terms of integer fixing in ILS, a general procedure is described as LAMBDA (Least-squares AMBiguity

Decorrelation Adjustment) method [10]. And through this method the success rate of fixing is higher than IR
and IB:

P (ǎLS = a) ≥ P (ǎB = a) ≥ P (ǎR = a) (1.9)

Although the success rate of IB and IR is not as high as ILS, it could still be applied during the fixing. Especially
for IB, its success rate could perform as the lower bound for ILS, which is generally used as the best known
lower bound [14].

In practice, sometimes due to the fact of poor environment leading to a unreliable solution, we might not
fix all ambiguities, but a subset, which is referred as partial ambiguity resolution (PAR) [5]. Besides, the fixing
procedure could be controlled by a test, such as the fixed failure-rate approach [6].
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1.3. Fixed Solution
There is a lot of research about the quality of GNSS parameters, especially fixed baseline estimation. In gen-
eral the distribution of the float baseline solution is assumed as normal distribution[14], i.e. b̂ ∼ N (b,Qb̂b̂),
and its probability density function (PDF) together with conditional PDF based on (1.4), (1.5) and (1.8):

fb̂(x) = 1√|Qb̂b̂|(2π)0.5p
exp{−1

2
‖x−b‖2

Qb̂b̂
}

fb̂|â(x|z) = 1√
|Qb̂|â|(2π)0.5p

exp{−1

2
‖x−b|z‖2

Qb̂|â
}

(1.10)

After the baseline vector is fixed, the distribution could be derived as [11, 13]:

fb̌(x) = ∑
z∈Zn

fb̂|â(x|z)P (ǎ = z) (1.11)

As for the conditional variance-covariance matrix, it could be used to find the bounds of baseline residual
[12]:

P (b̂|â ∈ Eb)P (ǎ = a) ≤ P (b̌ ∈ Eb) ≤ P (b̂|â ∈ Eb)

Eb = {x ∈Rn |(x−b)TQ−1
b̂|â(x−b) ≤β2}

(1.12)

with Eb the confidence region of baseline parameter.
The selection of β comes from the lower and upper bounds:

α1 ≤ P (‖b̌−b‖2
Qb̂|â

≤β2) ≤α2 (1.13)

with α1 =α2P (ǎ = a) and α2 = P (χ2(p,0)) ≤β2 [14].
(1.13) could be used for detection of whether our fixed solution is confident or not. If the success rate is

high enough, the bounds would be tight. Besides, there are some other probabilities for evaluation such as
P (‖b̌−b‖2

Qb̌b̌
≤β2) and P (‖b̂−b‖2

Qb̂b̂
≤β2).

1.4. Reasearch Objectives
We have derived the expression of distribution of fixed baseline parameter, although we do not know the
exact kind of distribution it has. In practice, there are always some solutions that are wrongly fixed, when the
property of these solutions would not meet what we have retrieved before. The distribution of these wrong
fixings are so random that we cannot describe it by a simple function, and they are rejected by the test for
validation, but some of them could be accepted because of small error, as Figure 1.1 which is an example in
certain scenario shows:

Some clusters still have estimation errors which are small compared to the 95% confidence region of the
float solution, which means that some of them might be accepted in estimation. While it is just a simple case,
the information we have retrieved is very limited from a plot of horizontal residuals, and it would be especially
severe if the fixed estimation errors are larger than those of the float. So furthermore, we need to do some pre-
research to check if there exist wrong fixings that could be accepted. We compute some statistics, that among
these 106 samples, the success rate for fixing is equal to 93.51%, with 6.49% of all samples generated as wrong
fixings. And for these wrong fixings, 52% of them have small horizontal errors (|b̌w,N−bN |+|b̌w,E−bE | ≤ 0.1m),
where b̌w is wrongly fixed baseline in north (N ) and east (E), b is the true baseline. It is a large number for
candidates of the wrong fixing that might be accepted, while we need to find some proper methods for vali-
dation; and in different scenarios, there might be some changes of distribution and range for wrong fixings.

As a result, it is really necessary to do some research, to check the bounds of float or fixed solutions, and
how many wrong fixings could be accepted in various scenarios as well as how to accept them. Even we
must consider about these questions, usually the size of wrong fixings is very small, how could we effectively
retrieve the feature of wrongly fixed solutions for validation? And if we use different parameters or estima-
tion methods, is there any improvement or influence for the validation?



4 1. Introduction

Figure 1.1: Horizontal residuals for float and fixed solutions based on simulations. Grey: float solutions; red: wrong fixings; green:
successful fixings

1.5. Methodology and Dataset
Since there are different kinds of errors and delays in the measurement, we cannot only focus on the ambigu-
ity by removing the influence of other parameter. As a result, it would be more proper to apply a simulation-
based method, that we use a ’Q_GUI’ (Figure 1.2) in LAMBDA_v3.0 toolbox[1] to generate our measurements
under certain circumstance with real ephemeris in certain period, given standard deviation of code and
phase, the location of the receiver, frequency and system combinations, time interval and number of epochs,
satellite’s cutoff elevation, atmospheric corrections and mapping function. Based on the defined scenario
and model, we could estimate the parameter we need, including the variance-covariance matrix for float or
fixed baseline solutions. After that, we could simulate the float solutions with large enough samples based on
variance-covariance matrix under standard normal distribution, and fix them by LAMBDA method, which
means we assume the true value to be equal to zero for both ambiguities and other parameters or the date is
detrended. Finally, we could do some analysis based on the float and fixed solutions.

We select one-day ephemeris in 10th May 2019 with static receiver in (52,4,0) (latitude [deg] longitude
[deg] height [m]) to analyse the distribution of fixings in different epochs under GPS, as well as time analy-
sis for the whole day to avoid some accident results. As for the potential factors that might affect the fixed
simulations, they are more likely to be other unknown parameters such as troposphere delay and ionosphere
delay, and the number of frequencies which would change the number of ambiguities since they are more or
less correlated with each other. While for the date we choose and the location of the receiver, they might not,
and in this report we only concentrate on the ambiguities of GPS satellites. As for the unit in this report, if not
mentioned, it would be in meters.
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Figure 1.2: Integer Ambiguity Resolution Demo Q_GUI

Figure 1.3: A simple flowchart of processing





2
Wrong Fixing under Least-Square

Estimation (LSE)

LSE is one of the most common methods during the GNSS positioning. It is easy to implement, and the more
measurements, the more precise the estimation. The output for Q_GUI is a sequence of results including
variance-covariance matrix, lower bound of success rate, observable satellite numbers, etc. for each epoch,
computed based on the environment on these epochs, so we could focus on each epoch to analyse the per-
formance of the wrong fixing.

2.1. Short-baseline Scenario
The basic model of short-baseline positioning could be described as:[

δPt=i ;L1

δΦt=i ;L1

]
=

[
Ut=i O
Ut=i ΛL1

][
δxur

aL1

]
(2.1)


δPt=i ;L1

δΦt=i ;L1

δPt=i ;L5

δΦt=i ;L5

=
[

Ut=i ΛL1 O
Ut=i O ΛL5

]δxur

aL1

aL5

 (2.2)

for single and dual frequencies, with L1 and L5 the frequencies, δPt=i and δΦt=i DD code and phase mea-
surements [m], Ut=i DD line of sight (LOS) matrix in epoch i ,Λmatrix of wavelength, δxur baseline vector [m]
and a unknown DD ambiguities. We could neglect the troposphere and ionosphere delays in short-baseline.

The variance-covariance matrix Qyy, f for the measurement with combination of code and phase under
certain frequency f and weight matrix W, based on the elevation angle with 15-degree cutoff value could be
computed from (2.3)

σi ,P, f = 2σ2
P0, f

(1+10exp{−αi /10})2

σi ,C , f = 2σ2
C0, f

(1+10exp{−αi /10})2

QC , f = di ag (w1,C , f , w2,C , f , ..., wn,C , f )

QP, f = di ag (w1,P, f , w2,P, f , ..., wn,P, f )

Qyy, f = di ag (TWC , f T
′
,TWP, f T

′
)

W = Q−1
yy

(2.3)

where C and P represent code and phase, respectively, σ is the standard deviation, α is elevation angle and T
is the transformation matrix for DD model. For n satellites, there are 2N (n −1) weights for N frequencies. In
addition, we use the satellite with maximum elevation as our reference satellite for each epoch.

As a result, the estimated variance-covariance matrix of baseline and ambiguities could be retrieved by:[
Qb̂b̂ Qb̂â
Qâb̂ Qââ

]
= (ATWA)−1 (2.4)

7



8 2. Wrong Fixing under Least-Square Estimation (LSE)

with A the design matrix based on (2.1) or (2.2).
Following the Flowchart 1.3 and we could get our simulations finally.

2.2. Validation for the Wrong Fixing
Before doing the validation for wrong fixings we start to focus on single epoch to see the details of our samples,
including the horizontal residuals and the performance of the wrong fixing under different defined parame-
ters.

For a sample x, since there are many parameters inside the vector, we define three main parameters to
describe its error in general, comparing with the true value: 1-norm ‖x−x‖1 which shows the overall residual
of baseline parameters, weighted 2-norm ‖x−x‖2

Qxx
which shows the overall residual of baseline parameters

under weights and infinity-norm ‖x−x‖∞ which shows the maximum residual of baseline parameters. And
we also define the good performance and bad performance in case of wrong fixings:

g ood per f or mance = |b̌w,N −bN | ≤ 3σb̌N
& |b̌w,E −bE | ≤ 3σb̌E

& |b̌w,U −bU | ≤ 3σb̌U
(2.5)

where b̌w is the wrong fixing of baseline in north (N ), east (E) and up (U ) direction, b is the true baseline and
b̌ is correct fixing withσ as its standard deviation computed from samples of correct fixings. For performance
of the wrong fixing other than good performance is defined as bad performance.

Figure 2.1: Selection of parameters in Q_GUI

We randomly choose six epochs 1, 70, 112, 186, 229, 285 [×5mi n] (to simplify we assume for each epoch the
circumstance of observation does not change), which is approximately uniformly distributed during the day,
to simulate and visualize scenarios for single and dual frequencies, with 106 samples. And we choose a 0.6 m
standard deviation of code and 8 mm of phase to make sure the failure rate is ’high’ enough in some epochs
to generate enough b̌w for analysis, as Figure 2.1 shows. Since it is based on short-baseline, the atmospheric
delay is fixed. For example, some figures we plot for epoch 285 with dual frequencies could be shown as
Figure 2.2 to 2.6, when there are 9 satellites, with -0.14 correlation between north and east:

Similar to Figure 1.1, we could retrieve some information from Figure 2.2 as well, when the success rate of
fixing is equal to 91.34% and failure rate is equal to 8.66%. The distribution of the wrong fixing in epoch 285
is much more random than the previous plot, but there are still many small clusters. And it would be severe
that many clusters are outside the 95% confidence region. The residual of correct fixing is so small that we
could only figure out a small cluster in the center, while the region of float solutions is much larger, showing
that after fixing there is a huge improvement for horizontal baseline parameters. As for the performance
of wrong fixings, it is too random to see whether there exist wrong fixings with good performance or not.
We suppose the horizontal correlation might have an impact on the horizontal distribution of wrong fixings,
while in this scenario the failure rate is not very high, so it shows a more random distribution than we expect.
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Figure 2.2: Horizontal residuals for float and fixed solutions based on simulations in epoch 285. Grey: float solutions; red: wrong fixings;
green: successful fixings

The influence of horizontal correlation is more clear in figures shown in Section 3.3, where we could observe
a more correlated clusters in horizontal.

Besides, in this epoch, there are 2× (9−1) = 16 unknown ambiguities and three baseline parameters. We
cannot show their residuals separately, while it would be a proper way to use 1-norm or infinity norm to
represent the ’overall residual’ of the ambiguity or baseline. And we could create a joint histogram between
them, only for wrong fixings, shown as Figure 2.3. It is reasonable to see that the overall residual of baseline
increases with that of ambiguity, based on (1.4) and (1.5). And the top two plots of Figure 2.4 could show it
more obviously, where the scatter plot is like a comet. In terms of the plot of 1-norm residual, it seems that the
ratio between ambiguity and baseline is fluctuated around a constant, while we could see an offset in scatter
plot of infinity-norm. For a large ratio, it means that a smaller residual of ambiguities could lead to a relatively
large error of baseline parameters. These two visualizations are shown as bottom two plots of Figure 2.4.

In the ratio plot, we separate the wrong fixing by good and bad performance. And these plots correspond
what we mentioned before. The ratio of 1-norm fluctuates a lot around 0.05 for wrong fixings with both good
and bad performance. While the distribution of the wrong fixing with good performance distinguish a lot
from bad performance. In this case most values of wrong fixings with good performance are below around
0.55. But because of the large size of sample, there are many overlaps in the boundary between red and green
dots, and we need to do some computations to see if there is a clear threshold that could well recognize good
performance from wrong fixings.

Figure 2.5 gives another potential method of validation for the wrong fixing, which is based on the norm
of baseline or ambiguity residuals. If we find a proper threshold the separation would be good enough. But
due to the large range of these parameters, the threshold might change over time or under different circum-
stances. For another norm, weighted 2-norm we visualize the residual for both float and fixed solutions, as
well as that for good and bad performance separately among wrongly fixed solutions in Figure 2.6. We could
see that the former is not a good factor for validation since wrong fixings with good performance and bad per-
formance have large overlaps of range. But for the later, if the wrong fixing has bad performance, the 2-norm
would be very large, whose value could reach 105. So there could also be a threshold for validation. Besides,
the stripes in the figures could correspond the clusters in Figure 2.2 well, since both ǎ and a must be integers,
and fixed baseline parameters are corrected from fixed ambiguities.

For the visualizations in other 5 epochs, all of them show something in common with what we mentioned
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above. But in some epochs there are not wrong fixings with good performance, which is possible because
the distribution of wrongly fixed estimation is very random, and what we should do first is to find a good
validation method to recognize these good performances. In addition, the result of single frequency under
the same circumstance is much worse than dual frequencies, and the interesting thing is that results of all
epochs we choose for the scenario of single frequency do not show any good performance among wrong
fixings. We will mention it in Section 3.1 by applying a simple multi-epoch LSE. And we would use a smaller
standard deviation for single frequency for Section 2.4 time series analysis to check our validation method.

Figure 2.3: Histogram of wrongly fixed ambiguity (y-axis) and baseline (x-axis) residuals, with respect to 2 parameters: 1-norm and
infinity-norm, visualized in 3D and 2D space

2.3. Statistical Properties of Wrong Fixings
At first, we would compute some general statistics such as the simulation-based success rate for fixing Ps for
which Q_GUI only outputs the lower bound, the probability of good performance among all wrong fixings
Psw which is very important since we need to make sure this probability is larger than zero before validation.
Besides, it is also necessary to compute probability based on (1.13), but we compute P (‖b̂− b̌‖2

Qb̂b̂
≤ β2) to-

gether with other 2 probabilities P (‖b̌−b‖2
Qb̌b̌

≤ β2) and P (‖b̂−b‖2
Qb̂b̂

≤ β2) with α1 = Ps −0.02 in (1.13), to

check if float and fixed solution are well bounded. The selection of this value of α1 is aimed to make sure the
computed probability corresponds well to the bound of residual of baseline parameters, since the bound of
residual is related to the success rate.

Based on Section 2.2 we define 4 validation methods:

1. Infinity-norm ratio detection (RD) which is based on Figure 2.4, and here we use 3 different thresholds
based on (2.6) for the ratio of infinity-norm between wrong baseline and ambiguity residuals;

RDthr eshol d1 = mean(r ati ow,g ood )+1.96 ·std(r ati ow,g ood )

RDthr eshol d2 = mean(r ati ow,g ood )+std(r ati ow,g ood )

RDthr eshol d3 = mean(r ati ow,g ood )

(2.6)

where w, g ood represents good performance in wrong fixings.
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Figure 2.4: Top two are scatter plots of the 1-norm and infinity-norm of residuals for wrong ambiguity vs. baseline, and bottom two are
sequences of corresponding ratios between wrong baseline and ambiguity residuals, separated by good performance (green dot) and

bad performance (red dot)

Figure 2.5: Sequences of 1-norm or infinity-norm for wrong baseline or ambiguity residuals, separated by good performance (green
dot) and bad performance (red)
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Figure 2.6: Sequences of weighted 2-norm for wrongly fixed baseline residuals and corresponding residuals of float solution, with good
performance shown in green and bad performance shown in red

2. Weighted 2-norm detection (WD) which is based on Figure 2.6, and we retrieve a threshold based on
(2.7) from correct fixing for the weighted 2-norm of the wrong fixing;

WDthr eshol d = 0.95 ·max(‖b̌−b‖2
Qb̌b̌,c ) (2.7)

where c represents correct fixing.

3. 1-norm baseline residual detection (BD1) which is based on Figure 2.5, and we set a threshold from
the range of the wrong fixing with good performance, for the 1-norm of wrong fixing residuals. It is hard
to decide which value would be better, so it is better to use one based on (2.8) from the true value, and
we will try to find a proper threshold in time series analysis;

BD1thr eshol d = 0.95 ·max(‖b̌−b‖1,w,g ood ) (2.8)

4. Infinity-norm baseline residual detection (BDi) which is very similar to the previous method, but for
the infinity-norm of wrong fixing residuals. Threshold is computed from (2.9)

BDithr eshol d = 0.95 ·max(‖b̌−b‖∞,w,g ood ) (2.9)

In order to assess these four methods, we could compute four parameters for each:

1. the rate of participation Ppar which describes among all wrong fixings with good performance, the
percentage of those that could be detected;

2. the success rate of detection Pd which shows among all wrong fixings under the threshold, the per-
centage of those that are correctly detected as good performance;

3. the rate of misdiagnose Pm which describes among all wong fixings with bad performance, the per-
centage of those are incorrectly detected as good performance. It is also a significant parameter. If
Psw = 0, when other three parameters are meaningless since there is no wrong fixing with good perfor-
mance, we could validate whether there are bad performances under the threshold we set;
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True good performance True bad performance
Predicted good performance Sg g Sg b Saccept

Predicted bad performance Sbg Sbb Sr e j ect

Sg ood Sbad

Table 2.1: Binary confusion table of true/predicted good/bad performance among wrong fixings

4. γ which is the ratio between Pm and Pd ·Psw , a smaller γ means the detection performs well. Ideally, it
should be equal to zero all the time. In a relatively ideal circumstance, with Pm ≤ 1% and Pd ≥ 90%, γ
should be less than or equal to 0.011/Psw (we do not give a exact value for Psw since it varies a lot over
time in different scenarios).

Intuitively, Psw , Ppar , Pd and Pm could be shown as (2.10) with Table 2.1. More clearly, S means set of
wrong fixings (S = {

x ∈ al l f i x.|l abel (x) = wr ong f i x.
}
), for Sg g , Sg b , Sbg , Sbb , the first subscript represents

predicted performance and the second represents true performance. Sg ood = Sg g + Sbg , Sbad = Sg b + Sbb ,
Saccept = Sg g +Sg b , Sr e j ect = Sbg +Sbb . Besides, Ppar describes the recall of the validation and Pd describes

the precision of the validation. We do not compute the overall accuracy of the validation (
Sg g +Sbb

Sg ood+Sbad
) since Sbb

usually has a much larger size than Sg g , and it would dominate the final result a lot. As a result, the accuracy
would describe more about how many wrong fixings with bad performance are correctly rejected, which is
unrelated to our research.

Psw = P (tr ue g ood |wr ong f i x.) = Sg ood

Sg ood +Sbad
= Sg ood

S

Ppar = P (pr edi cted g ood & tr ue g ood |tr ue g ood & wr ong f i x.) = Sg g

Sg ood

Pd = P (pr edi cted g ood & tr ue g ood |pr edi cted g ood & wr ong f i x.) = Sg g

Saccept

Pm = P (pr edi cted g ood & tr ue bad |tr ue bad & wr ong f i x.) = Sg b

Sbad

(2.10)

Using thresholds from (2.6) to (2.9), together with other data, we not only output statistics for epoch 285 as
Table 2.2 shows, but also another epoch in Table 2.3. From these two tables, we could see that the probability
P (‖b̂−b‖2

Qb̂b̂
≤β2) and P (‖b̂−b̌‖2

Qb̂b̂
≤β2) are always well bounded, while the probability of P (‖b̌−b‖2

Qb̌b̌
≤β2)

is affected by the success rate Ps obviously. Psw is very random and if it is larger than 0 we could apply our
validation method. As for the detection result, obviously a smaller threshold value would lead to a higher Pd

and a lower chance of misdiagnose, based on results form RD method, while at the same time less fixings
are enrolled and Ppar decreases sharply. In practice, we would prioritize the success rate if Ppar is not very
low. Pm shows if our validation is always reliable especially for the case Psw = 0. In our two cases it is always
smaller than 4%, which means our methods work well currently, under the circumstance where there exist
fixings with good performance. And γ could help us compare the performance of different methods. If the
success rates Pd are the same for two methods, we would consider the one with smaller rate of misdiagnose
Pm , meaning the one with a smaller γ. Here Psw could be considered as a scaling factor to make the value of
γ to a proper range over time series, to enable us to clearly check in which epochs the method works well.

We could not draw a conclusion from these two tables that which method would be proper for the valida-
tion. While BDi is likely to get a close result as RD under similar threshold since the baseline residual is small
when the ambiguity residual is not large in general, based on Figure 2.4, which means that if a wrong fixing
has good performance, ‖ǎ−a‖∞ is more likely to be equal to 1. And all of these four methods are reliable so
far.

Finally, we visualize the distribution of some statistics, shown as Figure 2.7 and 2.8. And the first figure
we see a χ2 distribution for 2-norm and normal distribution in horizontal successful fixings, while no infor-
mation of regular distribution could be retrieved from histogram of the wrong fixing. In terms of the second
figure, for the histogram of all fixings, it shows in fact there are less wrong fixings especially in the further area,
although we have observed a lot of clusters in Figure 2.2, which is a bit tricky. And the distribution of wrong
ambiguity residual is a bit similar to horizontal residual, which might be explained by (1.4) and (1.5).
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Figure 2.7: Histogram of correctly (bottom left) and wrongly (bottom right) fixed horizontal residual, together with corresponding
histogram of weighted 2-norm (top two)

Figure 2.8: Histogram of all fixed horizontal residual (top left), together with the first and second ambiguity residual (bottom left: all
fixings; bottom right: wrong fixings)
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Epoch Ps Psw P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) P (‖b̂− b̌‖2
Qb̂b̂

≤β2)

285 91.34% 20.29% 90.78% 97.80% 98.10%
Method Threshold Ppar Pd Pm γ= Pm/(Pd Psw )

RD
0.05 96.56% 93.31% 1.76% 0.09
0.04 81.33% 93.96% 1.33% 0.07
0.03 54.21% 98.95% 0.15% 0.01

WD 33.12 100.00% 87.66% 3.58% 0.20
BD1 0.10 99.94% 89.28% 3.05% 0.17
BDi 0.06 97.78% 93.30% 1.79% 0.09

Table 2.2: Some statistics for validation in epoch 285

Epoch Ps Psw P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) P (‖b̂− b̌‖2
Qb̂b̂

≤β2)

1 81.12% 2.85% 79.53% 97.54% 98.48%
Method Threshold Ppar Pd Pm γ= Pm/(Pd Psw )

RD
0.05 97.14% 86.87% 0.43% 0.17
0.04 83.01% 92.21% 0.20% 0.08
0.03 50.64% 98.77% 0.02% 0.01

WD 30.77 100.00% 79.34% 0.76% 0.34
BD1 0.10 99.96% 82.12% 0.64% 0.27
BDi 0.05 97.43% 86.84% 0.43% 0.17

Table 2.3: Some statistics for validation in epoch 1

2.4. Time Series Analysis
Furthermore, it is necessary to visualize these statistics above in time series, to check if our method could be
generally applied under different circumstances during a whole day as well as some changes over time.

At first we plot some figures for the scenario we mentioned above with 104 samples for efficiency for each
epoch, shown as Figure 2.9 to 2.14:

In this scenario, the success rate of fixing varies with the number of satellites, and especially it is very high
when the number of satellites is over ten. And there is an obvious decrease for the standard deviation when Ps

is high enough since a high success rate for fixing means more samples are applied for the estimation, leading
to a more precise result. And the worst standard deviation could be two times as the best. The baseline fixing
is more precise in east and less in up in general. The horizontal correlation also fluctuates. Besides, It is
interesting to see that when Ps ≥ 90%, Psw would not be close to zero, but there is also an anomaly that Psw

is very high between about epoch 230 to 280, when Ps is almost one. This anomaly might be out of accident
since if Ps = 99%, there would be only 104 ×1% = 100 wrong fixing samples and 10 for Ps = 99.9% whose size
is very small. And the number would be even smaller if we set a threshold. Figure 2.10 shows both float and
fixing errors are well bounded if Ps is high, and P (‖b̂− b̌‖2

Qb̂b̂
≤ β2) shows a contrary trend comparing with

other two probabilities, but all of them seem to converge to a certain constant if Ps is good enough.
In terms of those four detection methods we mentioned, we set a loose and a tight threshold which is

constant over time as Figure 2.11 to 2.14 show. Obviously a tight threshold could improve the performance
of detection, while Ppar would decrease a lot. For each time series, we could always observe drops of Pd in
some epochs, and this is due to that in most epochs Psw is very low, and after we set a threshold only a few
samples are enrolled to compute statistics, leading to a more random result possibly. While we could confirm
it by Pm , and although it also shows an anomaly between epoch 230 to 280, before that it is very close to zero,
which means that below the threshold the size of wrong fixings with bad performance is also very small. We
could only get an overall view from plots of time series based on 104 sample size, that the success rate of the
detection method is above 80% in most time under loose threshold and it would be very reliable with tight
threshold. In terms of the anomaly between epoch 230 to 280, when Pm and γ are very large sometimes, we
also increase the sample to 5×104 and there are some decreases, but not obviously. So we choose one epoch
to visualize the detail to see whether the anomaly is true or not.

Noticing that Pm = 1 in epoch 238, we compute the same statistics as Table 2.2 and 2.3, shown as Table 2.4.
It shows that based on a large sample size, the result is much better and Pm is much smaller than 1 although
it is larger than the result in epoch 1 and 285. Besides, we could see there is a obvious decrease of Pm if we
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Figure 2.9: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U

Figure 2.10: Time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2)
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Figure 2.11: Time series of Pd (success rate), Ppar (participation rate) for RD (P∞), WD (P2), BDi (Pb∞ ) and BD1 (Pb1
) under loose

thresholds

Figure 2.12: Time series of Pm (misdetection rate), γ for RD (P∞), WD (P2), BDi (Pb∞ ) and BD1 (Pb1
) under loose thresholds
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Figure 2.13: Time series of Pd (success rate), Ppar (participation rate) for RD (P∞), WD (P2), BDi (Pb∞ ) and BD1 (Pb1
) under tight

thresholds

Figure 2.14: Time series of Pm (misdetection rate), γ for RD (P∞), WD (P2), BDi (Pb∞ ) and BD1 (Pb1
) under tight thresholds
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use a tight threshold based on method RD. The last plot in Figure 2.15 gives the detail for the method RD, and
there are not many wrong fixings, about 106×0.0446% = 446 samples, but we could figure out a general trend
from the plot. One possibility leading to the deep overlap between good and bad performance is that the
success rate for fixing is very high, and as a result, some wrong fixings are just a bit larger than the 3σ interval
and labeled as bad performance. So it really depends to find a proper threshold in different epochs and
circumstances, and sometimes we might also give a larger confidence interval to define good performance,
when Ps is very high.

Epoch Ps Psw P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) P (‖b̂− b̌‖2
Qb̂b̂

≤β2)

238 99.96% 28.03% 97.95% 98.02% 98.02%
Method Threshold Ppar Pd Pm γ= Pm/(Pd Psw )

RD
0.05 100.00% 66.49% 19.63% 1.05
0.04 80.00% 70.42% 13.08% 0.66
0.03 55.20% 79.31% 5.61% 0.25

WD 27.04 100.00% 54.58% 32.40% 2.12
BD1 0.08 99.20% 68.13% 18.07% 0.95
BDi 0.05 92.80% 67.44% 17.44% 0.92

Table 2.4: Some statistics for validation in epoch 238

Figure 2.15: Top two are scatter plots of the 1-norm and infinity-norm of residuals for wrong ambiguity vs. baseline, and bottom two are
sequences of corresponding ratios between wrong baseline and ambiguity residuals, separated by good performance (green dot) and

bad performance (red dot)

In terms of the scenario of single frequency (L1 only), we decrease the standard deviation of code to 20 cm
and phase to 2 mm, based on Figure 2.1, to generate a time series as well, together with time series based on
the same circumstance but with dual-frequency (L1+L5) as a contrast, shown as Figure 2.16 and 2.17. These
two figures show a smaller standard deviation in horizontal and vertical because of more precise phase and
code measurements. One interesting thing is that both scenarios do not detect good performances among
wrong fixings, for single frequency it means the LAMBDA method operates well, and for dual-frequency, it is
due to the high success rate under less noise of code and phase measurement. Both scenarios have a zero Pm

so no bad performance is incorrectly detected.
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Figure 2.16: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for single frequency
with small standard deviation

Figure 2.17: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for dual frequencies
with small standard deviation



2.4. Time Series Analysis 21

In a word, although the visualization in time series is not as precise as that for single epoch, we could
induce that we could detect the good performance among wrong fixings, but need to take a more adaptive
method to find a proper threshold and sometimes we could also take a partial threshold to include some
fixings that are labeled as bad performance. It is a bit complicated indeed, so we want to apply some methods,
like a filter, to make sure after some epochs, the result is so reliable that we need not to do the detection.





3
Improvement of Kalman Filter (KF)

We have analysed the performance of wrong fixings estimated from each epoch, now we could apply a filter,
and Kalman filter is a efficient way to improve the precision of estimation over time since it is a recursive
estimator and the estimation in previous time step could be used as the initial state in the next time step, and
the current measurement could be used as correction to lessen the standard deviation of estimated parame-
ters. In addition to the improvement of fixing success rate and horizontal standard deviations, we would care
about how wrong fixings could perform during the processing.

3.1. Multi-epoch LSE
Multi-epoch LSE is a simple method to improve the precision of the estimation, although more time-consuming:

Qmul ti =
1

K
Q (3.1)

with K the number of epochs we combine and during these K epochs the circumstance would be in constant.
We could apply a 10-epoch LSE for the scenario of single frequency in section 2.2 when Ps is always very

low, to see the improvement, shown as Figure 3.1 and 3.2. We could also compute the standard deviations for
the result applying normal LSE by (3.2):

σLSE =
p

KσK−epoch LSE (3.2)

Although it is a bit time consuming, multi-epoch LSE is a effective way to improve the success rate for
fixing as well as precision of baseline, and easy to implement. While sometimes we cannot make sure a long
time stable circumstance, especially for a dynamic scenario where the environment is changing all the time.
In this case we cannot apply the multi-epoch LSE any more, but use a filter.

3.2. Basic Model of Kalman Filter for GNSS
For a static scenario, a simple model of Kalman filter in our DD case could be shown as:[

b
a

]
k+1

=
[

b
a

]
k
+

[
∆t
0

]
wk (3.3)

Pk+1|k = Pk +Sk (3.4)

where Sk = BQk BT with Qk = σ2
wk

= 10−4[m2], wk noise and B = [∆t 0]T, ∆t the time interval [s], Pk is
variance-covariance matrix at epoch k;

Kk+1 = Pk+1|k AT
k+1(Rk+1 +Ak+1Pk+1|k AT

k+1)−1 (3.5)

with Ak+1 the design matrix at epoch k +1, Rk+1 the variance-covariance matrix of measurement, given by
(2.3);

Pk+1 = (I−Kk+1Ak+1)Pk+1|k (3.6)

23
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Figure 3.1: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for single frequency

Figure 3.2: Time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2)
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Based on (3.3) to (3.6), we could update our variance-covariance matrix over time, by giving the initial state.
While in practice, during a day the number of satellites and the reference satellite would change some-

times. So ak is not always the same. We could apply a transformation matrix based on the relationship
between DD ambiguities with different reference satellite:

amn,t = amx,t −anx,t (3.7)

with n the new reference satellite at epoch t + 1 and x the previous reference satellite at epoch t , for any
satellite m. And if m is a new satellite that has never appeared before, we need to initialize the variance with
a relatively large value, such as 10 ·Qââ,LSE.

So before the time step of Kalman filter, we should check if we need to do the transformantion or reini-
tialize part of the variance-covariance matrix, shown as (3.8) to (3.9):[

Qb̂b̂ Qb̂â
Qâb̂ Qââ

]∗
n,t

=
[

Qb̂b̂ Qb̂âT
′

TQâb̂ TQââT
′

]
x,t

(3.8)

[
Qb̂b̂ Qb̂â
Qâb̂ Qââ

]
n,t

=C

([
Qb̂b̂ Qb̂â
Qâb̂ Qââ

]∗
n,t

)
(3.9)

with transformation matrix T based on (3.7), and C (X) the selection and reinitialization function which could
select information that could be applied in epoch t+1 and set a variance 10·Qââ,LSE for new observation. And
we assume zero correlations between new observation with other ambiguities as well as baseline parameters.

3.3. Visualization for Chosen Epochs
We randomly choose some epochs in scenario of both dual and single frequency to start filtering, by giving
P0 = 10 ·QLSE,t as initial condition at epoch t . We would only show the result for one starting epoch based on
scenario of single frequency because for dual frequency it converges so fast that after 5 epochs (15 seconds
each) there would not be any wrong fixing. Visualization of horizontal residuals starting from epoch 186
could be shown as Figure 3.3. We could observe a great improvement over time, and the success rate Ps for
these 4 epochs are 0.1173%, 3.0752%, 61.1736%, 99.2488%, respectively. It is interesting that Psw = 0 and
Pm = 0 for all epochs under loose threshold, similar to the previous result of single frequency, which could
be intuitively shown as Figure 3.4 and 3.5. For RD method, the ratio is always larger than 0.5, and 1-norm of
baseline residual 0.5 and infinity-norm 0.2.

So far, Kalman filter is a reliable method in our scenario and furthermore we need to check the condition
when the reference satellite or number of satellite change.

3.4. Time Series Analysis
As for the time series, we choose a 100-epoch length of Kalman filter processing for both dual and single
frequency, starting from epoch 1 and 282, respectively, shown from Figure 3.6 to 3.9. Psw = 0 for plots of
single frequency and at the beginning of the scenario of dual frequencies, Psw > 0 in some epochs, and it
equals to zero after the success rate is very high. In terms of the anomaly in epoch 86 and 87, it could be
considered as outlier, or they could also be labeled as correct fixing since Ps is very close to 1. The correlation
plot shows a increase or decrease trend. And particularly, there is a small drop of success rate in Figure 3.8,
about 1.5%, but Ps goes back to 1 quickly, meaning that the Kalman filter is very reliable. In terms of the
standard deviation of baseline, error in north or up direction improves a lot, while in the east the standard
deviation is very stable. In addition, in epoch 60 there is a jump for all of those three standard deviations due
to the decrease of number of satellite shown in Figure 3.8.

Another interesting thing could be detected from Figure 3.9 and 3.10. During the first 100 steps we observe
a increase of P (‖b̂ − b̌‖2

Qb̂b̂
≤ β2) after timestep 50 and other two probabilities are stable and are likely to

converge to a certain value though with fluctuations. Furthermore, we visualize 100 extra timesteps for these
three probabilities and the trend is the same as before. So it means there is a trend that the float solution
is more likely to move towards the fixed solution, which is also shown as Figure 3.3, that the grey area gets
smaller over time. As a result, after long enough time, the confidence level of the float solution could be the
same as fixed solution.

In summary, Kalman filter is a reliable method to increase the success rate of fixing as well as the precision
of positioning result. The residual is well bounded and converges very fast, and the confidence level of float



26 3. Improvement of Kalman Filter (KF)

∆t = 0×15s ∆t = 5×15s

∆t = 20×15s ∆t = 50×15s

Figure 3.3: Horizontal residuals in 4 different timesteps during Kalman filter starting from epoch 186

Figure 3.4: Top two are scatter plots of the 1-norm and infinity-norm of residuals for wrong ambiguity vs. baseline, and bottom two are
sequences of corresponding ratios between wrong baseline and ambiguity residuals, separated by good performance (greed dot) and

bad performance (red dot)
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Figure 3.5: Sequences of 1-norm or infinity-norm for wrong baseline or ambiguity residuals, separated by good performance (greed
dot) and bad performance (red)

solutions improves over time. It performs much better in dual-frequency scenario. And in our scenarios, the
performance of wrongly fixed solutions is always bad, which means the testing method works well. Our 4
validation methods also work, with Pm = 0 all the time. Besides, as we mentioned at the end of Chapter 2, if
we define a relatively not strict good performance, we could also observe some potential wrong fixings that
might be accepted around the center area in the third plot of Figure 3.3.

3.5. Extra Experiment: A Scenario Enrolling Atmospheric Delays
Since what we do in above sections are all based on the short baseline scenarios, the atmospheric delays could
be neglected. It would be proper to do an extra experiment based on a scenario enrolling the troposphere and
ionosphere errors, to see if there exists any difference.

The model we choose is called ’The Ionosphere-weighted GPS Model’, which applies a prior information
for the ionosphere delays as stochastic corrections[2]. And based on a linear relationship between prior pre-
cision of ionospheric delays and length of baseline (3.10) [2], we assume a 3 km baseline scenario with 1 mm
prior standard deviation of ionosphere errors, using dual frequencies. Besides, the delay in troposphere is
estimated as a parameter without any prior information, and other settings are the same as before.

σI [cm] = 0.04 · l [km] (3.10)

For a certain epoch 285, some results could be shown as Table 3.1. As for the probabilities mentioned in
(1.13), we separate P (‖b̌−b‖2

Qb̌b̌
≤ β2) and P (‖b̂− b̌‖2

Qb̂b̂
≤ β2) into two types: with or without atmospheric

parameters. We use the original one to represent the former and P (‖b̌I −bI‖2
Qb̌b̌I

≤β2) & P (‖b̂I − b̌I‖2
Qb̂b̂I

≤β2)

to represent the later. Table 3.1 shows some difference, especially the RD method, that a set of loose thresh-
olds fail to detect and validate the wrong fixing in this scenario. In details, Figure 3.11 shows what causes the
difference, that in this scenario, the joint distribution of ambiguities and baseline parameters is more irregu-
lar, and even a large residual of ambiguity could lead to a small error of baseline parameters, which is not the
case in former scenarios. In other words, the error of fixing using standard LAMBDA method is more random
than short baseline scenarios. For other 3 methods of detection, they have similar performance as before,
while we need to do some adjustments for the threshold to achieve an ideal result.
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Figure 3.6: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for single frequency
with applying Kalman filter

Figure 3.7: Time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2)
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Figure 3.8: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for dual frequencies
with applying Kalman filter

Figure 3.9: Time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2) between timestep 1-100
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Figure 3.10: Time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2) between timestep 101-200

In terms of time series, similarly we apply the Kalman filter to see the improvements. Starting from epoch
200, results are shown as Figure 3.12 and 3.13. There is a huge decrease of standard deviation in up direction
at the first 10 time steps, and the final result is very close to the short baseline scenario with dual frequencies
(σN

.= 2mm, σE
.= 5mm, σU

.= 1cm), which also prove the reliability of Kalman filter. Psw = 0 means it is less
likely to generate good performances in a relatively not complicated scenario (our scenario is simple with
length of 3 km baseline only). As for the probability P (‖b̂− b̌‖2

Qb̂b̂
≤β2) and P (‖b̂I − b̌I‖2

Qb̂b̂I
≤β2), the later has

a more obvious trend of increase, which shows that other than baseline parameters, residuals of atmospheric
parameters also decrease a lot during filtering. And other three kinds of probabilities converge to certain
constants.

Epoch Ps Psw

P (‖b̌−b‖2
Qb̌b̌

≤β2)

P (‖b̌I −bI‖2
Qb̌b̌I

≤β2)
P (‖b̂−b‖2

Qb̂b̂
≤β2)

P (‖b̂− b̌‖2
Qb̂b̂

≤β2)

P (‖b̂I − b̌I‖2
Qb̂b̂I

≤β2)

285 50.99% 2.74% 50.00%, 49.58% 96.07% 98.95%, 99.37%
Method Threshold Ppar Pd Pm γ= Pm/(Pd Psw )

RD
0.15 98.03% 12.98% 18.55% 52.06
0.11 80.68% 16.06% 11.90% 27.01
0.07 51.78% 28.85% 3.60% 4.55

WD 27.93 100.00% 79.23% 0.74% 0.34
BD1 0.18 99.72% 90.57% 0.29% 0.12
BDi 0.15 97.75% 92.36% 0.23% 0.09

Table 3.1: Some statistics for validation in epoch 285
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Figure 3.11: Top two are scatter plots of the 1-norm and infinity-norm of residuals for wrong ambiguity vs. baseline, and bottom two are
sequences of corresponding ratios between wrong baseline and ambiguity residuals, separated by good performance (green dot) and

bad performance (red dot)

Figure 3.12: Time series of Ps , Psw , number of satellites, horizontal correlation and standard deviation in N, E & U for single frequency
with small standard deviation
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Figure 3.13: Top two figures are time series of P (‖b̌−b‖2
Qb̌b̌

≤β2) P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂− b̌‖2
Qb̂b̂

≤β2); bottom are

P (‖b̌I −bI‖2
Qb̌b̌I

≤β2) and P (‖b̂I − b̌I‖2
Qb̂b̂I

≤β2)



4
Conclusion and Outlook

In this research we analyse the impact of the wrong fixing in different positioning scenarios with a simulation-
based method, using LAMBDA toolbox. Starting from a simple case then we visualize some details of wrong
fixings and develop 4 methods for the validation. We also check the reliability of each validation method, as
well as the bounds of float or fixed solutions in time series under different parameters. Finally we apply the
Kalman filter to see how it improves the bounds, the performance of wrong fixings, etc.

At the beginning, we do some pre-research for the wrong fixing from a intuitive visualization of horizontal
residuals as well as some statistics such as success rate and failure rate, while it is a bit tricky to retrieve enough
information for the performance in case of wrong fixings. So we define several scenarios under single or dual
frequencies, different combinations of standard deviation of code and phase, with or without atmospheric
delays, then apply Least-square estimation (LSE) to generate variance-covariance matrix of float and fixed
solutions in some epochs, based on which we could simulate the float solution under a large sample size
(106), and fix it by LAMBDA method. Then it enables us to compute and plot some statistics we are interested
in.

After defining good and bad performance of fixings and some parameters (norms, norm ratios, weighted
residual squares) as well as visualizations of the distribution of wrong fixings such as histograms, scatter plots,
we notice that we could set a threshold for some parameters to validate the performance of wrong fixings.
As we take a simulation-based method, the threshold could be chosen based on the true value, namely the
statistical properties of the good performance. And we could generate a relatively large sample of the wrong
fixing by increasing the standard deviation of code and phase, which is very easy to do in simulation. We
mainly focus on 4 defined methods: Infinity-norm ratio detection (RD), Weighted 2-norm detection (WD),
1-norm baseline residual detection (BD1) and Infinity-norm baseline residual detection (BDi), with also 4
kinds of output for each method:
the success rate of detection Pd = P (detected g ood i n wr ong f i x.|detected g ood & bad i n wr ong f i x.),
the rate of misdiagnose Pm = P (detected bad i n wr ong f i x.|bad i n wr ong f i x.),
the rate of participation Ppar = P (detected g ood i n wr ong f i x.|g ood i n wr ong f i x.), γ= Pm/(Pd ·Psw).

Besides, we also calculate 3 kinds of probabilities: P (‖b̌−b‖2
Qb̌b̌

≤β2), P (‖b̂−b‖2
Qb̂b̂

≤β2) and P (‖b̂−b̌‖2
Qb̂b̂

≤β2)

for short baseline scenarios and 2 extra kinds of probabilities: P (‖b̌I −bI‖2
Qb̌b̌I

≤β2) and P (‖b̂I − b̌I‖2
Qb̂b̂I

≤β2)

for scenario enrolling atmospheric delays, all of which are based on (1.13), to check if the wrong fixing is well
bounded. Then we extend our experiments from focusing on some epochs to epochs on a whole day for
time series analysis, to get an overall concept of performance of difference validation methods, as well as the
distribution of Psw , Ps , standard deviation of baseline parameters.

Finally, we apply the multi-epoch LSE and Kalman filter to see how these methods could improve the fix-
ing solution, and compute similar statistics as before.

Overall, it is clear that smaller standard deviations of code and phase measurements are ideal for us in prac-
tice since very few wrong fixings are generated in this kind of scenario. While in fact it is difficult to keep
the environment well for observations all the time, and it would be always the case that code or phase is not
precise enough in some epochs. As a result, we cannot neglect wrong fixings and need to do the validation if
the success rate of fixing is not high enough.

33
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For scenarios in single and dual frequencies, the standard LAMBDA method works well in scenarios of
single frequency under short baseline, so we do not need to do the validation for the wrong fixing, which
means wrong fixings are all labeled as bad performance in this case. While in some cases like long baseline
positioning we seldom use single frequency since the precision of result would be very low. Using dual fre-
quencies could increase the success rate of fixing remarkably, while in some epochs, part of wrong fixings
could be accepted due to the small residual of baseline parameters. But it is still a very random case for which
epoch there exists Psw > 0. And a large sample size of the wrong fixing does not mean there exists good per-
formance. As a result, the validation method is very important to help us label our wrong fixings as good or
bad performance.

In terms of 4 validation methods we have mentioned, they work well in short baseline scenarios if we
find proper threshold. And if we cannot make sure whether the threshold is reliable or not, it is better to
apply a tight threshold to exclude misdiagnoses as many as possible since we need to prioritize the accuracy
of our validation methods. In real-time processing, we need some prior information to compute a set of
thresholds for the validation, or we start with a strict threshold then adapt its value during the processing.
The RD method fail to work in scenario enrolling atmospheric delays because of more random residual in
ambiguity, which also shows that LAMBDA method is less and less reliable with more and more complicated
environment.

For time series analysis, the standard deviation, the bound of residuals of baseline parameters are all re-
lated to the success rate of fixing, that a high success rate could mean that the standard deviation of detrended
baseline parameters is small and their residuals are well bounded, namely the probabilities we compute are
very high, while Psw is randomly distributed and suffers from accidental error because of the small sam-
ple size in some epochs. In addition, under a constant threshold, the performance for a certain validation
method varies in different epochs, but usually it performs well, especially using a tight threshold. A limitation
of time series analysis is that it is time-consuming to generate an ideal time series with large enough sample
size, leading to some anomalies in our figures. So the result in some epochs with very high success rate is not
accurate enough because less wrong fixings are generated .

Finally, the improvement of Kalman filter is very obvious for the success rate, the bounds and the standard
deviation especially in up direction. And so does the visualization in horizontal errors. Besides, there is also
an improvement of float baseline solution during filtering. But due to the fact that the result from Kalman
filter could converge within about 10 time steps in our cases, we cannot observe many epochs when Psw > 0,
even there is no such epoch. And time series of result from Kalman filter also suffers from the limitation we
have mentioned before. But in practice it might take much longer time for the filtered result to converge,
especially for Precise Point Positioning (PPP), which means it is still possible to find many epochs with Psw >
0 before convergence.

In Section 1.4 we pose some questions and now we could answer them:

1. the bounds of float or fixed solutions: the float or fixed solution is well bounded if the fixing success
rate Ps is high enough (larger than about 95%);

2. how many wrong fixings could be accepted and how to accept them: we use 4 different methods RD,
WD, BD1, BDi for validation and they work well in most scenarios. While we need to find a more proper
threshold in a relatively complicated scenario to make sure our validation methods could work. As for
the percentage of wrong fixings with good performance among all wrong fixings Psw , it is very random
in different epochs, as well as in different scenarios;

3. how to retrieve the feature of wrong fixings: we use a simulation-based method to generate a larger
sample of wrong fixings under a relatively large standard deviations of code and phase measurements.
Also we define some parameters, compute some statistics such as norms and ratios, and visualize the
residual or defined parameters in histograms or in horizontal flat to retrieve some useful information
that might help for the validation;

4. impact under different parameters or estimation methods: few wrong fixings could be accepted in
short baseline positioning with single frequency or applying Kalman filter, and the improvement of
Kalman filter is obvious when fixing success rate is low at the beginning. During the day, results from
LSE also change a lot in different epochs. Besides, atmospheric delays would interrupt a lot for our
validation since the ambiguity fixing is very random.

In general, in practice the environment is much more complex, and if we want to improve the validation
result, on the one hand we need to define more scenarios to find the regularization or relationship between
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the selection of threshold and different scenarios; on the other hand there might exist more effective methods.
Besides, we could also derive some other fixing methods, as we have mentioned in Chapter 1, to make the
fixing solution more reliable.
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