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ABSTRACT
Well-posedness and higher regularity of the heat equation with Robin
boundary conditions in an unbounded two-dimensional wedge are
established in an L2-setting of monomially weighted spaces. A mathe-
matical framework is developed that allows us to obtain arbitrarily high
regularity without a smallness assumption on the opening angle of the
wedge. The challenging aspect is that the resolvent problem exhibits
two breakings of the scaling invariance, one in the equation and one in
the boundary condition.
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1. Introduction

We consider for some fixed γ ∈ (0, ∞) the inhomogeneous boundary value problem⎧⎪⎨⎪⎩
∂tU − �U = F inR+ × �,
γ U + ∂νU = G onR+ × ∂ ′�,

U |t=0 = 0 on�.
(1.1)

Here, � (given in polar coordinates) is the two-dimensional wedge
� = {r(cos ϕ, sin ϕ) : r > 0, ϕ ∈ (0, θ)}

for some given opening angle θ ∈ (0, 2π), ∂ ′� is the boundary of � without the tip
{0} ⊂ R2 and ν is the outer unit normal on ∂ ′�. The functions F = F(t, x) and G =
G(t, x) are given data, while the function U = U(t, x) is unknown. We note that there is
an extensive literature on boundary value problems for elliptic operators on non–smooth
domains, see e.g. [1–5] and the references therein for general domains and [6–8] for wedge
domains, where techniques based on the Mellin transform have proven to be successful. Also
parabolic boundary problems in the wedge have been studied extensively, see e.g. [9–17] for
a non-exhaustive non-exhaustive list. However, to our knowledge no particular attention is
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attributed to higher-order regularity in the case of non-scaling invariant problems as the one
considered in (1.1). For a bounded domain, the terms with highest scaling are of leading order,
while terms of lower scaling can be treated by perturbative methods. This is not evident in
the case of an unbounded domain and for a non-scaling invariant operator. The application
of the Mellin transform, as applied to the scaling invariant case, does not directly solve the
problem in the inhomogeneous case. We develop a framework to treat such problems. For
simplicity of the exposition, we consider as a model problem the heat equation with Robin
boundary condition as the simplest model with inhomogeneous boundary conditions in the
parabolic setting.

The resolvent problem corresponding to (1.1) is coercive in the unweighted energy norm,
see Lemma 3.4. However, one difficulty to obtain solutions with higher regularity is that the
unweighted energy norm is not suitable for applying standard elliptic regularity theory as the
domain is not smooth. In fact, the Neumann Laplacian exhibits certain resonances, by which
we mean non-trivial elements in the kernel of the Neumann Laplacian which possess a scaling
in the radial variable, see Proposition B.3. In order to avoid scalings of the involved seminorms
which match those of the resonances, weighted norms are natural to use, cf. [18]. Here, the
weights are power weights in the distance to the tip of �. To get both existence of weak
solutions as well as higher regularity, we work in intersection spaces where both weighted
and unweighted norms are controlled. This approach necessitates a careful analysis, since the
transition from weak solutions to classical solutions in this setting is surprisingly non–trivial.
This is related to the fact that the spaces of test functions associated with the intersection
type spaces are naturally sum-type spaces. In order to show surjectivity in the test function
space, we solve a test function problem which is similar to the original problem but has a
reduced complexity in terms of scaling invariance. This method was used in related settings
in previous works [19, 20]. In this article, we further develop and highlight this technique for
the model (1.1). In particular, we account for all opening angles which do correspond to a
resonance1 via the quantity dist(α + 1, π

θ
Z), where r−α is a monomial weight in the radial

variable r. As mentioned above, the non-scaling invariance of our boundary condition does
not allow to use directly the method from [8]. Instead we use an iterative approach where
we successively obtain higher regularity. The test function in this scheme is used to obtain
classical solutions in our intersection spaces as a starting point for the induction argument.

Our first main result provides well-posedness of the problem (1.1) for right hand sides with
base regularity in the framework of weighted, fractional Sobolev norms. These norms have a
monomial weight r−α in the radial variable r and an exponential weight e−βt in time. We refer
to Section 2.1 for the precise definitions of these spaces. Let us emphasize that the unweighted
spaces are not suited for higher regularity due to resonances. Therefore the condition (1.2) is
natural: The first condition excludes the appearance of such resonances, while the second
condition ensures that tools related to Hardy’s inequality are available. Note that we only
consider the case of negative exponents α ∈ (−1, 0) for the monomial weight. This is due
to the fact that we first construct a variational solution in unweighted spaces. The transition
to weighted spaces then necessitates local control of the weighted norms by the unweighted

1For this reason, we include the condition π
θ

/∈ Q in Theorems 1.1 and 1.2, which guarantees that for every q ∈ Q
there are unique j ∈ N0 and � ∈ Z such that q = j + π

θ
�, where Q is defined in Definition 2.3. In practice we only

work with a bounded subset Q̃ ⊂ Q, and the condition π
θ /∈ Q could be weakenend by only demanding that for

every q ∈ Q̃ there are unique j ∈ N0 and � ∈ Z such that q = j + π
θ

�.
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ones, which translates to negative weights. We emphasize that the estimates are uniform in
the Robin parameter γ ∈ (0, ∞), but that the norms depend on γ in a natural way dictated
by scaling. Indeed, problem (1.1) and correspondingly Theorems 1.1 and 1.2 can be reduced
to γ = 1 by means of the scaled quantities Ũ := U ◦Sγ , F̃ := γ −2F◦Sγ , and G̃ := γ −1G◦Sγ ,
where Sγ (t, x) := (t/γ 2, x/γ ). It is this scaling which underlies all norms, and we again refer
to Section 2.1 for the precise definitions.

Theorem 1.1. (Well-Posedness). Let θ ∈ (0, 2π) be such that π
θ

/∈ Q. Let α1 ∈ (0, ∞) and
suppose that α ∈ (−1, 0) satisfies

dist(θ(α + 1), πZ) ≥ α1 and θ |α| ≥ α1. (1.2)

Let γ ∈ (0, ∞) and β ≥ γ 2 and let

F ∈ F := L2
β(H0

α(�)) ∩ H
α
2
β ,0(L2(�)),

G ∈ G := L2
β(H

1
2
α (∂ ′�)) ∩ H

1
4
β ,0(H0

α(∂ ′�)) ∩ H
α
2 + 1

4
β ,0 (L2(∂�)).

Then there exists a unique solution U ∈ E := H1
β ,0(H0

α(�))∩L2
β(H2

α(�)) to (1.1), and it fulfills

‖U‖E + γ
1
2 ‖U‖

H
1
2
β ,0(H0

α(∂ ′�))
�α1,θ ‖F‖F + ‖G‖G.

Our second main result shows that the solution exhibits higher regularity if the data does.
Roughly speaking, we show that regularity of order � ∈ N for the data translates into regularity
order � + 2 for the solution. To avoid resonance effects it is natural to make the assumptions
in terms of the scaling s�

σ := σ − 1. More precisely, we assume that (α, �) ∈ (−1, 0) × N
satisfies

min
{

dist(θs�
j+α+2, πZ), θ |s�

j+α+1|, θ |s�
j+α|} ≥ α1 (1.3)

for some α1 > 0 and all j ∈ N0 with j ≤ �.

Theorem 1.2. (Higher Regularity). Let θ ∈ (0, 2π) be such that π
θ

/∈ Q. Suppose that there
are α0, α1 ∈ (0, ∞) such that (α, �) ∈ (−1, 0) × N satisfies (1.3) and |s�

�+α+2| ≤ α0. Let
γ ∈ (0, ∞) and β ≥ γ 2. Suppose that

F ∈ F� :=
�⋂

j=0
H

j
2
β ,0(H�−2

α (�)),

G ∈ G�+ 1
2

:=
�⋂

j=0
H

j
2
β ,0(H�−j+ 1

2
α (∂ ′�)) ∩ H

1
2 (�+ 1

2 )

β ,0 (H0
α(∂ ′�)) ∩ H

1
2 (�− 1

2 )

β ,0 (H1
α(∂ ′�)).

Then there exists a unique solution U ∈ E�+2 := ⋂�+2
j=0 H

j
2
β ,0(H�+2−j

α (�)) to (1.1), and it fulfills

‖U‖E�+2 �α1,α0,θ ‖F‖F�
+ ‖G‖G

�+ 1
2

.

Remark 1.3. We are confident that our techniques may be combined with a partial Fourier
transform in lateral directions to treat the problem at hand in an (actual, higher-dimensional)
wedge of the form � ×Rd. Since the main focus of the article is to introduce a novel method
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treating non-scaling invariant equations, we present the problem in a two-dimensional setup
in order to reduce challenges which relate to known methods to a minimum.

The article is organized as follows. In Section 2, we collect embedding, trace and inter-
polation estimates relating to Sobolev norms with power weights. Section 3 is devoted
to establishing a variational solution to the resolvent equation corresponding to (1.1). In
Section 4, we provide higher regularity results for the resolvent equation and prove Theorems
1.1 and 1.2.

2. Preliminaries

2.1. Notation and definition of spaces

By N we denote the set of natural numbers starting from 1, and we write N0 := N ∪ {0}. Q
represents the rational numbers, R the real numbers and C the complex numbers. We assume
that all functions are by default complex valued. If H and K are two Hilbert spaces with scalar
products (·, ·)H and (·, ·)K, respectively, which are continuously embedded into a common
Hausdorff space V , then we equip H ∩ K with the scalar product (·, ·)H + (·, ·)K, thus turning
H ∩ K into a Hilbert space. For k ∈ N0, an open subset O ⊂ Rd and O ⊂ V ⊂ O, we
denote by Ck(V) the set of k-times continuously differentiable functions on O such that all
derivatives of order up to k have a continuous extension to V . The space Ck

c (V) denotes the
subspace of all f ∈ Ck(V) with support compact in V . We write C∞(V) := ⋂

k∈N0 Ck(V) and
C∞

c (V) := ⋂
k∈N0 Ck

c (V).
We decompose the boundary of the wedge � into ∂c� ∪ ∂0� ∪ ∂1�, where ∂c� := {0} ⊂

R2, and where ∂0� := {r(1, 0) : r > 0} and ∂1� := {r(cos θ , sin θ) : r > 0} are the lower
and upper connected component of ∂ ′� := ∂�\∂c�, respectively. For ε > 0 we define the
sector �ε as the set of all z ∈ C\{0} with | arg z| < ε. For M ⊂ R we define the vertical
strip SM := {λ ∈ C : Re λ ∈ M}. If M = {β} for one β ∈ R, we simply write Sβ . For a
scalar-valued function u, we denote by ∇u its gradient, and we use the short-hand notation
|∇u|2 + |∇r∇u|2 := |∂ru|2 + |r−1∂ϕu| + |∂rr∂ru|2 + |∂r∂ϕu|2 + |r−1∂2

ϕu|2.
We use weighted Sobolev spaces with integer number of derivatives in the wedge with a

power weight r−α in the radial variable and their trace spaces on the boundary. Since these
trace spaces have fractional regularity, we define those spaces in terms of the Mellin transform
in the radial variable. For sufficient control of the solution globally in time we use exponential
weights in time. Since we tackle the parabolic equation in terms of its resolvent equation, we
use the Laplace transform in the time variable.

Let H be a Hilbert space and f ∈ L1
loc(R+, H). Then the Mellin transform (at λ ∈ C) and

Laplace transform (at μ ∈ C) are defined by

Mf (λ) := f̂ (λ) := 1√
2π

∫ ∞

0
r−λf (r)

dr
r

,Lf (μ) := 1√
2π

∫ ∞

−∞
e−μtf (t) dt.

The complex number λ will always refer to the variable in Mellin space related to the radial
variable in physical spaces, while μ refers to the variable in Laplace space related to the
temporal variable in physical spaces. We refer to Appendix A for more details about these
transforms and their properties.
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The properties of weighted spaces are often dictated by an inherent (dimension-
dependent) scaling. We therefore introduce for σ ∈ R the notation

s�
σ := σ − 1, sσ := σ − 1

2
= s�

σ+ 1
2
. (2.1)

Moreover, we fix the Robin parameter γ ∈ (0, ∞) in the boundary condition of (1.1). As
outlined at the end of the introduction, Theorems 1.1 and 1.2 will follow from the result for
γ = 1 by a scaling argument. For this reason, we work with γ = 1 in all sections below and
hence do not include the dependence of the norms and spaces on γ in our notation.

Definition 2.1. (Regular spaces). Let k, � ∈ N0, β , s ∈ R. For v ∈ L1
loc(�) and ψ ∈ L1

loc(∂�)

we define

(i) [[v]]2
�,β :=

�∑
j=0

∫ θ

0

∫ ∞

0

∣∣∣r−s�
�+β (r∂r)

j∂
�−j
ϕ v(r, ϕ)

∣∣∣2 dr
r

dϕ.

(ii) ‖v‖2
k,β :=

k∑
�=0

γ 2(k−�)[ [v] ]2
�,β .

(iii) [ψ]2
s,β := [ψ(0)]2

s,β + [ψ(θ)]2
s,β , where [ψ(ϕ)]2

s,β := ∫
Re λ=ss+β

|λ|2s∣∣ψ̂(λ, ϕ)
∣∣2 d Im λ.

(iv) |ψ |2s,β := γ 2s[ψ]2
0,β + [ψ]2

s,β .

The corresponding weighted inner products are denoted by ((·, ·))k,β and (·, ·)s,β . We
define the Hilbert spaces H̊k

β(�) and H̊s
β(∂ ′�) as the completion of C∞

c (�\{0}), respectively
C∞

c (∂ ′�), with respect to the corresponding norms in (ii) and (iv).

We give a corresponding representation of [ [v] ]�,β in Mellin variables in Lemma 2.5. We
will also show in Lemma 2.12 below that the spaces H̊s

β(∂ ′�) are indeed trace spaces.
For our results in Theorems 1.1 and 1.2, we need to avoid singularities which depend

on the structure of the elliptic operator and also the opening angle. In order to capture the
singularity of our solutions near the origin, we need to allow for polynomial expansions in
terms of the radial variable r at the origin. Since the spaces H̊k

β(�) are defined by density,
any v ∈ H̊k

β(�) can be approximated by smooth and compactly supported functions in
each seminorm [ [v] ]�,β with 0 ≤ � ≤ k (and correspondingly for the spaces on the
boundary). The following lemma shows that we have corresponding control for norms of
lower derivates but same scaling. In particular, it implies that ζ rδ ∈ H̊k

β(�) for a cut-off
function ζ ∈ C∞

c ([0, ∞)) with 1[0,1] ≤ ζ ≤ 1[0,2] if and only if δ ≥ s�
k+β

. For smaller values
of δ the singularity at the origin is too strong to approximate the monomial by a smooth
function supported compactly away from the origin.

Lemma 2.2. Let k ∈ N0 and β ∈ R with sk+β− 1
2

= s�
k+β

�= 0. Then

(i) v ∈ L1
loc(∂0�) satisfies

∑k−1
�=0 [v]k− 1

2 −�,β+� < ∞ if and only if there is a sequence of
functions vn ∈ C∞

c (∂0�\{0}) such that [vn − v]k− 1
2 ,β → 0 as n → ∞.

(ii) v ∈ L1
loc(�) satisfies

∑k
�=0[ [v] ]k−�,β+� < ∞ if and only if there is a sequence of functions

vn ∈ C∞
c (�\{0}) such that [ [vn − v] ]k,β → 0 as n → ∞.
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Proof. See proof of Lemma C.2 in [19].

Throughout the rest of the article, we fix a cut-off function ζ ∈ C∞
c ([0, ∞)) such that

1[0,1] ≤ ζ ≤ 1[0,2]. The regular spaces only allow for functions which vanish sufficiently
quickly at the origin. For our solutions, however, we need to allow for functions which have
certain singular behaviors close to the origin. Indeed, the Laplace operator with Neumann
boundary condition has an infinite dimensional kernel, cf. Appendix B, consisting of such
singular functions.

Definition 2.3. (Singular spaces). Let θ ∈ (0, 2π) be such that π
θ

/∈ Q and define the set of
admissible exponents Q := {

j + π
θ
� : j, � ∈ N0

}
. For β , s ∈ R and k ∈ N0 we define the

polynomial spaces

(i) P�
k,β := {

p : � → C | p(r, ϕ) = ∑
q∈Q,q<s�

k+β
aq(ϕ)rq with aq ∈ Wk,2((0, θ))

}
,

(ii) Ps,β := {
p : R → C | p(r) = ∑

q∈Q,q<ss+β
aqrq with aq ∈ R

}
,

and equip them with the norms

‖p‖2
P�

k,β
:=

∑
q∈Q,q<s�

k+β

γ
2(s�

k+β
−q)‖aq‖2

Wk,2((0,θ))
, respectively

‖p‖2
Ps,β :=

∑
q∈Q,q<ss+β

γ 2(ss+β−q)|aq|2.

Moreover, we define the spaces Hk
β(�) := H̊k

β(�)⊕ ζP�
k,β and Hs

β := H̊s
β(∂ ′�)⊕ ζPs,β , and

equip them with the norms

(iii) ‖u + ζpu‖2
k,β := ‖u‖2

k,β + ‖pu‖2
k,β ,

(iv) |ψ + ζpψ |2s,β := |ψ |2s,β + ‖pψ‖2
s,β .

The fact that [rδ]0,β = ∞ for all β , δ ∈ R shows that polynomials are not in the
regular spaces. There is another element of the kernel of the Laplace operator with Neumann
boundary conditions, namely the logarithm v(r, ϕ) = ln r. Note that the logarithm is not
included in our choice of polynomial expansions. This is because our approach is to first
construct a variational solution which cannot contain a logarithm in its expansion by design,
and then subsequently showing higher regularity results for this variational solution.

Finally, we define parabolic spaces with fractional time derivatives and vanishing initial
data:

Definition 2.4. (Parabolic norms). Let H be a Hilbert space and let β , s ∈ R. For F ∈ D0
where

D0 := {ϕ ∈ C∞
c (R, H) : ϕ(t) = 0fort ≤ 0}

we define the norm

‖F‖Hs
β ,0(H) :=

( ∫ ∞

0
e−βt‖(|∂t|β + γ )sF(t)‖2

H dt
) 1

2 where

|∂t|sβF(t) := L−1
β (| · |sLF)(t).



COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 7

The space Hs
β ,0(H) is defined as the completion of D0 with respect to ‖ · ‖Hs

β ,0(H). We write
L2

β(H) := H0
β ,0(H).

2.2. Different characterizations of norms

Even though we restrict ourselves to integer derivatives for the norms monitoring the size of
the respective quantities in �, our proof method requires a corresponding characterization
in terms of Mellin variables. We emphasize that in this section and in the rest of the article,
we will always assume γ = 1 for the Robin parameter.

Lemma 2.5. (Mellin representation of bulk norm). For � ∈ N0, α ∈ R and v ∈ C∞
c (�\{0}) we

have

[ [v] ]2
�,α =

∑
j+m=�

∫ θ

0

∫
Re λ=s�

�+α

∣∣λj∂m
ϕ v̂
∣∣2 d Im λ dϕ. (2.2)

Proof. For any ϕ ∈ (0, θ) and j, m ∈ N0, we calculate with Lemma A.2 (A.2) and (A.2) for
β := s�

�+α

‖λj∂m
ϕ v̂(·, ϕ)‖2

L2(Sβ)
= ‖r−β(r∂r)

j∂m
ϕ v(·, ϕ)‖2

L2(R+, dr
r )

.

Integrating ϕ over (0, θ) and summing over j+m = �, we get the asserted identity (2.2).

Lemma 2.6. (Real space representation of boundary norms). Let � ∈ N0 and let α ∈ R. Let
c = ∏�

j=1 min{| sj+α

s�+α
|, 1} and C = ∏�

j=1 max{| sj+α

s�+α
|, 1}. Then for ψ ∈ C∞

c (R+) we have

(i) [ψ]2
�,α =

∫ ∞

0

∣∣r−s�+α (r∂r)
�ψ(r)

∣∣2 dr
r

,

(ii) c[ψ]�,α ≤ ‖r−α∂�
r ψ‖L2(R+) ≤ C[ψ]�,α .

Proof. The identity (2.6) is Plancherel’s identity in Lemma A.2(A.2) in view of Definition
2.1(2.1) and Lemma A.2(A.2). Moreover, by Lemma A.2(A.2) and (A.2) we have ∂̂�

r ψ(λ) =
(λ + 1)(λ + 2) · · · (λ + �)ψ̂(λ + �), so that

‖r−α∂�
r ψ‖2

L2(R+)
=
∫

Re λ=s�+α

( �∏
j=1

|λ − � + j|
|λ|

)2 |λ|2� |ψ̂(λ)|2d Im λ.

Consequently, (2.6) follows.

2.3. Estimates in homogeneous spaces

In this section, we state and prove some basic estimates which are useful when working
with the weighted spaces Hk

α and Hk
α(�). We first recall Hardy’s inequality, see e.g. [21]. The

following version can be found in [22, Lemma 5.1].

Lemma 2.7. (Hardy’s inequality). Let β �= 0 and suppose that rβ+1∂rv ∈ L2(R+, dr
r ). We have

inf
c∈R ‖rβ(v − c)‖L2(R+, dr

r )
≤ β−1‖rβ+1∂rv‖L2(R+, dr

r )
.
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We provide several estimates relating to the norms in homogeneous spaces:

Lemma 2.8. (Estimates for boundary norms). Let s, α, β ∈ R be such that ss+α �= 0 and
ss+α+β �= 0. We define c := min

{|ss+α+β

ss+α
|sgn s, 1

}
and C := max

{|ss+α+β

ss+α
|sgn s, 1

}
. For v ∈

C∞
c ((0, ∞)) we have

c|s|[r−βv]s,α ≤ [v]s,α+β ≤ C|s|[r−βv]s,α , (2.3a)
c|s|[r1−β∂rv]s,α ≤ [v]s+1,α+β−1 ≤ C|s|[r1−β∂rv]s,α , (2.3b)

|ss+α+β |β [v]s,α+β ≤ [v]s+β ,α , (2.3c)
c|s||ss+α+β+1|[r−β−1v]s,α ≤ [∂rv]s,α+β . (2.3d)

Proof. By an elementary calculation for all z, w ∈ C with | Im z| = | Im w| we have

min
{

1,
∣∣∣∣ Re z
Re w

∣∣∣∣} ≤
∣∣∣ z
w

∣∣∣ ≤ max
{

1,
∣∣∣∣ Re z
Re w

∣∣∣∣} . (2.4)

Observe that ss+α + β = ss+α+β , cf. (2.1), and r̂−βv(λ) = v̂(λ + β), cf. Lemma A.2(A.2), so
that

[r−βv]2
s,α =

∫
Re λ=ss+α+β

∣∣∣∣λ − β

λ

∣∣∣∣2s
|λ|2s |̂v(λ)|2d Im λ.

Using the definition of [v]s,α in Definition 2.1 together with Lemma A.2 and (2.4), we obtain
(2.3a). Estimate (2.3b) follows from (2.3a) applied to r∂rv if we observe [r∂rv]s,α+1 = [v]s+1,α .
Similarly,

[v]2
s,α+β =

∫
Re λ=ss+α+β

1
|λ|2β

|λ|2s+2β |̂v(λ)|2d Im

λ, [r−βv]2
s,α =

∫
Re λ=ss+α+β−1

|λ − β + 1|2s

|λ|2s|λ + 1|2 |λ|2s |λ + 1|2 |̂v(λ + 1)|2d Im λ.

These two identities imply (2.3c) and (2.3d), respectively.

Lemma 2.9. (Estimates for wedge norms). Let � ∈ N0, α, β ∈ R and let

bβ := 1
2

( �∑
j=0

max
{∣∣∣ s�

�+α

s�
�+α+β

∣∣∣j, 1
})−1

, Bβ := 2
�∑

j=0
max

{∣∣∣s�
�+α+β

s�
�+α

∣∣∣j, 1
}

.

Then for v ∈ C∞
c (�\{0}) we have with the notation ∇r,ϕ = (∂r, 1

r ∂ϕ)

bβ [ [r−βv] ]�,α ≤ [ [v] ]�,α+β ≤ Bβ [ [r−βv] ]�,α , (2.5a)
bβ+1[ [r−β∇r,ϕv] ]�,α ≤ [ [v] ]�+1,α+β ≤ Bβ+1[ [r−β∇r,ϕv] ]�,α , (2.5b)

[ [v] ]�,α+k ≤ |s�
�+α+k|−k[ [v] ]�+k,α , (2.5c)

bβ−1|s�
�+α+β |[ [r−βv] ]�,α ≤ [ [∂rv] ]�,α+β−1. (2.5d)

Moreover, if ∂m
ϕ v|∂0� = 0 for all m ∈ {0, . . . , �}, then we have

bβ−1[ [r−βv] ]�,α ≤ θ[ [r−1∂ϕv] ]�,α+β−1. (2.5e)
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Proof. The inequalities (2.5a), (2.5c) and (2.5d) follow from Lemma 2.8 upon noting that
sj+m+α− 1

2
= s�

�+α if j + m = � and thus by (2.2)

[ [v] ]2
�,α =

∑
j+m=�

∫ θ

0

[
∂m
ϕ v(·, ϕ)

]2
j,m+α− 1

2
dϕ.

Note that max{[ [r∂rv] ]�,α+1, [ [∂ϕv] ]�,α+1} ≤ [ [v] ]�+1,α ≤ [ [r∂rv] ]�,α+1 +[ [∂ϕv] ]�,α+1,
so that (2.5b) follows from (2.5a). For (2.5e) we use ∂m

ϕ v̂(λ, ϕ′) = ∫ ϕ′
0 ∂m+1

ϕ v̂(λ, ϕ)dϕ and
Jensen’s inequality to observe

|∂m
ϕ v̂(λ, ϕ)|2 ≤ θ

∫ θ

0

∣∣∂m+1
ϕ v̂(λ, ϕ)

∣∣2 dϕ.

This implies∫ θ

0

∫
Re λ=s�

�+α

∣∣λj∂m
ϕ v̂(λ + β , ϕ)

∣∣2 d Im λ dϕ

≤ θ2
∫ θ

0

∫
Re λ=s�

�+α

∣∣λj∂m+1
ϕ v̂(λ + β , ϕ)

∣∣2 d Im λ dϕ

= θ2
∫ θ

0

∫
Re λ=s�

�+α+β−1

∣∣∣∣λ + 1 − β

λ

∣∣∣∣j ∣∣∣λj∂m
ϕ

̂(r−1∂ϕv
)
(λ, ϕ)

∣∣∣2 d Im λ dϕ.

Summing over j + m = � gives (2.5e) in view of (2.2) and (2.4).

Lemma 2.10. (Interpolation estimates). Let � ∈ N0. For β , β1, β2 ∈ R with β1 < β < β2,
η ∈ (β , β + 1) and for any v ∈ C∞

c (� \ {0}) we have

(i) [v]�,β ≤ [v]
β2−β
β2−β1
�,β1

[v]
β−β1
β2−β1
�,β2

,
(ii) [v]�,η ≤ c [v]1+β−η

�,β [v]η−β
�+1,β ,

(iii) [ [v] ]�,β ≤ [ [v] ]
β2−β
β2−β1
�,β1

[ [v] ]
β−β1
β2−β1
�,β2

,
(iv) [ [v] ]�,η ≤ c�[ [v] ]1+β−η

�,β [ [v] ]η−β
�+1,β ,

where c := |s�+β+1|β−η if s�+β+1 �= 0 and c := |s�+η|2(β−η) otherwise. Furthermore,
c� := |s�

�+β+1|β−η if s�
�+β+1 �= 0 and c� := |s�

�+η|2(β−η) otherwise.

Proof. (i): Let p := β2−β1
β2−β

and p′ := β2−β1
β−β1

. Then 1
p + 1

p′ = 1 and β1
p + β2

p′ = β and

[v]2
�,β =

∫ ∞

0
[r−s�

�+β (r∂r)
�v(r)]2 dr

r
(2.1)=

∫ ∞

0
|r−s�

�+β1 (r∂r)
�v(r)| 2

p |r−s�
�+β2 (r∂r)

jv(r)|
2
p′ dr

r
.

The claim (i) thus follows from Hölder’s inequality.
(ii): If s�+β+1 �= 0, then (ii) is just a combination of (i) and (2.3c). We thus assume

s�+β+1 = 0. Then s�+η �= 0 for all η ∈ (β , β +1). We first show that for η = β +1−2−(k+1)

for some k ∈ N0 we have

[v]�,η ≤ 2k+1 [v]
1
2
�,β+1−2−k [v]

1
2
�+1,β .
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Indeed, we write w := (r∂r)�v and obtain from integrating by parts

[v]2
�,η =

∫ ∞

0
r−2s�+η |w|2 dr

r
= − 1

2s�+η

∫ ∞

0
r∂r(r−2s�+η ) |w|2 dr

r

= 1
s�+η

∫ ∞

0
r−2s�+ηw (r∂rw)

dr
r

,

so that the assertion follows by an application of the Cauchy–Schwarz inequality and since
|s�+η| = 2−(k+1) in view of s�+β+1 = 0. Iteratively, we then get the estimate (ii) for η =
β + 1 − 2−(k+1) with a bound

k∏
j=0

2
j+1

2k−j = 22k+2−k ≤ 2(k+1)(2−2−k) = |s�+η|2(β−η),

where we have used 2k + 2−k ≤ (k + 1)(2 − 2−k) for k ∈ N0 and 2 − 2−k = η − β . In view
of (i), the assertion in (ii) follows for all η ∈ (β , β + 1).

(iii), (iv): The proofs follow analogously by an additional integration in ϕ.

Lemma 2.11. (Trace estimates). Let � ∈ N and α ∈ R. Then for all v ∈ C∞
c (�\{0}), we have

sup
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
0,α ≤ (

2 + c�

θ

)[ [v] ]0,α[ [v] ]1,α , (2.6)

where c� := |α|− 1
2 if α �= 0 and c� := 2 otherwise. Moreover, it holds and

sup
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
�− 1

2 ,α ≤ (
2 + (θ |s�

�+α|)−1)[ [v] ]2
�,α . (2.7)

Proof. For λ ∈ C, v̂(ϕ) := v̂(λ, ϕ) and for all ϕ′, ϕ′′ ∈ [0, θ] we have∣∣̂v(λ, ϕ′′)
∣∣2 = 2 Re

∫ ϕ′′

ϕ′
v̂(λ, ϕ) ∂ϕ v̂(λ, ϕ) dϕ + ∣∣̂v(λ, ϕ′)

∣∣2 .

We now

(i) integrate over λ ∈ Ssα and use the generalized Plancherel identity in Lemma A.2(A.2) to
the effect of

∫ ϕ′′
ϕ′
∫

Re λ=sα
v̂ ∂ϕ v̂ d Im λ dϕ = ∫ ϕ′′

ϕ′
∫

Re λ=sα
v̂(λ− 1

2 , ϕ) ∂ϕ v̂(λ + 1
2 , ϕ) d Im λ

dϕ, or
(ii) multiply by |λ|2�−1 ∈ Ss�

�+α
and then integrate over λ ∈ Ss�

�+α
, respectively,

and obtain by the Cauchy-Schwarz inequality and (2.2) the estimates

sup
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
0,α ≤ 2[ [v] ]0,α[ [1

r
∂ϕv] ]0,α + inf

ϕ′∈[0,θ ]
[v(·, ϕ′)]2

0,α ,

sup
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
�− 1

2 ,α ≤ 2[ [(r∂r)
�v] ]0,�+α[ [(r∂r)

�−1∂ϕv] ]0,�+α + inf
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
�− 1

2 ,α .

Let now ε > 0 and let ϕ′ ∈ [0, θ] be such that for all ϕ ∈ [0, θ] it holds

(i) [v(·, ϕ′)]2
0,α ≤ [v(·, ϕ)]2

0,α + ε, or
(ii) [v(·, ϕ′)]2

�− 1
2 ,α ≤ [v(·, ϕ)]2

�− 1
2 ,α + ε, respectively.
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In the first case, we obtain

[v(·, ϕ′)]2
0,α ≤ 1

θ

∫ θ

0
[v(·, ϕ)]2

0,α dϕ + ε = 1
θ
[ [v] ]2

0,α+ 1
2

+ ε.

Since ε > 0 was arbitrary, we arrive at

inf
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
0,α ≤ 1

θ
[ [v] ]2

0,α+ 1
2

≤ c�

θ
[ [v] ]0,α[ [v] ]1,α , .

where we have used Lemma 2.10(iv) in the last step. Similarly, in the second case we arrive at

inf
ϕ′∈[0,θ ]

[v(·, ϕ′)]2
�− 1

2 ,α ≤ 1
θ
[ [(r∂r)

�v] ]0,�+α[ [(r∂r)
�−1v] ]0,�+α ≤ 1

θ
[ [v] ]�,α[ [v] ]�−1,α+1.

In both cases the combination of the estimate for the supremum and the infimum (and (2.5c)
of Lemma 2.9 in the second case) yields the result.

The boundary norm in Definition 2.1(2.1) can be formulated as a trace norm as the next
lemma shows. We note that the trace estimate in our setting holds in all non–zero integer
scalings.

Lemma 2.12. (Boundary norms as trace norms). For � ∈ {∂0�, ∂1�} and ψ ∈ C∞
c (�) let Eψ

be the space of functions v ∈ C∞(�\{0}) with v|� = ψ . Let � ∈ N and α ∈ R be such that
s�
�+α �= 0 and θ

∣∣s�
�+α

∣∣ ≤ α0. Then for all ψ ∈ C∞
c (�) we have

c[ψ]�− 1
2 ,α ≤ inf

v∈Eψ

[ [v] ]�,α ≤ C[ψ]�− 1
2 ,α ,

where c := (
2 + (θ |s�

�+α|)−1)− 1
2 and C := (� + 1) max

{
α0 cosh2 α0, α0+sinh α0 cosh α0

sinh2 α0

}
.

Proof. Without loss of generality we assume � = ∂1�. The lower bound follows directly
from (2.7). For the upper bound, we note that for λ ∈ C with Re λ = s�

�+α we have either
(a) | sin(λθ)|2 ≥ 1

2 or (b) | cos(λθ)|2 ≥ 1
2 . Depending on these cases, we choose in Mellin

variables either (a) v̂ = sin(λϕ) sin−1(λθ)ψ̂(λ) or (b) v̂ = cos(λϕ) cos−1(λθ)ψ̂(λ). Both
definitions yield harmonic extensions v ∈ Eψ of ψ . Hence, there are f , g ∈ {cos, sin} such
that

[ [v] ]�,α =
∑

j+m=�

∫
Re λ=s�

�+α

∫ θ

0
|λj∂m

ϕ v̂|2 dϕ d Im λ

≤ (� + 1)

∫
Re λ=s�

�+α

∫ θ

0

|f (λϕ)|2
|g(λθ)|2 dϕ |λ�ψ̂ |2 d Im

λ
(C.2)≤ C

∫
Re λ=s�

�+α

|λ�− 1
2 ψ̂ |2 d Im λ = [ψ]�− 1

2 ,α .

This yields the assertion.
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3. Variational solution

In this section, we will establish for sufficiently smooth data a variational solution to the
resolvent equation {

μu − �u = f in�,
u + ∂νu = g on∂�,

(3.1)

where μ ∈ C is the complex variable related to a Laplace transform of (1.1) in time. The idea is
to use a Lax-Milgram argument in an (unweighted) space H (see (3.6)) of sufficient regularity
which ensures that (3.1) is fulfilled not only in a weak sense, but pointwise almost everywhere.
In order to find a suitable sesquilinear form, we test (3.1) with a certain linear combination
of derivatives of v ∈ H which ensures the right amount of smoothness of the solution, see
Definition 3.3. However, in order to use the fundamental lemma of calculus of variations to
identify the Lax-Milgram solution with a distributional solution to (3.1), we show that the
class of these linear combinations of derivatives of v contains C∞

c (�) as v runs through H,
and a similar argument is given for functions on the boundary. The outline of this section
is therefore as follows: In Section 3.1 we show that the class of test functions is rich enough
in the above sense. In Section 3.2 we use this richness of the test functions to obtain via a
Lax-Milgram scheme a variational solution u ∈ H which at the same time is a distributional
solution. Finally, in Section 3.3 we update the unweighted information on u to a weighted
estimate.

3.1. Test function problem

In this section, we will provide certain surjectivity results in the space of test functions. In
Section 3.2 we will define a sesquilinear form in terms of the function v, which itself is defined
by a smooth and compactly supported function w via the test function problem{

Av = w in�,
v = 0 on∂�,

(3.2)

where A := c2r2κ + c0 − c1(r∂r)2 − ∂2
ϕ and κ , c0, c1, c2 ∈ (0, ∞) are suitable constants.

The advantage of a sesquilinear form in terms of such a test function is that a Lax-Milgram
argument immediately yields a solution with sufficient regularity such that all terms in (3.1)
are defined pointwise almost everywhere. In this section, we argue that the image of the
operator A (which is acting on the dual side of the problem) is large enough to ensure
uniqueness for the primal objects.

Note that problem (3.2) still has a (single) non-scaling invariance which does not allow for
a pure Mellin approach. We therefore want to employ a Lax-Milgram type argument in the
Hilbert space H, defined as the closure of C∞

c (�) with respect to the norm

‖v‖2
H := κ

∫
�

(|v|2 + |r∇v|2) dx +
∫

�

(|r−1v|2 + |∇v|2 + |∇r∇v|2) dx.

Proposition 3.1. (Test function problem). Let κ , c0, c1, c2 ∈ (0, ∞). For w ∈ C∞
c (�) there is

a unique solution v ∈ H of (3.2), and it holds∫
�

(
κ|v|2 + |κrv|2 + κ|r∇v|2 + |r−1v|2 + |∇v|2 + |∇r∇v|2) dx �

∫
�

|r−1w|2 dx. (3.3)



COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 13

Proof. We introduce another Hilbert space H̃, defined as the closure of C∞
c (�) with respect

to the norm

‖v‖2
H̃ := ‖v‖2

H + κ

∫
�

|(r∇)2v|2 dx.

For a parameter δ > 0 (specified below) we define B̃ : H × H̃ → C by

B̃(v, ψ) :=
∫

�

r−2Av
(
1 − δ(r∂r)

2 − ∂2
ϕ

)
ψ dx.

Observe that for v, ψ ∈ C∞
c (�) we obtain through integration by parts that∫

�

r−2Av ψ dx = c2κ

∫
�

v ψ dx + c0

∫
�

r−2v ψ dx + c1

∫
�

(∂rv) (∂rψ) dx

+
∫

�

(r−1∂ϕv) (r−1∂ϕψ) dx,

−
∫

�

r−2Av ((r∂r)
2ψ) dx = c2κ

∫
�

(r∂rv) (r∂rψ) dx+2c2κ

∫
�

v (r∂rψ) dx+c0

∫
�

(∂rv) (∂rψ) dx

+ c1

∫
�

(∂rr∂rv) (∂rr∂rψ) dx +
∫

�

(∂r∂ϕv) (∂r∂ϕψ) dx,

−
∫

�

r−2Av (∂2
ϕψ) dx = c2κ

∫
�

(∂ϕv) (∂ϕψ) dx + c0

∫
�

(r−1∂ϕv) (r−1∂ϕψ) dx

+ c1

∫
�

(∂r∂ϕv) (∂r∂ϕψ) dx +
∫

�

(r−1∂2
ϕv) (r−1∂2

ϕψ) dx.

It follows that there is C > 0 such that |B̃(v, ψ)| ≤ C‖v‖H‖ψ‖H for all v ∈ H and ψ ∈ H̃.
Consequently, B̃ has a unique extension to a bounded sesquilinear form B : H × H → C.
Moreover, for v ∈ H it holds

ReB(v, v) ≥ κ c2
2

∫
�

|v|2 dx + κc2δ(1 − 2δ)

∫
�

|r∂rv|2 dx + κ c2

∫
�

|∂ϕv|2 dx

+ c0

∫
�

(|r−1v|2 + δ|∂rv|2 + |r−1∂ϕv|2) dx

+ c1

∫
�

(|∂rv|2 + δ|∂rr∂rv|2 + |∂r∂ϕv|2) dx

+
∫

�

(|r−1∂ϕv|2 + δ|∂r∂ϕv|2 + |r−1∂2
ϕv|2) dx.

Hence, choosing δ := 1
4 we obtain a constant c > 0 such that

ReB(v, v) ≥ c
(
κ

∫
�

(|v|2 + |r∇v|2) dx +
∫

�

(|r−1v|2 + |∇v|2 + |∇r∇v|2) dx
)

≥ c‖v‖2
H.

In conclusion, B : H × H → C is a bounded and coercive sesquilinear form.
Define F : H → C for ψ ∈ H through

F(ψ) :=
∫

�

r−2w (1 − δ(r∂r)
2 − ∂2

ϕ)ψ dx.

Then we can estimate

|F(ψ)| ≤
( ∫

�

|r−1w|2 dx
) 1

2
( ∫

�

|r−1(1 − δ(r∂r)
2 − ∂2

ϕ)ψ |2 dx
) 1

2 ≤ Cw‖ψ‖H
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for a Cw < ∞, that is, F is a bounded anti-linear functional. The Lax-Milgram theorem
entails existence of a unique v ∈ H such that

B(v, ψ) = F(ψ) for all ψ ∈ H
and ∫

�

(
κ|v|2 + κ|r∇v|2 + |r−1v|2 + |∇v|2 + |∇r∇v|2) dx �

∫
�

|r−1w|2 dx. (3.4)

Since v ∈ H, due to the definition of H and by taking traces, we conclude that the boundary
condition in (3.2) is satisfied. For ψ ∈ H̃ we obtain B̃(v, ψ) = B(v, ψ) = F(ψ), so that∫

�

r−2(Av − w) (1 − δ(r∂r)
2 − ∂2

ϕ)ψ dx = 0 for all ψ ∈ H̃.

In order to conclude that the first line in (3.2) is satisfied, we thus need to show that for each
� ∈ C∞

c (�) there is ψ ∈ H̃ with{
(1 − δ(r∂r)

2 − ∂2
ϕ)ψ = � in �,

ψ = 0 on ∂�.
(3.5)

We use the Mellin transform in r and expand in a sine Fourier series in the angle ϕ ∈ (0, θ),
that is,

ψ̂(λ, ϕ) =
∞∑

k=1
ψ̂k(λ)ak(ϕ), where ψ̂k(λ) :=

∫ θ

0
ψ̂(λ, ϕ) ak(ϕ) dϕ and

ak(ϕ) :=
√

2
θ

sin
( kπ

θ
ϕ
)
,

satisfying (3.5) on taking

ψ̂k(λ) := �̂k(λ)

1 − δλ2 − ( kπ
θ

)2
, where �̂k(λ) :=

∫ θ

0
�̂(λ, ϕ) ak(ϕ) dϕ.

Using the Plancherel identity for the Mellin transform and Parseval’s identity for the sine
Fourier series, we have

‖ψ‖2
H̃ ∼

∫ θ

0

∫ ∞

0
(κr2 + 1)(|ψ |2 + |r∂rψ |2 + |∂ϕψ |2 + |(r∂r)

2ψ |2

+ |r∂r∂ϕψ |2 + |∂2
ϕψ |2) dr

r dϕ

= κ

∫ θ

0

∫
Re λ=−1

(
(1 + |λ|2+|λ|4) |ψ̂(λ, ϕ)|2

+ (1 + |λ|2) |∂ϕψ̂(λ, ϕ)|2+|∂2
ϕψ̂(λ, ϕ)|2) d Im λ dϕ

+
∫ θ

0

∫
Re λ=0

(
(1 + |λ|2+|λ|4) |ψ̂(λ, ϕ)|2

+ (1 + |λ|2) |∂ϕψ̂(λ, ϕ)|2 + |∂2
ϕψ̂(λ, ϕ)|2) d Im λ dϕ

= κ

∞∑
k=1

∫
Re λ=−1

(
1 + |λ|2 + |λ|4 + (1 + |λ|2) ( kπ

θ
)2 + ( kπ

θ
)4) |ψ̂k(λ)|2 d Im λ
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+
∞∑

k=1

∫
Re λ=0

(
1 + |λ|2 + |λ|4 + (1 + |λ|2) ( kπ

θ
)2 + ( kπ

θ
)4)|ψ̂k(λ)|2 d Im λ

= κ

∞∑
k=1

∫
R

3 + s2 + s4 + (2 + s2)( kπ
θ

)2 + ( kπ
θ

)4

(1 − δ − ( kπ
θ

)2 + δs2 − 2iδs)2
|�̂k(−1 + is)|2 ds

+
∞∑

k=1

∫
R

1 + s2 + s4 + (1 + s2) ( kπ
θ

)2 + ( kπ
θ

)4

(1 − ( kπ
θ

)2 + δs2)2
|�̂k(is)|2 ds

�θ κ

∞∑
k=1

∫
R

|�̂k(−1 + is)|2 ds +
∞∑

k=1

∫
R

|�̂k(is)|2 ds

= κ

∫
�

|�|2 dx +
∫

�

r−2|�|2 dx < ∞.

Hence, ψ ∈ H̃ and therefore v fulfills (3.2). In particular

|κrv|2 = c−2
2 |rw − rAv|2 � |rw|2 + |r−1v|2 + |∇v|2 + |∇r∇v|2,

so that (3.4) updates to (3.3).

Lemma 3.2. Let κ , c0, c1, c2 > 0. Then for each η ∈ C∞
c (R+) there is ρ ∈ C∞(R+) such that(

c2κ + r−2(c0 − c1(r∂r)2)
)
ρ = η and for each � ∈ Z with 2c1�

2 < c0 and each j ∈ N0 it holds

κ

∫ ∞

0
|r�+1(r∂r)

jρ|2 dr
r

+
∫ ∞

0
|r�(r∂r)

jρ|2 dr
r

< ∞.

Proof. Introduce the Hilbert space K as the closure of C∞
c (R+) with respect to the norm

‖·‖K, where

‖ρ‖2
K = κ

∫ ∞

0
|r�+1ρ|2 dr

r
+
∫ ∞

0
(|r�ρ|2 + |r∂rr�ρ|2) dr

r

∼=� κ

∫ ∞

0
|r�+1ρ|2 dr

r
+
∫ ∞

0
(|r�ρ|2 + |r�(r∂r)ρ|2) dr

r
.

We define C : K × K → C by

C(ρ, ψ) := c2κ

∫ ∞

0
r2�+2ρ ψ

dr
r

+ (c0 − c1�
2)

∫ ∞

0
r2�ρ ψ

dr
r

− 2�c1

∫ ∞

0
r�ρ (r∂rr�ψ)

dr
r

+ c1

∫ ∞

0
(r∂rr�ρ) (r∂rr�ψ)

dr
r

.

Clearly C(ρ, ψ) � ‖ρ‖K‖ψ‖K, and by Young’s inequality we obtain for all ε > 0

C(ρ, ρ) := c2κ

∫ ∞

0
|r�+1ρ|2 dr

r
+ (c0 − (1 + ε−2)c1�

2)

∫ ∞

0
|r�ρ|2 dr

r

+ c1(1 − ε2)

∫ ∞

0
|r∂rr�ρ|2 dr

r
.

Choosing ε ∈ (0, 1) sufficiently close to 1 such that c0 − (1 + ε−2)c1�
2 > 0 (recall that

2c1�2 < c0 by assumption), we may employ the Lax-Milgram theorem and obtain a unique
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ρ ∈ K such that C(v, ψ) = ∫∞
0 r2�+2ηψ dr

r for all ψ ∈ K, in particular for all ψ ∈ C∞
c (R+).

Integrating by parts, we thus learn that(
c2κ + r−2(c0 − �2 − 2�c1(r∂r) − c1(r∂r)

2)
)
r�ρ = r�η

in the sense of distributions, that is
(
c2κ + r−2(c0 − c1(r∂r)2)

)
ρ = η. Observe that

quantitatively, only the information
∫∞

0 |r�+1η|2 dr
r < ∞ was used. Hence, since ρj :=

(r∂r)jρ solves

(
c2κ + r−2(c0 − c1(r∂r)

2)
)
ρj = (r∂r)

jη + c1

j−1∑
m=0

(
j

m

)
2j−m(r∂r)

mρ

for any j ∈ N, the same argument yields iteratively the estimate for the higher derivatives.

3.2. Unweighted variational solutions with higher regularity

Fix ε ∈ (0, π) and μ ∈ �π−ε . For κ := |μ| > 0 consider the space

H = C∞
c (� \ {0})‖·‖H

, (3.6)

where the norm ‖ · ‖H is given by

‖u‖2
H = κ

∫
�

(
|u|2 + κ|ru|2 + |r∇u|2

)
dx +

∫
�

(
|∇u|2 + |∇r∇u|2

)
dx

+
∫

∂�

(
|u|2 + κ|ru|2 + |r∂ru|2 dr

)
.

Here we write
∫
∂�

f dr = ∫∞
0 f (r, 0) + f (r, θ) dr. We note that the space H does not depend

on κ > 0. Note that all terms in the norm have the same scaling if we use parabolic scaling in
the sense that κ scales like the square of the inverse length.

Definition 3.3. (Sesquilinear form). For c0, c1, c2 ∈ R, we define B : H × C∞
c (� \ {0}) → C

by

B(u, v) :=
∫

�

(μu − �u)(c0 − c1(r∂r)
2 + c2|μ|r2 − ∂2

ϕ)v dx

+
∫

∂�

(γ u + ∂νu)(c0 − c1(r∂r)
2 + c2|μ|r2)v dr.

Since μu − �u ∈ L1
loc(� \ {0}) and γ u + ∂νu ∈ L1

loc(∂� \ {0}) for u ∈ H, the sesquilinear
form is well–defined. Using integration by parts we can show that the sesquilinear form has
a unique continuous extension which is coercive on H × H.

Lemma 3.4. (Continuity and Coercivity). Let c0, c1, c2 ∈ R and let B be as in Definition 3.3.

(i) There is a unique continuous extension B : H × H → C.
(ii) For u, v ∈ H with v|∂� = 0 it holds B(u, v) = ∫

�
(μu − �u)(c0 − c1(r∂r)2 + c2|μ|r2 −

∂2
ϕ)v dx.

(iii) For c0 � c1 � c2 � 1, we have |B(u, u)| �ε ‖u‖2
H for all u ∈ H.
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Proof. The proof rests on the identity

B(u, v) = B̃(u, v) + c1
(

2
∫

�

μur∂rv dx +
∫

∂�

ur∂rv dr
)

+ 2c2|μ|
∫

�

r∂ruv dx −
∫

�

(μu − ∂2
r u)∂2

ϕv dx
(3.7)

with

B̃(u, v) = c0
( ∫

�

μuv dx +
∫

�

∇u · ∇v dx +
∫

∂�

uv dr
)

+ c1
( ∫

�

μ(r∂ru)(r∂rv) dx +
∫

�

∇r∂ru · ∇r∂rv dx +
∫

∂�

(r∂ru)(r∂rv) dr
)

+ c2|μ|
( ∫

�

μr2uv dx +
∫

�

(r∇u) · (r∇v) dx +
∫

∂�

r2uv dr
)

+
∫

�

r−2∂2
ϕu∂2

ϕv dx,

which we will establish for u, v ∈ C∞
c (� \ {0}) below.

Assuming that (3.7) holds, assertions (i) and (ii) follow immediately by density of C∞
c (� \

{0}) in H. Furthermore, we note that B̃(u, u) has the form μa2 + b2 with a, b ∈ R (where a, b
depend on |μ|). We thus can use Lemma C.2 to estimate |μa2 + b2| �ε |μ|a2 + b2 and get by
an application of Young’s inequality

|B(u, u)| �ε c0
( ∫

�

|μ||u|2 + |∇u|2 dx +
∫

∂�

|u|2 dr
)

+ c1
( ∫

�

1
2
|μ||r∂ru|2 − 2|μ||u|2 + |∇r∂ru|2 dx + 1

2

∫
∂�

|r∂ru|2 − 1
2
|u|2 dr

)
+ c2

( ∫
�

|μ|2r2|u|2 + 1
2
|μ||r∇u|2 − 2|μ||u|2 dx +

∫
∂�

|μ|r2|u|2 dr
)

+ 1
2

∫
�

1
r2 |∂2

ϕu|2 − r2|μ|2|u|2 − |r∂2
r u|2 dx.

For c0 � c1 � c2 � 1 the negative terms on each line can then be absorbed by positive
terms on the lines above. The positive terms yield the desired lower bound in (iii).

It remains to show (3.7). We define f := μu − �u and g := u + ∂νu. Testing f with v we
get ∫

�

f v dx =
∫

�

(μu − �u)v dx =
∫

�

μuv dx +
∫

�

∇u · ∇v dx −
∫

∂�

∂νuv dr

By the definition of g this yields

μ

∫
�

uv dx +
∫

�

∇u · ∇v dx +
∫

∂�

uv dr =
∫

�

f v dx +
∫

∂�

gv dr. (3.8)

Before we continue, we first note that∫
�

u(r∂r)v dx = −
∫

�

(r∂r + 2)uv dx,∫ ∞

0
(r∂ru)v dr = −

∫ ∞

0
u(r∂r + 1)v dr,
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(r∂r + 2)�u = �(r∂r)u,
∂ν(r∂r)u = (r∂r + 1)∂νu.

We next test with −(r∂r)2v. Using the above identities we get

−
∫

�

f (r∂r)
2v dx = −

∫
�

(μu − �u)(r∂r)
2v dx =

∫
�

(r∂r + 2)(μu − �u)(r∂r)v dx

=
∫

�

μ(r∂r + 2)ur∂rv dx −
∫

�

(�r∂ru)(r∂rv) dx

=
∫

�

μ(r∂r + 2)ur∂rv dx +
∫

�

∇r∂ru · ∇r∂rv dx −
∫

∂�

(∂νr∂ru)(r∂rv) dr

=
∫

�

μ(r∂r + 2)ur∂rv dx +
∫

�

∇r∂ru · ∇r∂rv dx +
∫

∂�

(r∂r + 1)ur∂rv dr

−
∫

∂�

(r∂r + 1)gr∂rv dr.

Using − ∫
∂�

(r∂r + 1)gr∂rv dr = ∫
∂�

g(r∂r)2v dr and rearranging the terms, we thus learn

μ

∫
�

(r∂r + 2)ur∂rv dx +
∫

�

∇(r∂r)u · ∇(r∂r)v dx +
∫

∂�

(r∂r + 1)ur∂rv dr

= −
∫

�

f (r∂r)
2v dx −

∫
∂�

g(r∂r)
2v dr.

(3.9)

We also test with r2v. We calculate∫
�

fr2v dx =
∫

�

(μu − �u)r2v dx = μ

∫
�

r2uv dx +
∫

�

∇u · ∇(r2v) dx −
∫

∂�

r2∂νuv dr

= μ

∫
�

r2uv dx +
∫

�

r2∇u · ∇v dx + 2
∫

�

r∂ru · v dx

+
∫

∂�

r2uv dr−
∫

∂�

r2gv dr.

(3.10)

Finally, we test the equation with ∂2
ϕv to get

−
∫

�

f ∂2
ϕv dx = −

∫
�

(μu − �u)∂2
ϕv dx =

∫
�

r−2∂2
ϕu∂2

ϕv dx −
∫

�

(μu − ∂2
r u)∂2

ϕv dx.

(3.11)
If we add the identities c0(3.8) + c1(3.9) + c2|μ|(3.10) + (3.11) we obtain the asserted
identity.

In order to apply the Lax–Milgram theorem, it is vital that the process of adding different
derivatives of test functions in the sesqulinear form B still yields a class of functions which
engulfs C∞

c (�\{0}) and is thus dense in H. This was the purpose of Section 3.1. We make this
precise in the following lemma.

Lemma 3.5. (Variational solution). Let ε ∈ (0, π) and μ ∈ �π−ε. Suppose that f ∈
C∞

c (�\{0}) and g ∈ C∞
c (∂ ′�). Then there exists a unique classical solution u ∈ H to (3.1),

and it holds
‖u‖H + [ [�u] ]0,0 + [∂νu]0,0 � [ [f ] ]0,0 + [ [f ] ]0,−1 + [g]0,0 + [g]1,−1.
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Proof. Let c0, c1, c2 > 0 be as in Lemma 3.4. Define a bounded anti-linear form F on H via

〈F, v〉 :=
∫

�

f
(
c0 − c1(r∂r)

2 + c2|μ|r2 − ∂2
ϕ

)
v dx +

∫
∂�

g
(
c0 + c2r2|μ|)v dr

+ c1

∫
∂�

(r∂r + 1)gr∂rv dr.

By the definition of H we have ‖F‖H′ � [ [f ] ]0,0 + [ [f ] ]0,−1 + [g]0,0 + [g]1,−1. By Lemma
3.4 and the Lax-Milgram theorem, there is hence a unique u ∈ H such that for all v ∈ H we
have B(u, v) = 〈F, v〉 and ‖u‖H � ‖F‖H′ . For w ∈ C∞

c (�) we solve the test function problem
in Proposition 3.1 with κ := |μ|, i.e.{(

c0 − c1(r∂r)
2 + c2|μ|r2 − ∂2

ϕ

)
v = w, in�,
v = 0 on∂�.

This yields a v ∈ H with v|∂� = 0, so that v ∈ H and thus Lemma 3.4(ii) gives∫
�

(μu − �u − f )w dx = 0 ∀w ∈ C∞
c (�).

It follows that μu − �u = f in �. In order to verify the boundary condition, we choose
η ∈ C∞

c (∂0�) arbitrary. Consider the solution ρ ∈ C∞(∂0�) from Lemma 3.2 to(
c0 − c1(r∂r)

2 + c2r2|μ|)ρ = η,

and set v(r, ϕ) := ρ(r)ψ(ϕ) for some ψ ∈ C∞([0, θ]) with 1[0,ϕ′] ≤ ψ ≤ 1[0,ϕ′′] for 0 < ϕ′ <

ϕ′′ < θ . Consequently, we have by the definition of B(u, v) and the rapid decay of v towards
the tip and due to μu − �u = f in �, that for all η ∈ C∞

c (∂0�) it holds∫
∂0�

(u + ∂νu − g)η dr =
∫

∂0�
(u + ∂νu − g)

(
c0 − c1(r∂r)

2 + c2r2|μ|)v dr

= B(u, v) − 〈F, v〉 = 0,

so that u+∂νu = g on ∂0�. By analogy we also have u+∂νu = g on ∂1�. Using −�u = f −u
and ∂νu = g − u we also obtain the additional estimate.

3.3. Weighted estimates

Next, we show that the unique classical solution u ∈ H from Lemma 3.5 is contained in a
weighted space. We use a negative weight which imposes less control near the tip but more
control at infinity. Recall that the definition of H involves a parameter κ > 0.

Lemma 3.6. Let κ > 0. Then for all u ∈ H and α ∈ [−1, 0) it holds

[ [u] ]0,α + [ [∇u] ]0,α + [u]0,α �κ ‖u‖H < ∞
and

|α|2[ [u] ]0,α+1 ≤ [ [u] ]−α
0,0 [ [∇u] ]1+α

0,0 .
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Proof. The estimate r−2α ≤ 1 + r2 gives

[ [u] ]0,α + [ [∇u] ]0,α + [u]0,α � [ [u] ]0,0 + [ [ru] ]0,0 + [ [∇u] ]0,0

+ [ [r∇u] ]0,0 + [u]0,0 + [ru]0,0 �κ ‖u‖H .

For α = −1, this is already the complete statement, since [ [u] ]0,α+1 = [ [u] ]0,α ≤ ‖u‖H .
If α ∈ (−1, 0), we use Lemma 2.10(iv) applied with � = β = 0 and η = α + 1, so that

|s�
�+η|2 = α2, and obtain for all v ∈ C∞

c (�\{0})
α4[ [v] ]2

0,α+1 ≤ [ [v] ]−2α
0,0 [ [∇v] ]2(1+α)

0,0 . (3.12)

By the definition of H there is {u}∞n=1 ⊂ C∞
c (�\{0}) with ‖u − un‖H → 0, in particular

[ [u − un] ]0,0 + [ [∇u − ∇un] ]0,0 → 0 as n → ∞, and un → u pointwise almost
everywhere. Using (3.12) with un − um, we see that {u}∞n=1 is Cauchy in the Banach space
H̊0

α+1(�), and by the pointwise almost everywhere convergence un → u, its limit is u. Hence
the claimed estimate follows by approximation.

Lemma 3.7. (Weighted Laplace). Let ε ∈ (0, π), μ ∈ �π−ε, α ∈ [−1, 0], and let u ∈ H with
[ [�u] ]0,α + [∂νu]0,α < ∞. Then it holds∫

�

r−2αf u dx +
∫

∂�

r−2αgu dr = μ[ [u] ]2
0,α + [ [∇u] ]2

0,α − 2α2[ [u] ]2
0,α+1 + [u]2

0,α ,

where f := μu − �u and g := u + ∂νu.

Proof. Let un ∈ C∞
c (�\{0} with limn→∞ ‖u − un‖H = 0. Then integration by parts yields∫

�

r−2α(−�u)un dx =
∫

�

∇u · ∇(r−2αun) dx −
∫

∂�

r−2α(∂νu)un dr

=
∫

�

r−2α∇u · ∇un dx − 2α

∫
�

r−2α−1u∂run dx

+
∫

∂�

r−2α(∂νu)un dr.

Letting n → ∞, we may use [ [�u] ]0,α + [∂νu]0,α < ∞ to infer∫
�

r−2α(−�u)u dx =
∫

�

r−2α|∇u|2 dx − 2α

∫
�

r−2α−1u∂ru dx +
∫

∂�

r−2α(∂νu)u dr.

Additionally, we observe by another approximation (using [ [u] ]0,α+1 + [ [∇u] ]0,α �
‖u‖H < ∞)

−2α

∫
�

r−2α−1u∂ru dx = −2α lim
n→∞

∫
�

r−2α−1un∂run dx − α

∫ θ

0

∫ ∞

0
∂r(r−2α|un|2) dr dϕ

= 2α2 lim
n→∞

∫ θ

0

∫ ∞

0
r−2α−1|un|2 dr dϕ

= 2α2 lim
n→∞

∫
�

r−2α−2|un|2 dx

= 2α2
∫

�

r−2α−2|u|2 dx,

so that the assertion follows upon writing ∂νu = g − u and rearranging the terms.
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From the above lemmas, we derive the following estimate on the weighted norms.

Lemma 3.8. (Weighted variational solution). Let ε ∈ (0, π), μ ∈ �π−ε, and α ∈ [−1, 0].
Then for any f ∈ C∞

c (�\{0}) and g ∈ C∞
c (∂�\{0}) the solution u ∈ H to (3.1) from Lemma

3.5 satisfies the estimate

|μ|[ [u] ]0,α + |μ| 1
2 [ [∇u] ]0,α + [ [�u] ]0,α + |μ| 1

2
([u]0,α + [∂νu]0,α

)
�ε,α [ [f ] ]0,α + |μ| 1

4 [g]0,α + |μ| α
2
([ [f ] ]0,0 + |μ| 1

4 [g]0,0
)
.

For α1 > 0 the implicit constant can be chosen uniformly in |α| ≥ α1.

Proof. We note that by Lemma 3.6 and �u = μu − f all terms on the left-hand side of the
claimed estimate are finite. Testing (3.1) with C0|μ|αu + r−2αu for some large C0 > 0, we
obtain from Lemma 3.7∫

�

f (C0|μ|αu + r−2αu) dx +
∫

∂�

g(C0|μ|αu + r−2αu) dr = z − 2α2[ [u] ]2
0,α+1, (3.13)

where — in order to deal with the complexity of the problem and in particular μ — we have
introduced the complex number

z := C0|μ|α
(
μ[ [u] ]2

0,0 + [ [∇u] ]2
0,0 + [u]2

0,0

)
+ μ[ [u] ]2

0,α + [ [∇u] ]2
0,α + [u]2

0,α .

We have the form z = μa2 + b2 for a, b ∈ R and by Lemma C.2 we get |z| �ε (|μ|a2 + b2),
i.e.

|z| �ε C0|μ|α
(
|μ|[ [u] ]2

0,0 + [ [∇u] ]2
0,0 + γ [u]2

0,0

)
+ |μ|[ [u] ]2

0,α + [ [∇u] ]2
0,α + [u]2

0,α .

The remaining term on the right hand side of (3.13) can be estimated via Lemma 3.6 by

α4[ [u] ]2
0,α+1 ≤ [ [u] ]−2α

0,0 [ [∇u] ]2(1+α)
0,0 ≤ |μ|α(|μ|[ [u] ]2

0,0 + [ [∇u] ]2
0,0).

For sufficiently large C0(α, ε) := α−2c0(ε), this term can be absorbed into |z|, and we can
estimate the right hand side of (3.13) using the triangle inequality from below. Applying the
Cauchy-Schwarz inequality and Young’s inequality to the left-hand side of (3.13), we have for
δ > 0

∣∣∣ ∫
�

f (C0|μ|αu + r−2αu) dx
∣∣∣ ≤ Cδ |μ|−1(C0|μ|α[ [f ] ]2

0,0 + [ [f ] ]2
0,α)

+ δ(C0|μ|α+1[ [u] ]2
0,0 + |μ|[ [u] ]2

0,α),∣∣∣ ∫
∂�

g(C0|μ|αu + r−2αu) dr
∣∣∣ ≤ Cδ |μ|− 1

2 (C0|μ|α[g]2
0,0 + [g]2

0,α) + δ|μ| 1
2 (C0|μ|α[u]2

0,0 + [u]2
0,α)

� Cδ |μ|− 1
2 (C0|μ|α[g]2

0,0 + [g]2
0,α)

+ δ(C0|μ|α(|μ|[ [u] ]2
0,0 + [ [u] ]2

1,0) + |μ|[ [u] ]2
0,α + [ [u] ]2

1,α),

where we have used |μ| 1
4 [u]0,β � |μ| 1

2 [ [u] ]0,β + [ [u] ]1,β for β ∈ {α, 0} in view of (2.6) in
Lemma 2.11. Absorbing the corresponding solution terms, we obtain

C0|μ|α
(
|μ|[ [u] ]2

0,0 + [ [∇u] ]2
0,0 + [u]2

0,0

)
+ |μ|[ [u] ]2

0,α + [ [∇u] ]2
0,α + [u]2

0,α

�ε,α |μ|−1(|μ|α[ [f ] ]2
0,0 + [ [f ] ]2

0,α) + |μ|− 1
2 (|μ|α[g]2

0,0 + [g]2
0,α).
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In particular, this yields the claimed estimate after multiplying by |μ| and using the equation
in order to get the corresponding control on �u and |μ| 1

2 ∂νu as well.

4. Resolvent problem and parabolic equation

4.1. Maximal regularity for resolvent equation

In this section, we improve the regularity results from Lemma 3.8 iteratively by writing
−�u = f − μu and ∂νu = g − u, and using elliptic regularity.

Theorem 4.1. (Base regularity for homogeneous norm). Let ε ∈ (0, π), μ ∈ �π−ε with |μ| ≥
1, and α ∈ (−1, 0). Suppose that (1.3) is fulfilled with � = 0. Then for f ∈ C∞

c (�\{0}) and
g ∈ C∞

c (∂ ′�), there is pu ∈ P�
2,α such that the unique solution u ∈ H of (3.1) from Lemma 3.5

satisfies

|μ|[ [u] ]0,α + |μ| 1
2 [ [u] ]1,α + [ [u − pu] ]2,α + ‖pu‖P�

2,α
+ |μ| 1

2 [u]0,α �α0,α1,ε X(μ),

where

X(μ) := [ [f ] ]0,α + [g] 1
2 ,α + |μ| 1

4 [g]0,α + |μ| α
2 ([ [f ] ]0,0 + |μ| 1

4 [g]0,0). (4.1)

Proof. By Lemma 3.8 (and since [ [∇u] ]0,α = [ [u] ]1,α) it suffices to find pu ∈ P�
2,α such

that [ [u − pu] ]2,α � X(μ). Since u is a classical solution of the resolvent problem (3.1) with
Robin boundary conditions, it is also a solution of the elliptic problem{

�v = f̃ in �,
∂νv = g̃ on ∂ ′�,

with data f̃ := −�u and g̃ := g − u. Observe that

[ [f̃ ] ]0,α + [
g̃
]

1
2 ,α �α0,α1 [ [�u] ]0,α + [

g
]

1
2 ,α + [u] 1

2 ,α .

Since u ∈ H̊1
α(�) by Lemma 3.6 and Lemma 2.2, the trace estimate in Lemma 2.11 yields

[u] 1
2 ,α ≤ (2 + (θ |α|)−1)[ [u] ]1,α �α1 [ [u] ]1,α , so that

[ [f̃ ] ]0,α + [
g̃
]

1
2 ,α

(2.7)

� α0,α1 [ [�u] ]0,α + [
g
]

1
2 ,α + [ [u] ]1,α �α0,α1,ε X(μ), (4.2)

where the last estimate follows by Lemma 3.8. As u ∈ H and thus in particular u ∈ H̊0
β(�) for

all β ∈ [−1, 1) by Lemma 3.6 and Lemma 2.2, we obtain from Proposition B.3 and s�
1 = 0 a

generalized polynomial2 pu ∈ ker0,s�
2+α

N such that u − pu ∈ H̊2
α(�) and

[ [u − pu] ]2,α
(B.7)

� α0,α1 [ [f̃ ] ]0,α + [
g̃
]

1
2 ,α

(4.2)

� α0,α1,ε X(μ).

Observe that pu(r, ϕ) = a + b ln r + qu(r, ϕ) with qu(r, ϕ) := ∑
πk∈(

π
θ
Z)∩(0,s�

2+α)
uπk(ϕ)rπk .

Since uπk(ϕ) = cπk cos(πkϕ) for some constant cπk ∈ C by the proof of Proposition B.3, we
have ‖uπk‖W2,2((0,θ)) � ‖uπk‖L2(0,θ)) < ∞ and thus ‖qu‖P�

2,α
� ‖qu‖P�

0,α+2
< ∞. Before

2For the definition of kerσ1,σ2
N see Definition B.2. The word generalized refers to the fact that at this point we have not

yet excluded a possible logarithmic contribution.
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estimating this quantity more precisely, we observe that by [ [u] ]1,0 < ∞ and α + 1 ≥ 0 it
holds

b
∫ θ

0

∫ 1

0
|r∂r ln r|2 dr

r
dϕ �

∫ θ

0

∫ 1

0
|r∂ru|2 dr

r
dϕ +

∫ θ

0

∫ 1

0
r−2(α+1)|r∂r(u − pu)|2 dr

r
dϕ

+
∫ θ

0

∫ 1

0
|qu(r, ϕ)|2 dr

r
dϕ

≤ [ [u] ]2
1,0 + [ [u − pu] ]2

1,α+1 + ‖qu‖P�
2,α

(2.5c)
� [ [u] ]2

1,0 + [ [u − pu] ]2
2,α + ‖qu‖P�

2,α
< ∞,

where we have used s�
α+2 �= 0 in the application of (2.5c). Since

∫ θ

0
∫ 1

0 |r∂r ln r|2 dr
r dϕ = ∞,

this necessitates b = 0. Thus pu(r, ϕ) = a+qu(r, ϕ). Finally, for this polynomial pu we obtain
from Lemma B.4

‖pu‖P�
2,α

� ‖pu‖P�
0,α+2

� [ [u] ]0,α+1 + [ [u − pu] ]0,α+2

� [ [u] ]1,α + [ [u − pu] ]2,α ≤ X(μ).

Corollary 4.2. In the situation of Theorem 4.1, the solution u satisfies u ∈ H2
α(�) and

2∑
j=0

|μ| j
2 ‖u‖2−j,α �α0,α1,ε ‖f ‖0,α + |g| 1

2 ,α + |μ| 1
4 |g|0,α + |μ| α

2 (
∥∥f
∥∥

0,0 + |μ| 1
4 |g|0,0).

Proof. Let pu ∈ P�
2,α be as in Theorem 4.1. Since pu contains only terms of scaling between

s�
α+1 and s�

α+2, and since supp ζ ⊂ [0, 2] and supp(1 − ζ ) ⊂ [2, ∞), we obtain

[ [ζpu] ]0,α + [ [ζpu] ]1,α + [ [(1 − ζ )pu] ]2,α � ‖pu‖P�
2,α

� X(μ).

Thus, writing u = (u − ζpu) + ζpu, we conclude by Theorem 4.1

‖u‖2,α � [ [u − ζpu] ]0,α + [ [u − ζpu] ]1,α + [ [u − ζpu] ]2,α + ‖pu‖P�
2,α

� [ [u] ]0,α + [ [ζpu] ]0,α + [ [u] ]1,α + [ [ζpu] ]1,α + [ [u − pu] ]2,α

+ [ [(1 − ζ )pu] ]2,α + ‖pu‖P�
2,α

� X(μ),

where we have used |μ| ≥ 1 in the last step. Since |μ|‖u‖0,α = |μ|[ [u] ]0,α and |μ| 1
2 ‖u‖1,α �

|μ|[ [u] ]0,α + |μ| 1
2 [ [u] ]1,α in virtue of |μ| ≥ 1, we obtain by Theorem 4.1

2∑
j=0

|μ| j
2 ‖u‖2−j,α �α0,α1,ε X(μ).

This gives the result, since X(μ) is trivially controlled by the right-hand side of the claimed
estimate.

Proposition 4.3. Let ε ∈ (0, π), μ ∈ �π−ε with |μ| ≥ 1, and α ∈ [−1, 0]. Suppose � ∈ N
and (α, �) satisfy (1.3). Let f ∈ C∞

c (�\{0}) and g ∈ C∞
c (∂ ′�). Then for all 0 ≤ m ≤ � there
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is pu ∈ P�
m+2,α such that unique solution u ∈ H of (3.1) from Lemma 3.8 satisfies the estimate

[ [u − pu] ]m+2,α + ‖pu‖P�
m+2,α

�θ ,α0,α1,ε,�

m∑
j=0

|μ| 1
2 (m−j)([ [f ] ]j,α + [

g
]

j+ 1
2 ,α
)

+ |μ|m
2
(|μ| 1

4 [g]0,α + |μ|− 1
4 [g]1,α

)
.

Proof. We argue by induction. By Theorem 4.1 we obtain a polynomial pu,2 ∈ ker0,s�
2+α

N such
that u − pu,2 ∈ H̊2

α(�) and the estimate is valid for m = 0. By application of the elliptic

regularity estimate of Proposition B.3 there is pu,3 ∈ kers
�
2+α ,s�

3+α

N such that u − pu,3 ∈ H̊3
α(�)

and

[ [u − pu,2 − pu,3] ]3,α �θ ,α0,α1 [ [f ] ]1,α + |μ|[ [u] ]1,α + [
g
]

3
2 ,α + [u − pu,2] 3

2 ,α

�θ ,α0,α1 [ [f ] ]1,α + [
g
]

3
2 ,α + |μ| 1

2 X(μ),

where we have used the trace estimate [u − pu,2] 3
2 ,α �θ ,α0,α1 [ [u − pu,2] ]2,α from Lemma

2.11, and |μ| ≥ 1 in the last step. By the same argument as in the proof of Theorem 4.1 the
polynomial pu,2 + pu,3 does not contain a contribution of ln r or 1, and is estimated by

‖pu,2 + pu,3‖P�
3,α

� [ [u] ]1,α + [ [u − pu,2 − pu,3] ]3,α ≤ [ [f ] ]1,α + [
g
]

3
2 ,α + |μ| 1

2 X(μ).

Analogously, we get pu,4 ∈ kers
�
3+α ,s�

4+α

N such that u − pu,4 ∈ H̊4
α(�) and

[ [u − pu,2 − pu,3 − pu,4] ]4,α �θ ,α0,α1 [ [f ] ]2,α + |μ|[ [u − pu,2] ]2,α + [
g
]

5
2 ,α + [u − pu,2 − pu,3] 5

2 ,α

�θ ,α0,α1 [ [f ] ]1,α + [
g
]

3
2 ,α + [ [f ] ]2,α + [

g
]

5
2 ,α + |μ|X(μ),

as well as

‖pu,2 + pu,3 + pu,4‖P�
4,α

�θ ,α0,α1 [ [u] ]1,α + [ [u − pu,2 − pu,3 − pu,4] ]4,α

�θ ,α0,α1 [ [f ] ]1,α + [
g
]

3
2 ,α + [ [f ] ]2,α + [

g
]

5
2 ,α + |μ|X(μ).

Iteratively, this yields for 0 ≤ m ≤ � the asserted estimate, if one also observes that |μ|m
2 X(μ)

is included in the right-hand side, since by Lemma 2.10 we have

|μ| α
2 ([ [f ] ]0,0 + |μ| 1

4 [g]0,0) �α0,α1 [ [f ] ]0,α + |μ|− 1
2 [ [f ] ]1,α + |μ| 1

4 [g]0,α + |μ|− 1
4 [g]1,α .

Corollary 4.4. In the situation of Proposition 4.3, the solution u satisfies u ∈ H�+2
α (�) and

�+2∑
j=0

|μ| j
2 ‖u‖�+2−j,α �α0,α1,ε

�∑
j=0

|μ| j
2 (‖f ‖�−j,α + |g|�−j+ 1

2 ,α) + |μ| �
2 (|μ| 1

4 |g|0,α

+ |μ|− 1
4 |g|1,α).

Proof. The proof is analogous to Corollary 4.2, if one replaces the application of Theorem 4.1
by that of Proposition 4.3.
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Proposition 4.5. (Polynomial problem). Let ε ∈ (0, π), μ ∈ �π−ε, and α ∈ [−1, 0]. Suppose
� ∈ N and (α, �) satisfy (1.3). Let pf ∈ P�

�,α , pg ∈ P�+ 1
2 ,α . Then there exists a solution pu ∈

P�
�+2,α to (3.1), and we have

�∑
j=0

|μ| j
2 ‖pu‖P�

�−j+2,α
�α0,α1,�,θ

�∑
j=0

|μ| j
2
(‖pf ‖P�

�−j,α
+ ‖pg‖P

�−j+ 1
2 ,α

)
.

Proof. Since π
θ

/∈ Q, we may decompose each q ∈ Q uniquely into n, m ∈ N0 with q =
n + π

θ
m. Matching like terms, we are led for each q = n + κm < s�

�+2+α to the problem⎧⎪⎨⎪⎩
(q2 + ∂2

ϕ)un,m(ϕ) = f n−2,m(ϕ) − μun−2,m(ϕ),
−∂ϕun,m(0) = gn−1,m − un−1,m(0),

∂ϕun,m(θ) = gn−1,m − un−1,m(θ).

For n = 0 all terms on the right-hand side vanish leading to u0,m(ϕ) = 0. For n �= 0 we
may use Lemma B.1 with λ := q, and obtain iteratively the estimate noting that n + π

θ
m ≤

s�−j+ 1
2 +α if and only if n − 1 + π

θ
m < s�

�−j+α , and that

|un−1,m(0)| + |un−1,m(θ)| �θ ‖un−1,m‖W1,2(0,θ).

Observe that ‖pu‖P�
1,α

= ‖pu‖P�
0,α

= 0 due to s�
1+α < 0, which explains why the sum on the

left-hand side of the claimed estimate runs only to � instead of � + 2.

Theorem 4.6. (Higher regularity). Let ε ∈ (0, π), μ ∈ �π−ε with |μ| ≥ 1, and α ∈ [−1, 0].
Suppose � ∈ N and (α, �) satisfy (1.3). Let f ∈ H�

α(�) and g ∈ H�+ 1
2

α (∂�). Then there is a
unique solution u ∈ H�+2

α (�) of (3.1), and it satisfies the estimate
�+2∑
j=0

|μ| j
2 ‖u‖�−j+2,α �θ ,α0,α1,ε,�

�∑
j=0

|μ| j
2 (‖f ‖�−j,α + |g|�−j+ 1

2 ,α)

+ |μ| �
2 (|μ| 1

4 |g|0,α + |μ|− 1
4 |g|1,α).

Proof. Write f = f1 + ζpf with f1 ∈ H̊�
α(�) and pf ∈ P�

�,α , and similarly g = g1 + ζpg

with g1 ∈ H̊�+ 1
2

α (∂ ′�) and pg ∈ P�+ 1
2
. Denote by pu ∈ P�

�+2,α the solution to (3.1) from
Proposition 4.5. Observe that{

μ(ζpu) − �(ζpu) = ζpf + qf in �,
ζpu + ∂ν(ζpu) = ζpg on ∂ ′�,

with qf := −∇ζ∇pu − (�ζ)pu. From supp ∇ζ ⊂ [1, 2] and since the polynomials pu
have coefficients which are contained in W�+2,2((0, θ)), we obtain that qf ∈ H̊�

α(�) with∑�
j=0 |μ| j

2 [ [qf ] ]�−j,α �
∑�+2

j=0 |μ| j
2 ‖pu‖P�

�−j+2,α
. Now let ureg ∈ H�+2

α (�) be the solution

from Proposition 4.3 with data f1 − qf and g1. By Corollary 4.4 we have ureg ∈ H�+2
α (�),

and u := ureg + ζpu ∈ H�+2
α (�) solves (3.1). Moreover, the claimed estimate follows from

Corollary 4.4 and Proposition 4.5.
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4.2. Proofs of the main theorems

In this section we give the proof of Theorems 1.1 and 1.2. As noted in Section 1, we may
restrict to γ = 1.

Proof of Theorem 1.1. We extend F and G to negative times by 0. For μ ∈ Cwith Re μ = β let
�[f , g] be the solution operator of the resolvent problem from Theorem 4.1 with right-hand
side f := LF and g := LG. We note that f = f (μ) and g = g(μ) depend on the parameter
μ and also the solution operator � = �(μ) of the resolvent problem depends on the (same)
parameter μ ∈ C, but we will suppress this dependence in our notation. Since |μ| ≥ β ≥ 1,
we may apply Theorem 4.1 and Corollary 4.2 to u := �[f , g], which yield

2∑
j=0

|μ| j
2 ‖u‖2−j,α + |μ| 1

2 |u|0,α �α0,α1,θ ‖f ‖0,α + |g| 1
2 ,α + |μ| 1

4 |g|0,α

+ |μ| α
2 (
∥∥f
∥∥

0,0 + |μ| 1
4 |g|0,0).

We define U :=L−1
β [u]. Then by construction we have ∂tU−�U = F onR×�, U+∂νU = G

onR×∂�, while the Hilbert-space valued Paley-Wiener Theorem [23, Theorem 1.8.3] shows
that U = 0 for negative times. By Plancherel’s identity for the Laplace transform (Lemma
A.4(A.4)) we obtain

‖U‖E =
2∑

j=0
‖U‖

H
j
2
β ,0(H2−j

α (�))

+ ‖U‖
H

1
2
β ,0(H0

α(∂ ′�))
�

2∑
j=0

‖| · | j
2 u‖L2(Sβ ,H2−j

α (�))

+ ‖| · | 1
2 u‖L2(Sβ ,H0

α(∂ ′�)) �α0,α1,θ ‖f ‖L2(Sβ ,H0
α)+‖g‖

L2(Sβ ,H
1
2
α (∂ ′�))

+ ‖| · | 1
4 g‖L2(Sβ ,H0

α(∂ ′�))

+ ‖| · | α
2 f ‖L2(Sβ ,L2(�)) + ‖| · | 1

4 + α
2 g‖L2(Sβ ,L2(∂�)) � ‖F‖F + ‖G‖G.

This proves the result.

Proof of Theorems 1.2. The proof is analogous as the one before, but we replace the applica-
tion of Theorem 4.1 by the application of Theorem 4.6, so that we have for u := �[f , g] we
have

�+2∑
j=0

|μ| j
2 ‖u‖�−j+2,α �α0,α1,θ ,�

�∑
j=0

|μ| j
2
(
‖f ‖�−j,α + |g|�−j+ 1

2 ,α

)
+ |μ| �

2
(|μ| 1

4 |g|0,α + |μ|− 1
4 |g|1,α

)
.

We define U := L−1
β [u]. As in the proof of Theorem 1.1, U satisfies the equation, and we have

‖U‖E�+2 =
�+2∑
j=0

‖U‖
H

j
2
β ,0(H�−j+2

α (�))

�
�+2∑
j=0

‖| · | j
2 u‖L2(Sβ ,H�−j+2

α (�))

�α0,α1,θ ,�

�∑
j=0

(
‖| · | j

2 f ‖L2(Sβ ,H�−j
α (�))

+ ‖| · | j
2 g‖

L2(Sβ ,H
�−j+ 1

2
α )

)
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+ ‖| · | 1
4 g‖L2(Sβ ,H0

α) + ‖| · |− 1
4 g‖L2(Sβ ,H1

α)

)
�

�∑
j=0

(
‖F‖

H
j
2
β ,0(H�−2

α (�))

+ ‖G‖
H

j
2
β ,0(H

�−j+ 1
2

α (∂ ′�))

)
+ ‖G‖

H
1
2 (�+ 1

2 )

β ,0 (H0
α(∂ ′�))

+ ‖G‖
H

1
2 (�− 1

2 )

β ,0 (H1
α(∂ ′�))

= ‖F‖F�
+ ‖G‖G

�+ 1
2

,

which is the desired bound.

Data availability statement.

Data sharing is not applicable to this article as no new data were created or analyzed in this study.

Funding

MB acknowledges funding from the project Analysis of Moving Contact Lines (AnaCon) (with project
number OCENW.M20.194 of the research programme ENW - M) and MVG appreciates funding from
the project Codimension two free boundary problems (with project number VI.Vidi.223.019 of the
research programme ENW - Vidi) both financed by the Dutch Research Council (NWO). HK gratefully
acknowledges support by Germany’s Excellence Strategy EXC-2181/1 – 390900948. NM is supported
by NSF grant DMS-1716466 and by Tamkeen under the NYU Abu Dhabi Research Institute grant of
the center SITE. FBR is supported by the Vici grant VI.C.212.027 of the NWO.

References

[1] Brown, R. (1994). The mixed problem for Laplace’s equation in a class of Lipschitz domains.
Commun. Partial Differ. Equ. 19(7-8):1217–1233. doi: 10.1080/03605309408821052.

[2] Costabel, M. (2019). On the limit Sobolev regularity for Dirichlet and Neumann problems on
Lipschitz domains. Math. Nachr. 292(10):2165–2173. doi: 10.1002/mana.201800077.

[3] Jerison, D., Kenig, C.E. (1995). The inhomogeneous Dirichlet problem in Lipschitz domains.
Journal of Functional Analysis. 130(1):161–219. doi: 10.1006/jfan.1995.1067.

[4] Mitrea, I., Mitrea, M. (2007). The Poisson problem with mixed boundary conditions in Sobolev
and Besov spaces in non-smooth domains. Trans. Amer. Math. Soc.. 359(09):4143–4183. doi:
10.1090/S0002-9947-07-04146-3.

[5] Shen, Z. (2007). The Lp boundary value problems on Lipschitz domains. Adv. Math. 216(1):212–
254. doi: 10.1016/j.aim.2007.05.017.

[6] Cioica-Licht, P. A., Schneider, C., Weimar, M. (2025). Sobolev spaces with mixed weights and
the Poisson equation on angular domains. Ann. Sc. Norm. Super. Pisa Cl. Sci. 49.

[7] Grisvard, P. (2011). Elliptic problems in nonsmooth domains. In Classics in Applied Mathematics.
Vol. 69. Philadelphia, PA: Society for Industrial and Applied Mathematics.

[8] Kozlov, V. A., Mazya, V. G., Rossmann, J. (1997). Elliptic boundary value problems in domains
with point singularities. In Mathematical Surveys and Monographs. Vol. 52. Providence, RI:
American Mathematical Society.

[9] Degtyarev, S. P. (2010). The solvability of the first initial-boundary problem for parabolic and
degenerate parabolic equations in domains with a conical point. Sb. Math. 201(7):999–1028. doi:
10.1070/SM2010v201n07ABEH004100.

[10] Frolova, E. V. (1991). A nonstationary problem in a dihedral angle. I. Zap. Nauchn. Sem.
Leningrad. Otdel. Mat. Inst. Steklov. (LOMI). 188:159–177.

[11] Kim, K.-H., Lee, K., Seo, J. (2021). A weighted Sobolev regularity theory of the parabolic
equations with measurable coefficients on conic domains in Rd. J. Differ. Equ. 291:154–194. doi:
10.1016/j.jde.2021.05.001.

http://dx.doi.org/10.1080/03605309408821052
http://dx.doi.org/10.1002/mana.201800077
http://dx.doi.org/10.1006/jfan.1995.1067
http://dx.doi.org/10.1090/S0002-9947-07-04146-3
http://dx.doi.org/10.1016/j.aim.2007.05.017
http://dx.doi.org/10.1070/SM2010v201n07ABEH004100
http://dx.doi.org/10.1016/j.jde.2021.05.001


28 M. BRAVIN ET AL.

[12] Kozlov, V. A. (1988). Coefficients in the asymptotic solutions of the Cauchy boundary-
value parabolic problems in domains with a conical point. Sib. Math. J. 29(2):222–233. doi:
10.1007/BF00969734.

[13] Kozlov, V., Rossmann, J. (2020). On the nonstationary Stokes system in a cone: Asymptotics of
solutions at infinity. J. Math. Anal. Appl. 486(1):123821. doi: 10.1016/j.jmaa.2019.123821.

[14] Nazarov, A. I. (2001). Lp-Estimates for solutions to the Dirichlet and Neumann problems for the
heat equation in a Wedge with Edge of arbitrary codimension. Probl. Mat. Anal. 22:126–159.

[15] Prüss, J., Simonett, G. (2007). H∞-calculus for the sum of non-commuting operators. Trans.
Amer. Math. Soc. 359(08):3549–3565. doi: 10.1090/S0002-9947-07-04291-2.

[16] Solonnikov, V. A. (1984). Solvability of classical initial-boundary value problems for the heat
equation in a two-sided corner. Zap. Nauchn. Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI).
138:146–180.

[17] Solonnikov, V. A., Frolova, E. V. (1991). On a nonstationary problem in a dihedral angle. II. Zap.
Nauchn. Semin. Leningr. Otd. Mat. Inst. Steklova. 188:178–185.

[18] Kondratev, V. A. (1967). Boundary value problems for elliptic equations in domains with conical
or angular points. Trudy Moskov. Mat. Obšč. 16:209–292.
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In this section we provide known properties of the Mellin transform and Laplace trans-
form, which constitute an important tool in our analysis. It will be convenient to have
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R, we write Sβ for the line {λ ∈ C : Re λ = β}, and more generally S(β1,β2) for the strip
{λ ∈ C : Re λ ∈ (β1, β2)} if β1 < β2. We recall Bochner spaces of vector-valued integrable
functions, and the concept of vector-valued analytic functions, see e.g. [23, Chapter 1.1 and
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Definition A.1. (Mellin transform). Let H be a Hilbert space.

(i) For ψ ∈ L1
loc(R+, H) and λ ∈ C we define

Mψ(λ) := ψ̂(λ) := 1√
2π

∫ ∞

0
r−λψ(r)

dr
r

.

Whenever this integral converges, we call it the Mellin transform of ψ at λ.
(ii) For β ∈ R, ϕ ∈ L1

loc(Sβ , H) and r ∈ R+, we define

M−1
β ϕ(r) := 1√

2π

∫
Re λ=β

rλϕ(λ) d Im λ. (A.1)

Whenever this integral converges, we call it the inverse Mellin transform of ϕ at r
(along Sβ).

For general functions ψ ∈ L1
loc(R+, H), the Mellin transform might fail to converge for

certain λ ∈ C. However, if it is well defined for some λ1, λ2 ∈ C with Re λ1 = β1 and Re λ2 =
β2, then convergence is also guaranteed on the so called strip of convergence S(β1,β2) ⊂ C. For
functions on the wedge � we apply the Mellin transform in the radial direction and consider
the angular variable as a parameter, i.e., for � ∈ C∞

c (�\{0}, H) we write

�̂(λ, ϕ) := 1√
2π

∫ ∞

0
r−λ�(r, ϕ)

dr
r

for(λ, ϕ) ∈ C × [0, θ].

The Mellin transform has several useful properties which are listed below.

Lemma A.2. (Properties of Mellin transform). For ψ ∈ C∞
c (R+, H) the Mellin transform ψ̂ is

an entire function. Furthermore, we have

(i) r̂βψ(λ) = ψ̂ (λ − β) for all β ∈ R, λ ∈ C.
(ii) r̂∂rψ(λ) = λψ̂ (λ).

(iii)
∫ ∞

0
r−2βψ1(r)ψ2(r)

dr
r

=
∫

Re λ=β

ψ̂1(λ + γ )ψ̂2(λ − γ ) d Im λ for all ψ1, ψ2 ∈
C∞

c (R+, H) and β , γ ∈ R. In particular, for β ∈ R the Mellin transform can be
continuously extended to a linear operator

Mβ :
{
ψ : r−β− 1

2 ψ ∈ L2(R+, H)
} → L2(Sβ , H). (A.2)

(iv) For every β ∈ R the map (A.2) is an isometric isomorphism. Whenever the integral in
(A.1) converges, it yields the inverse of the map (A.2).

(v) If β1, β2 ∈ R, β1 < β2, and rβ1− 1
2 ψ , rβ2− 1

2 ψ ∈ L2(R+, H), then ψ̂ is analytic on the strip
S(β1,β2).

Proof. We refer to e.g. [8, Chapter 6] in the scalar case. The arguments carry over verbatim
to the Hilbert space case. Parseval’s identity in the generalized form can be found e.g. in [24,
Theorem 73].

For time–dependent functions we use the Laplace transform. Since all functions have an
extension to negative times by zero, it will be possible to use the two-sided Laplace transform.
In our convention, it is given as follows:
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Definition A.3. (Laplace transform). Let H be a Hilbert space.

(i) For f ∈ L1
loc(R, H) and μ ∈ C we define

Lf (μ) := 1√
2π

∫ ∞

−∞
e−μtf (t) dt.

Whenever this integral converges, we call it the Laplace transform of f at μ.
(ii) For β ∈ R, g ∈ L1

loc(Sβ , H) and r ∈ R+, we define

L−1
β g(t) := 1√

2π

∫
Re μ=β

eμtg(μ) d Im μ. (A.3)

Whenever this integral converges, we call it the inverse Laplace transform of g at t (along
Sβ).

We note that the Mellin transform is given by the composition of the Laplace transform
and the change of variables t = ln r. In particular, we get the corresponding properties as for
the Mellin transform also for the Laplace transform if we replace the factor rβ by eβt and dr

r
by dt.

Lemma A.4. (Properties of Laplace transform). Let H be a Hilbert space. For ψ ∈ C∞
c (R, H)

the Laplace transform ψ̂ is an entire function. Furthermore, we have

(i) L(eβtψ)(μ) = Lψ (μ − β) for all β ∈ R.
(ii) L∂tψ(μ) = μLψ (μ).

(iii)
∫ ∞

−∞
e−2βtψ1(t)ψ2(t) dt =

∫
Re μ=β

Lψ1(μ + γ )Lψ2(μ − γ ) d Im μ for all ψ1, ψ2 ∈
C∞

c (R, H) and β , γ ∈ R. In particular, for β ∈ R the Laplace transform can be
continuously extended to a linear operator

Lβ :
{
ψ : e−βtψ ∈ L2(R, H)

} → L2(Sβ , H). (A.4)

(iv) For every β ∈ R the map (A.4) is an isometric isomorphism. Whenever the integral in
(A.3) converges, it yields the inverse of the map (A.4).

(v) If β1, β2 ∈ R, β1 < β2, and e−β1tψ , e−β2tψ ∈ L2(R, H), then Lψ is analytic on the strip
S(β1,β2).

B. Neumann problem on the wedge

In this section, we consider the elliptic boundary problem with Neumann conditions, i.e.{
�v = f in �,
∂νv = g on ∂ ′�.

(B.1)

Observe that the direction of the outer normal vector yields ∂ν = − 1
r ∂ϕ on ∂0� and ∂ν = 1

r ∂ϕ

on ∂1�. We note that elliptic problems of the form (B.1) have been studied in the literature,
see e.g. [19, 8, 25]. Since we treat higher regularity beyond the regime of the first resonance,
we include details here for the convenience of the reader. We first give a solution of the
corresponding system to (B.1) in Mellin variables.
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Lemma B.1. (Neumann problem in Mellin variables). Let θ ∈ (0, 2π), f ∈ C∞([0, θ]), and
g1, g2 ∈ C. Then for any λ ∈ C with λ /∈ π

θ
Z, there is a unique classical solution v(λ, ·) to the

boundary-value problem

(λ2 + ∂2
ϕ)v(λ, ϕ) = f(ϕ) for ϕ ∈ (0, θ), (B.2a)

−∂ϕv(λ, 0) = g1, (B.2b)
∂ϕv(λ, θ) = g2. (B.2c)

The function v(·, ϕ) : C → C is meromorphic for each ϕ ∈ [0, θ] with all poles contained in
π
θ
Z. The pole at λ = 0 is at most of order 2 and all other poles are simple. The solution v can be

represented as

v(λ, ϕ) = −G(λ, ϕ, 0)g1 + G(λ, ϕ, θ)g2 +
∫ θ

0
G(λ, ϕ, ϕ′)f(ϕ′) dϕ′, (B.3a)

where the meromorphic Green’s function G(·, ϕ, ϕ′) to (B.2) is given by

G(λ, ϕ, ϕ′) = 1
λ sin(λθ)

{
cos(λ(θ − ϕ′)) cos(λϕ) forϕ ∈ [0, ϕ′],
cos(λϕ′) cos(λ(θ − ϕ)) forϕ ∈ (ϕ′, θ]. (B.3b)

Furthermore, if α0, α1 > 0 and � ∈ N0, then whenever θ |Re λ| ≤ α0 and dist(θλ, πZ) ≥ α1,
we have ∑

j+m=�+2

∫ θ

0
|λ|2j ∣∣∂m

ϕ v(λ, ϕ)
∣∣2 dϕ

�α0,α1,�
∑

j+m=�

∫ θ

0
|λ|2j|∂m

ϕ f(ϕ)|2dϕ + |λ|2�+1(|g1|2 + |g2|2). (B.4)

Proof. The claim about the pole set follows directly from the formula for G. For λθ /∈ πZ it
follows from standard ODE arguments that v(λ, ·) is the unique solution to (B.2). If f = 0,
(B.4) follows from the representation of v and Lemma C.1. In the following, we hence assume
g1 = g2 = 0. For g1 = g2 = 0, we test (B.2a) with v to get∫ θ

0
vf dϕ =

∫ θ

0
v∂2

ϕv dϕ + λ2
∫ θ

0
|v|2 dϕ = −

∫ θ

0

∣∣∂ϕv
∣∣2 dϕ + λ2

∫ θ

0
|v|2 dϕ.

We take the real part and absorb the term on the left hand side using Young’s inequality. If λ

has a large imaginary part θ |Im λ| ≥ 2α0, we have Re(λ2) ∼ − |λ|2, which implies∫ θ

0

(
|λ|2 |v|2 + ∣∣∂ϕv

∣∣2) dϕ � |λ|−2
∫ θ

0
|f|2 dϕ. (B.5)

If θ |Im λ| ≤ 2α0 (and hence θ |λ| ≤ 3α0 � 1), we have
∣∣λG(λ, ·, ϕ′)

∣∣, ∣∣∂ϕG(λ, ·, ϕ′)
∣∣ � 1

since the sine and cosine are bounded on B(θ−ϕ′)|λ|, Bϕ′|λ| ⊂ B3α0 ⊂ C and since by the
assumptions on λ

| sin(θλ)|2 = sin2(θ Re λ) + sinh2(θ Im λ) ≥ sin2(θ Re λ) �α1 1.

With Jensen’s inequality we estimate∫ θ

0

(
|λ|2 |v|2 + ∣∣∂ϕv

∣∣2) dϕ
(B.3b)

� θ
( ∫ θ

0
|f| dϕ

)2 ≤ θ2
∫ θ

0
|f|2 dϕ � |λ|−2

∫ θ

0
|f|2 dϕ,

(B.6)
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where we have used θ |λ| � 1 in the last step. By multiplying (B.5) and (B.6) with |λ|2 and
using equation (B.2a) once more, we obtain the corresponding bound on ∂2

ϕv, thus proving
(B.4) for � = 0.

Now assume that the assertion holds for � ∈ N0. Multiplying (B.2) by λ, we obtain from
(B.4) ∑

j+m=�+2

∫ θ

0

∣∣λj+1∂m
ϕ v(λ, ϕ)

∣∣2 dϕ

�
∑

j+m=�

∫ θ

0
|λj+1∂m

ϕ f(ϕ)|2dϕ + |λ�+1+ 1
2 g1|2 + |λ�+1+ 1

2 g2|2.

Using ∂�+3
ϕ v = −λ2∂�+1

ϕ v + ∂�+1
ϕ f by virtue of (B.2a), we obtain the assertion for � + 1 and

can conclude by induction.

The above solution gives us information about the kernel of the Laplace operator with
Neumann boundary condition.

Definition B.2. (Formal kernel). For θ ∈ (0, 2π) and k ∈ Z, we write

πk := kπ
θ

and define the kernel of the Laplace operator � for the Neumann problem (B.1) by

kerN := span
〈
{ln r} ∪ {rπk cos(πkϕ) : k ∈ Z

} 〉 ∈ span
〈
ln r

〉⊕ P�.

For σ1, σ2 ∈ R we define the kernel of limited scaling width by

kerσ1,σ2
N := span

〈
{1, ln r} ∪ {rπk cos(πkϕ) : πk ∈ [σ1, σ2] ∪ [σ2, σ1]

} 〉
.

Proposition B.3. (Elliptic Neumann problem). Let θ ∈ (0, 2π), f ∈ C∞
c (�\{0}) and g ∈

C∞
c (∂ ′�). Then the following assertions hold.

(i) Let (�, α) ∈ N0×R fulfill s�
�+α+2 /∈ π

θ
Z. Then there exists a classical solution v ∈ H̊�+2

α (�)

to (B.1) with
∑�

j=0[ [v] ]�−j+2,α+j < ∞.
(ii) Let (�1, β1), (�2, β2) ∈ N0 × R fulfill σj := s�

�j+βj+2 /∈ π
θ
Z for j ∈ {1, 2}. Then for two

classical solutions v1, v2 to (B.1) with [ [v1] ]�1+2,β1 < ∞ and [ [v2] ]�2+2,β2 < ∞ we
have v1 − v2 ∈ kerσ1,σ2

N .
(iii) Let α0, α1 > 0. If (�, α) ∈ N0 ×R fulfills dist(θs�

�+α+2, πZ) ≥ α1, θ |s�
�+α+1| ≥ α1 (and

θ |s�
�+α| ≥ α1 if � > 0) as well as θ |s�

�+α+2| ≤ α0, then we have

[ [v] ]�+2,α �α0,α1,� [ [f ] ]�,α + [
g
]
�+ 1

2 ,α . (B.7)

(iv) Let α0, α1 > 0, β1, β2 ∈ R and ϑ ∈ (0, 1) with dist(ϑ , {0, 1}) > α1. Write β := (1 −
ϑ)β1 + ϑβ2. Let �1, �2 ∈ N0 fulfill dist(θs�

�j+βj+2, πZ) ≥ α1, θ |s�
�j+βj+1| ≥ α1 (and

θ |s�
�j+βj

| ≥ α1 if �j > 0) as well as θ |s�
�j+βj+2| ≤ α0 for j ∈ {1, 2}, and let v1 ∈ H̊�1+2

β1
(�),

v2 ∈ H̊�2+2
β2

(�) be the corresponding classical solutions to (B.1). Define � := (1 − ϑ)�1 +



COMMUNICATIONS IN PARTIAL DIFFERENTIAL EQUATIONS 33

ϑ�2. If σ1 < σ2 for σj := s�
�j+βj+2, and if v1−v2 ∈ kerσ1,σ2

N does not contain a contribution
from 〈{1, ln r}〉, then it holds

‖v1 − v2‖P�
�+2,β

�α0,α1,�,θ

2∑
j=1

([ [f ] ]�j,βj + [
g
]
�j+ 1

2 ,βj

)
.

Proof. (i): For fixed � ∈ N0 and α ∈ Rwith θ(�+α+1) /∈ πZwe define v : (0, ∞)×[0, θ] →
R via

v(r, ϕ) := 1√
2π

∫
Re λ=�+α+1

rλv(λ, ϕ) d Im λ, (B.8)

where v(λ, ·) is given by (B.3a) with data f := r̂2f (λ, ·), g1 := (̂rg)(λ, 0), and g2 := (̂rg)(λ, θ).
Observe that for all ϕ ∈ [0, θ], v(·, ϕ) is meromorphic with its only poles in π

θ
Z, and that for

a ∈ R and m ∈ N0, there are M, ε, δ ∈ (0, ∞) such that for all λ ∈ S[−a,a] and |Im λ| ≥ M it
holds ∣∣∂m

ϕ v(λ, ϕ)
∣∣ ≤ δe−ε|Im λ|. (B.9)

Indeed, for all m ∈ N0 and ϕ ∈ (0, θ) the functions ∂m
ϕ r̂2f (·, ϕ), (̂rg)(·, 0), and (̂rg)(·, θ)

are analytic with exponential decay as |Im λ| → ∞ as in (B.9). Since |sin(λϕ)| ∼
|cos(λϕ)| ∼ eϕ|Im λ| as |Im λ| → ∞, the Green’s function G(λ, ϕ, ϕ′) is bounded on the set{
λ ∈ S[−a,a] : |Im λ| ≥ M

}
, so that the exponential decay is transferred to λ �→ ∂m

ϕ v(λ, ϕ)

as claimed. By Plancherel’s theorem in form of Lemma A.2(iii) and the exponential decay of
λ �→ rλv(λ, ϕ) on Re λ = � + α + 1, we obtain that all derivatives (r∂r)j∂m

ϕ v are contained in
L2

loc(�\{0}). Hence, v is smooth. Moreover, by (A.1) in Lemma A.2 it holds v̂(λ, ϕ) = v(λ, ϕ)

for all ϕ ∈ [0, θ] and all λ ∈ S�+α+1.
Next we verify that v does indeed solve (B.1). Note that by Lemma B.1, we have for all

λ ∈ S�+α+1 (
λ2 + ∂2

ϕ

)
v̂(λ, ϕ) = (̂r2f )(λ, ϕ) for ϕ ∈ (0, θ),

as well as −∂ϕ v̂(λ, 0) = (̂rg)(λ, 0) and v̂(λ, θ) = ĝ(λ, θ). Since the Mellin transform induces
an isomorphism between {u : r�+α+ 1

2 u ∈ L2(R+,C)} and L2(S�+α+1,C), cf. Lemma A.2(iii),
we conclude that v solves problem (B.1) by Lemma A.2(ii). This proves that v is a classical
solution to (B.1).

For Re λ = s�
�+α+2 = s�+α+ 3

2
= �+α+1, the assumptions on λ in Lemma B.1 are fulfilled,

so that from (B.4) and the Mellin representation of the norms we get for all α0, α1 > 0 with
dist(θs�

�+α+2, πZ) ≥ α1 and θ |s�
�+α+2| ≤ α0, and for all 0 ≤ j ≤ � that

[ [v] ]�−j+2,α+j �α0,α1,� [ [r2f ] ]�−j,α+j+2 + [
rg
]
�−j+ 1

2 ,α+j+1 < ∞. (B.10)

In particular v ∈ H̊�+2
α (∂ ′�) by Lemma 2.2.

(ii): By classical methods two classical solutions v1 and v2 with at most polynomial growth
differ only by elements in kerN, cf. [26, 27]. Suppose first that σ1 = σ2. Since [ [v] ]�1+2,β1 =
∞ for all v in the span of {rπk cos(πkϕ) : k ∈ Z \ {0}} and [ [v] ]�1+2,β1 = 0 for kerσ1,σ1

N =
span

〈{1, ln r}〉 (the set equality being a direct consequence of (1.3)), we obtain the result for
σ1 = σ2.
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Suppose now σ1 �= σ2. By the result for σ1 = σ2, v1 and v2 are uniquely determined
up to elements in span

〈{1, ln r}〉. We can hence assume that v1 and v2 are given via (B.8)
corresponding to (�1, β1) and (�2, β2), respectively. Without loss of generality we assume �1+
β1 ≥ �2 + β2. Since λ �→ rλv(λ, ϕ) is meromorphic with the uniform exponential decay
(B.9), the values of v1(r, ϕ) and v2(r, ϕ) differ by the sum of the residues of ψ(λ) := rλv(λ, ϕ)

evaluated at the poles πk = kπ
θ

, k ∈ Z which lie between σ1 and σ2, that is

v1(r, ϕ) − v2(r, ϕ) =
∑

πk∈( π
θ
Z)∩(σ2,σ1)

Resψ(πk). (B.11)

Since all poles at λ �= 0 are simple, the residue for k �= 0 is calculated with help of

cos(πk(θ − ϕ)) = (−1)k cos(πkϕ), Res1/ sin(λθ)(πk) = 1
θ cos(πkθ)

= (−1)k

θ

via the definition of v in (B.3a) and (B.3b) as

Resψ(πk) = rπk Resv(·,ϕ)(πk)

= rπk cos(πkϕ)

πkθ

[
− g1(πk) + (−1)kg2(πk) +

∫ θ

0
cos(πkϕ

′)f(πk, ϕ′)dϕ′].

For k = 0, we observe that G(·, ϕ, ϕ′) is even in λ and holomorphic away from λ = 0 so that

ResG(·,ϕ,ϕ′)(0) = 0.

Since Resuv(0) = Resu(0)v(0) + (λ2u(λ)∂λ)|λ=0v if u possesses a pole of order at most two
at λ = 0 and v is holomorphic in 0, we have

Resψ(0) = (λ2G(λ, ϕ, 0)∂λ)|λ=0(−rλg1(λ)) + (λ2G(λ, ϕ, θ)∂λ)|λ=0(rλg2(λ))

+
∫ θ

0
(λ2G(λ, ϕ, ϕ′)∂λ)|λ=0(rλf(λ, ϕ′)dϕ′)

= 1
θ
(ln r + ∂λ)

[
− g1(0) + g2(0) +

∫ θ

0
f(0, ϕ′)dϕ′].

Thus (B.11) gives v1 − v2 ∈ kerσ1,σ2
N .

(iii): Estimate (B.7) follows from (B.10), Lemma 2.8 and Lemma 2.9: Indeed, applying
Lemma 2.9 with β = 2, we have that

[ [r2f ] ]�,α+2
(2.5a)≤

�∑
j=0

max
{ ∣∣∣∣s�

�+α+2
s�

�+α

∣∣∣∣j , 1
}
[ [f ] ]�,α �α0,α1,� [ [f ]]�,α .

On the other hand, applying Lemma 2.8 with � replaced by � + 1
2 and β = 1, we have with

s�+ 1
2 +α+β = s�

�+α+2 and s�+ 1
2 +α = s�

�+α+1 that

[
rg
]
�+ 1

2 ,α+1
(2.3a)≤ max

{ ∣∣∣∣s�
�+α+2

s�
�+α+1

∣∣∣∣�+ 1
2

, 1
} [

g
]
�+ 1

2 ,α �α0,α1,�
[
g
]
�+ 1

2 ,α .

(iv): Follows from (B.11) and the representation of Resψ(πk) for k �= 0 in the proof of part
(ii), if one observes Lemma B.4 below.

Finally we give a lemma which is a multiplicative variant of a corresponding lemma in [28].
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Lemma B.4. Let β1 < β < β2. Then there is Cβ < ∞, such that for any v ∈ L1
loc(�) and

c ∈ L1
loc((0, θ))

‖c‖L2((0,θ)) � Cβ [ [v] ]
β2−β
β2−β1
0,β1

[ [v − crβ ] ]
β−β1
β2−β1
0,β2

, (B.12)

as long as both factors on the right hand side are finite.

Proof. We may assume [ [v] ]0,β1 , [ [v − crβ ] ]0,β2 ∈ (0, ∞). Let R > 0 and �R = ( 1
2 R, R) ×

(0, θ). Then

‖c‖2
L2((0,θ))

�β R−2β

∫
�R

|crβ |2 dr
r

dϕ �β R−2β

∫
�R

|v|2 dr
r

dϕ

+ CβR−2β

∫
�R

|v − crβ |2 dr
r

dϕ

�β R2(β1−β)[ [v]]2
0,β1 + CβR2(β2−β)[ [v − crβ ] ]2

0,β2 . (B.13)

Estimate (B.12) follows by minimizing the right hand side in R, i.e. with Rβ2−β1 :=
[ [v] ]0,β1

[ [v−crβ ] ]0,β2
.

C. Auxiliary estimates

Lemma C.1. (Auxiliary estimate). Let α0 > 0, α1 ∈ (0, π
2 ]. Then there is c > 0 such that for

all θ > 0, for all f , g ∈ {sin, cos}, and for all λ ∈ C with θ |Re λ| ≤ α0 and

dist(θ | Re λ|, g−1({0})) ≥ α1

we have

0 < sin(α1) ≤ ∣∣g(λθ)
∣∣ ≤ cosh(θ Im λ) (C.1)

and

|λ|
∫ θ

0

|f (λϕ)|2
|g(λθ)|2 dϕ ≤ max

{
2α0 cosh2(α0)

sin2(α1)
,
α0 + sinh(α0) cosh(α0)

sinh2 α0

}
. (C.2)

Proof. By a straightforward calculation, we have the elementary formula∣∣f (z)
∣∣2 = f (Re z)2 + sinh2(Im z) forf ∈ {sin, cos}. (C.3)

By the symmetry properties of sin and cos and the condition α1 ∈ (0, π
2 ] this gives both

|f (z)|2 ≤ 1 + sinh2(Im z) = cosh2(Im z),
|g(λθ)|2 ≥ g(θ Re λ)2 ≥ sin2(α1) > 0,

which together proves (C.1).
For the proof of (C.2) we consider two cases: We first assume that θ |Im λ| ≤ α0 holds.

In particular |λϕ| ≤ θ |λ| ≤ 2α0 for ϕ ∈ (0, θ) and hence
∣∣f (λϕ)

∣∣2 ≤ cosh2(ϕ Im λ) ≤
cosh2(α0) by (C.1) and the symmetry and monotonicity of cosh. Using (C.1) we get

|λ|
∫ θ

0

|f (λϕ)|2
|g(λθ)|2 dϕ ≤ θ |λ|cosh2(α0)

sin2(α1)
≤ 2α0 cosh2(α0)

sin2(α1)
.
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It remains to consider the case when θ |Im λ| ≥ α0 ≥ θ |Re λ|. Then |λ| ≤ 2 |Im λ| and
by (C.3) we get |g(λθ)|2 ≥ sinh2(θ Im λ). Since h(t) := (t + sinh(t) cosh(t))/ sinh2(t) is
monotonically decreasing for t > 0, we arrive at

|λ|
∫ θ

0

∣∣f (λϕ)
∣∣2∣∣g(λθ)
∣∣2 dϕ ≤ |λ|

sinh2(θ Im λ)

∫ θ

0
cosh2(ϕ Im λ) dϕ = |λ|

2 |Im λ|h(θ |Im λ|) ≤ h(α0).

For the proof of the coercivity estimate, we note the following simple fact:

Lemma C.2. Let ω ∈ [0, π
2 ]. Then for all z, w ∈ C \ {0} with | arg z − arg w| ≤ 2ω there holds

|z + w|
|z| + |w| ≥ cos ω.

Proof. After rotation we may assume that Re z, Re w ≥ 0 with Re z
|z| = Re w

|w| = cos ψ for some
ψ ∈ [0, ω]. Therefore we have

(|z| + |w|) cos ω ≤ (|z| + |w|) cos ψ = Re z + Re w = Re(z + w) ≤ |z + w|.
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