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Abstract

In this thesis, we introduce the quantum groups Uq(sl(2,C)) and Aq(SL(2,C)) as Hopf alge-
bras. We study their representations, including their similarities and differences with the classical
theory. Following [10], we show that the eigenvectors of Koorwinder’s twisted primitive elements
of Uq(su(2)) are dual q-Krawtchouk polynomials. We use this explicit expression to define gener-
alised matrix elements and spherical functions in Aq(SL(2,C)). Then we use the Haar functional
to show that these generalised matrix elements are Askey-Wilson polynomials with two continuous
and two discrete parameters.

Next, we show a new result. Namely, two twisted primitive elements of Uq(sl(2,C)) generate
Zhedanov’s Askey-Wilson algebra AW(3). Consequently, AW(3) is embedded as a subalgebra into
Uq(sl(2,C)). We use this to show that overlap functions of twisted primitive elements in Uq(su(2))
are q-Racah polynomials. With that, we derive a summation formula connecting q-Racah and
dual q-Krawtchouk polynomials.

Keywords. quantum groups, Uq(sl(2,C)), Aq(SL(2,C)), spherical functions, generalised ma-
trix elements, Hopf algebras, twisted primitive elements, representations, Haar functional, Askey-
Wilson algebra, orthogonal polynomials, Askey-Wilson polynomials, q-Racah polynomials, dual
q-Krawtchouk polynomials.
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it. In the final years of my study, I started to realise how lucky I am there is so much knowledge
collected in study books, universities, and math.stackexchange. Learning something from someone
else is so much easier than figuring it out yourself. For example, at high school nowadays they
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Then I would like to thank my friends and family, who have been supporting me, in good and bad
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quantum groups. Also, I want to thank my sister Regine who, after she asked if she could help
make some pictures for my thesis and I replied I had none, helped proving theorem 13.3 instead.
I also want to thank Jan and Dion for being on my thesis committee and taking the time to read
my thesis. Then lastly, a huge thanks to my daily supervisor Wolter, without whom I would have
been studying represenations of quantum groups. I always found our weekly meetings enjoyable
and would like to thank you for answering my numerous questions, listening to my bad jokes,
and giving valuable feedback. I’ve greatly appreciated your patience, flexibility (you always had
time for small questions), and optimism over the past nine months and I look forward to working
together for another six years.
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Introduction

One of the reasons to study quantum groups and their representations is the intimate con-
nection with orthogonal polynomials. Roughly speaking, quantum groups are not groups, but
algebras closely related to Lie groups and Lie algebras. Although we will not be concerned with it
here, I do want to point out that quantum groups are not purely interesting mathematical objects.
They also appear naturally in a wide variety of fields, such as statistical physics, quantum field
theory, and topology. We will study the quantum groups Uq(sl(2,C)) and Aq(SL(2,C)), which are
related to the Lie algebra sl(2,C) and Lie group SL(2,C), and their connection with the so-called
Askey-Wilson polynomials. Connections between orthogonal polynomials and representations of
classical groups and algebras, such as SL(2,C) and sl(2,C), have been known for a long time
and studied extensively. For example, matrix elements of SL(2,C) can be expressed in terms of
Jacobi polynomials. In 1985, Askey and Wilson defined q-analogues that generalise these Jacobi
polynomials. These Askey-Wilson polynomials, also called q-Racah when taken discrete, are the
most general explicit orthogonal polynomials in one variable that are currently known.

In this thesis, which consists of three parts, we will show two different connections between
quantum groups and Askey-Wilson polynomials. Part I and II will primarily consist of known
theory in the literature, part III will show a new result. In part I, we will develop a framework
from which we will build the relation between quantum groups and orthogonal polynomials. This
framework will lay the groundwork for part II and III, which both show a different connection
between the quantum group Uq(sl(2,C)) and Askey-Wilson polynomials. These last two parts can
be read independently from each other. In part II, we will closely follow the lecture notes [10]
from Koelink. In the third part, we will show a new result: an embedding of the algebra AW(3),
which is closely related to Askey-Wilson polynomials, into Uq(sl(2,C)). Let us briefly discuss the
content of these three parts in some more detail.

In part I, we will introduce Uq(sl(2,C)), which is described in the language of Hopf algebras. A
reader who encounters these definitions for the first time might wonder what the exact intuition
behind this is. I urge these readers not to worry too much about this in the beginning and just try
to play around with these definitions as being a mathematical puzzle. To encourage this, we will
accompany these definitions with five examples of (Hopf) algebras, to let these definitions come
more alive. From these examples, the quantum group Uq(sl(2,C)) and the algebra generated by
its linear dual, Aq(SL(2,C)), will be the quantum versions of the classical universal enveloping
algebra of sl(2,C) and the algebra of polynomials on SL(2,C) respectively. Then, we will briefly
recall some representation theory and sketch the analogy between the classical and the quantum
theory. Thereafter, we dive into the representation theory of the quantum group Uq(sl(2,C)) and
its real form Uq(su(2)). Using Koornwinder’s twisted primitive elements of the quantum group
Uq(sl(2,C)), we will make a connection with orthogonal polynomials. This is done by explicitly
calculating the eigenvectors of self-adjoint twisted primitive elements. These eigenvectors can be
expressed in terms of dual q-Krawtchouk polynomials, which are a special case of Askey-Wilson
polynomials.

In the second part, we will develop a duality between the quantum groups Uq(sl(2,C)) and
Aq(SL(2,C)). Using this, we can define spherical elements, a non-classical equivalent of spherical
functions, and generalised matrix elements. Via the Haar functional on Aq(SU(2)), we will show
that these generalised matrix elements are Askey-Wilson polynomials with two continuous and
two discrete parameters. This generalises the classical theory, where we only get two discrete
parameters for the Jacobi polynomials.

Then, in the third part we will show our new result. Namely, the algebra generated by two
twisted primitive elements is essentially Zhedanov’s Askey-Wilson algebra ’AW(3)’. As the name
suggests, this algebra is connected with Askey-Wilson polynomials, or in our case, their dis-
crete version called q-Racah polynomials. As a consequence, we can show another link between
Uq(sl(2,C)) and Askey-Wilson polynomials.

Notation. In this thesis, Z+ will denote the set of nonnegative integers. δij will be the Kronecker
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delta function, defined by

δij =

{
1 if i = j

0 if i 6= j.

Furthermore, πl and dπl will be used for the classical (2l + 1)-dimensional representations of
SL(2,C) and its Lie algebra sl(2,C) respectively. The (2l + 1)-dimensional representation in
the quantum setting will be denoted by tl. Lastly, I want to clarify the difference between the
algebras sl(2,C) ↔ su(2), Uq(sl(2,C)) ↔ Uq(su(2)) and Aq(SL(2,C)) ↔ Aq(SU(2)), as they look
quite similar and may be confusing for the reader who does not encounter those terms often. The
algebras with su(2)/SU(2) are called a real form of the ones with sl(2,C)/SL(2,C) and are ’just’
the same algebra together with a ∗-structure. Without going into too much detail about what a
∗-structure is, one can think of this as defining what the adjoint operator has to be.
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Part I. Introduction to Representations of Quantum
Algebras
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1. Algebras

In this section we will give five important examples of algebras which will later turn into Hopf
algebras. Why we take these five examples will become clear later on. For now, just take these
examples in as building blocks for understanding (Hopf) algebras. First, we will give a definition
of an algebra. We will always work with unital2 associative algebras over C, .

Definition 1.1. An associative algebra with unit, or just algebra, is a linear space A together with
a bilinear mapping m : A×A→ A, called multiplication, that is associative and has unit 1A ∈ A,
i.e.

m(m(a, b), c) = m(a,m(b, c)), m(1A, a) = m(a, 1A) = a for all a, b, c ∈ A.
Define η : C→ A by

η(λ) = λ1A for all λ ∈ C.
Then a scalar λ ∈ C can be considered as an element of A by identifying λ with η(λ).

Remark 1.2. We will often omit the ′m′ and just write ab := m(a, b).

Let us look at a few important examples.

Example (1). Let G be a finite group. Then we can look at A = C(G), all functions f : G → C.
Then A is an algebra with multiplication and unit given by

(fg)(h) = f(h)g(h), 1A(h) = 1, f, g ∈ C(G) and h ∈ G.

In this thesis, we will often look at associative algebras with generators X1, ..., Xn, subject to
relations of the form

p(X1, ...Xn) = 0.

Here, p(X1, ..., Xn) are elements of the algebra, which are polynomials in X1, ..., Xn. Examples of
elements are

2X2
1XnX1 + 3 · 1A, and 19iX4

2X1 + 4Xn,

where 1A is the unit of the algebra. We often omit writing out the unit, i.e. 3 := 3 · 1A. Another
way of looking at this is the following. Elements of the algebra are finite linear combinations of
words, where the words are formed with ’letters’ X1, . . . , Xn. That is, words are finite products
of X1, . . . , Xn. For example, X2

1Xn and X3
2X1X

3
nX2 are words. Multiplication is concatenation

of words, e.g. we have the product

m(X2
1Xn, X

3
2X1X

3
nX2) = X2

1XnX
3
2X1X

3
nX2.

The reader who is wondering if this is well defined makes a good point. Proving that requires some
abstract algebra. Since we will mainly be concerned with doing computations in such algebras, we
do not have to worry about the algebraic definition behind it3, and we will focus on the practical
side.

Example (2). For our second example, we will look at U(sl(2,C)), the universal enveloping algebra
of the Lie algebra4 sl(2,C). Recall that sl(2,C) is the Lie algebra of 2× 2 matrices with trace 0.
It has a basis {H,E, F} given by

H =

(
1 0
0 −1

)
, E =

(
0 1
0 0

)
, F =

(
0 0
1 0

)
,

and multiplication, called the Lie bracket,

[X,Y ] = XY − Y X.

2I.e. every algebra A has a unit, denoted by 1A
3Officially, one has to take the quotient F/I, where F is the free algebra generated by X1, ..., Xn and I is the

two-sided ideal generated by the relations. For example, if we have relations w1 = 0, . . . , wk = 0, then we take

I = span{awjb : a, b ∈ F, j = 1, . . . k}. For more details, see for example [8].
4This can be done for arbitrary Lie algebras g. Also U(g) can be made into a Hopf algebra in the same way as

U(sl(2,C)). We will only look at U(sl(2,C)) because it is the analog of the quantum group Uq(sl(2,C)) which will

play a crucial role in these notes.
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This Lie bracket leads to relations

[H,E] = 2E, [H,F ] = −2F, [E,F ] = H. (1.1)

Now, U(sl(2,C)) is the algebra generated by the basic elements H,E and F of sl(2,C) subject to
the relations (1.1) of the Lie bracket [·, ·], which are the only relations. For example, EF 6∈ sl(2,C)
since the matrix product of E and F does not have trace 0. Also, E2 = 0 in sl(2,C). However,
EF,E2 ∈ U(sl(2,C)) as two abstract elements, both unequal to 0.

Example (3). Let SL(2,C) be the group of 2×2 matrices with determinant 1. The group SL(2,C) is
not an algebra since adding two matrices will not be in SL(2,C) in general. However, Pol(SL(2,C)),
the complex valued polynomials with the 4 matrix entries a, b, c and d subject to ad − bc = 1 as
variables, is an algebra. It is similar to example 1, only SL(2,C) is not a finite group and we will
only look at polynomials. The product and unit are defined in the same way as example 1. For
instance,

p1

(
a b
c d

)
= 2a2 + ic3d+ 25, and p2

(
a b
c d

)
= 2c, (1.2)

are elements in Pol(SL(2,C)). Four important elements of Pol(SL(2,C)) are,

α

(
a b
c d

)
= a, β

(
a b
c d

)
= b

γ

(
a b
c d

)
= c, δ

(
a b
c d

)
= d.

These are building block for any p ∈ Pol(SL(2,C)). For example, let g =

(
a b
c d

)
∈ SL(2,C),

then p1 and p2 given in (1.2) can also be written as

p1(g) = 2α(g)2 + iγ(g)3δ(g) + 25, and p2(g) = 2γ(g).

Example (4). Let us now look at a crucial example, the quantised universal enveloping algebra
for sl(2,C). Let Uq(sl(2,C)) be the complex unital associative algebra generated by K,E, F,K−1

subject to the relations

KK−1 = 1 = K−1K, KE = qEK, KF = q−1FK, EF − FE =
K2 −K−2

q − q−1
, (1.3)

where q ∈ C\{−1, 0, 1}5. To understand the name Uq(sl(2,C)) for this algebra, letK = exp
(
q−1

2 H
)

and therefore K−1 = exp
(

1−q
2 H

)
. If we now let q ↑ 1, we get (formally, if H is bounded in some

sense) from the second relation of (1.3) using the power series for the exponential function, that( ∞∑
n=0

( q−1
2 )nHn

n!

)
E = qE

( ∞∑
n=0

(
q−1

2

)n
Hn

n!

)
=⇒ 2E + (q − 1)HE = 2qE + q(q − 1)EH +O

(
(1− q)2

)
=⇒ 2E = HE − EH (= [H,E]),

where we divided by q − 1 and then let q ↑ 1 in the last step. Similarly we can obtain

[H,F ] = −2F, and [E,F ] = H,

the exact same relations (1.1) as in (the universal enveloping of) sl(2,C).

Example (5). This fifth example will be the quantum SL(2,C) group. Let Aq(SL(2,C)) be the
complex unital associative algebra generated by α, β, γ and δ subject to the relations

αβ = qβα, αγ = qγα, βδ = qδβ, , γδ = qδγ,

βγ = γβ, αδ − qβγ = 1 = δα− q−1βγ,

5Later on, we will also demand that q is not a root of unity. This is to make sure we have irreducible represen-
tations for each dimension. On the algebra level, this does not matter.
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where q ∈ C\{0}. Observe that elements of Aq(SL(2,C)) are polynomials in α, β, γ and δ subject

to the relations above. Taking q = 1 gives the link between

(
α β
γ δ

)
and

(
a b
c d

)
∈ SL(2,C),

by identifying (a, b, c, d) with (α, β, γ, δ). Of course, the difference here is that a, b, c, d ∈ C and
α, β, γ, δ are (at this point) abstract elements of an algebra. Let p be a polynomial in 4 variables,

then we can interpret p

(
α β
γ δ

)
as an element in Aq(SL(2,C)), but, if q = 1, also as an element

of Pol(SL(2,C)), which justifies the name.

Before we end this section, we will discuss one more topic that will be important in sections 12
and 13. An element z in an algebra A is said to be a central element, if it commutes with every
element of the algebra, i.e.

az = za for all a ∈ A.
The unit 1A of an algebra is an obvious example of a central element. For some algebras, such as
Uq(sl(2,C)) we have a special central element called a Casimir element. For Uq(sl(2,C)), we have
a Casimir element Ω given by

Ω =
q−1K2 + qK−2

(q − q−1)2
+ EF =

qK2 + q−1K−2

(q − q−1)2
+ FE. (1.4)

One can verify that Ω commutes with all generators of Uq(sl(2,C)). Consequently, Ω is a central
element of Uq(sl(2,C)).
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2. Hopf algebras

In this section we will add some more structure to an algebra so that it becomes a Hopf algebra.
We will take two steps along the way: a coalgebra and bialgebra. Again, do not worry to much
about these definitions (yet). I will include the same examples as before to make these algebras
come more alive.

So without further ado, let us construct Hopf algebras. Note that if A and B are algebras,
A⊗B is an algebra as well with unit 1A ⊗ 1B and multiplication given by

(a1 ⊗ b1)(a2 ⊗ b2) = (a1a2 ⊗ b1b2).

Or in more algebraic terms,

mA⊗B = mA ⊗mB ◦ (id⊗ σ ⊗ id),

where σ is the flip mapping σ(a⊗ b) = b⊗ a. In particular, A⊗A is an algebra.

Definition 2.1. A coalgebra is a linear space A together with a linear mapping ∆ : A→ A⊗ A,
called the comultiplication, and non-zero linear mapping ε : A → C, called the counit, such that
for all a ∈ A,

(id⊗∆) ◦∆(a) = (∆⊗ id) ◦∆(a), (2.1)

(id⊗ ε) ◦∆(a) = a = (ε⊗ id) ◦∆(a). (2.2)

Remark 2.2. The requirement for A is a linear space, not an algebra. Then one might wonder
why it is still called a coalgebra. That is because an algebra is a triplet (A,m, η), where A is a
linear space, m is the multiplication and η is the map called unit. A coalgebra is also a triplet
(A,∆, ε) but then the two maps ∆, the comultiplication, and ε called counit going into the opposite
direction.

If an algebra is a coalgebra at the same time, we get the following.

Definition 2.3. A bialgebra is an algebra A, such that A is also a coalgebra and the comultipli-
cation ∆ and counit ε are algebra homomorphisms from A to A⊗A. That is

∆(ab) = ∆(a)∆(b) and ε(ab) = ε(a)ε(b) for all a, b ∈ A.

Remark 2.4. Since ε is non-zero, there exists an a ∈ A such that ε(a) = λ 6= 0. Therefore,

λ = ε(a) = ε(1Aa) = ε(1A)λ,

and ε(1A) = 1.

Now one more ingredient is necessary to get a Hopf algebra, a map S called the antipode.

Definition 2.5. A Hopf algebra is a bialgebra A together with a linear mapping S : A→ A, called
the antipode, such that for all a ∈ A we have

m ◦ (S ⊗ id) ◦∆(a) = η ◦ ε(a) = m ◦ (id⊗ S) ◦∆(a). (2.3)

Remark 2.6. Writing out the comultiplication we get something of the form

∆(a) =
∑
i

ai ⊗ a′i.

To ease notation, we will use the very convenient6 and often used Sweedler’s sigma notation,

∆(a) =
∑
(a)

a(1) ⊗ a(2), (2.4)

(id⊗∆)∆(a) =
∑
(a)

a(1) ⊗ a(2) ⊗ a(3), (2.5)

where the latter part is well defined by (2.1).

6For example, relation (2.3) can now be written as m ◦ (id⊗ S)∆(a) =
∑

(a) a(1)S(a(2))
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We also need the notion of a Hopf algebra (iso)morphism. This is what you expect it to be: a
mapping that preserves the structure of both Hopf algebras.

Definition 2.7. A linear map φ : A→ B between Hopf algebras A and B is called a Hopf algebra
morphism if it is an algebra homomorphism and

(φ⊗ φ) ◦∆A = ∆B ◦ φ(a), φ ◦ SA = Sb ◦ φ(a), εA = εB ◦ φ.

The map φ is called a Hopf algebra isomorphism if there also exists a Hopf algebra morphism
φ−1 : B → A such that

φ−1 ◦ φ = idA and φ ◦ φ−1 = idB .

There are many useful relations between S, ε and ∆ that can be deduced from their definitions,
see e.g. [8, 10]. However, we will not do that here since it is not necessary for our purposes. We
will only show the following proposition, which will also assist the reader in getting some insight
in how to deal algebraically with Hopf algebras. If a bi-algebra can be made into a Hopf algebra,
there is only one way to do this. That is, when an antipode S exists, it is unique. Furthermore,
it is antimultiplicative and ε ◦ S = ε.

Proposition 2.8. Let A be a bialgebra and S an antipode making A into a Hopf Algebra. Then

(i) S is unique.
(ii) ε ◦ S = ε.

(iii) S is an anti-multiplicative, i.e. S(ab) = S(b)S(a) for a, b ∈ A.

Proof. Let us first prove (i). Define B to be the algebra of linear maps from A to itself, in
particular, S ∈ B. However, we will not use the usual7 product of End(A). Let F,G,H ∈ B,
define the product by

(F ∗G)(a) = m ◦ (F ⊗G) ◦∆(a) =
∑
(a)

F (a(1))G(a(2)).

This product is associative since

(F ∗ (G ∗H))(a) =
∑
(a)

F (a(1))G(a(2))H(a(3)) = ((F ∗G) ∗H)(a).

The unit 1B of this algebra B is η ◦ ε. Indeed, by (2.2) we have

(F ∗ (η ◦ ε))(a) = m ◦ (F ⊗ id)(id⊗ (η ◦ ε))∆(a) = m ◦ (F (a)⊗ 1) = F (a),

and similarly ((η ◦ ε) ∗ F )(a) = F (a). Now, by (2.3) and the definition of the product ∗, we have
that S is a two-sided inverse of idA, the identity map on A. That is,

(idA ∗ S) = (S ∗ idA) = (η ◦ ε) = 1B .

Since the inverse is unique in an associative algebra8 and B was defined independent of the
antipode, our S is unique as well.
For (ii), we will use (2.2) to obtain

a = (ε⊗ id)∆(a). (2.6)

Applying id⊗ S first and then ε gives us,

ε(S(a)) = (ε⊗ ε)(id⊗ S)∆(a).

Since ε is an algebra homomorphism, ε⊗ ε = ε ◦m. Together with (2.3) we get

ε(S(a)) = ε ◦m(id⊗ S)∆(a) = ε ◦ η ◦ ε(a) = ε(a),

7Normally the product of F,G ∈ End(A) is just the composition of F and G. That is, (FG)(a) = (F ◦G)(a) =

F (G(a)) for a ∈ A.
8If S and S′ are both an inverse of T , then S = S(TS′) = (ST )S′ = S′.
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since (by remark 2.4) ε ◦ η is the identity map9 on C.
Lastly we need to prove (iii). Applying S on both sides of (2.6) and using (ii) gives

S(a) =
∑
(a)

S(a(1))ε(a(2)). (2.7)

Therefore, using the commutativity of C and that ε is an algebra homomorphism, we obtain

S(b)S(a) =
∑

(a),(b)

S(b(1))S(a(1))ε(a(2)b(2))

From (2.3) and using that ∆ is a homomorphism, we have for c, d ∈ A,

ε(cd) =
∑

(c),(d)

c(1)d(1)S(c(2)d(2)). (2.8)

This gives together with (2.5),

S(b)S(a) =
∑

(a),(b)

S(b(1))S(a(1))a(2)b(2)S(a(3)b(3)).

Using (2.8) again and then (2.7), we have

S(b)S(a) = ε(a(1))ε(b(1))S(a(2)b(2)) = S(ab). �

Let us look at the five examples. It is a good exercise to calculate for yourself that the comul-
tiplication, counit and antipode given are indeed algebra morpisms and satisfy (2.1), (2.2) and
(2.3).

Example (1). The algebra C(G) is a Hopf algebra by defining

∆(f)(g, h) = f(gh), f ∈ C(G), g, h ∈ G,
ε(f) = f(e), f ∈ C(G) and e is the unit of G,

S(f)(g) = f(g−1), f ∈ C(G), g ∈ G.

Example (2). U(sl(2,C)) can be made into a Hopf algebra by setting for X ∈ sl(2,C),

∆(X) = X ⊗ 1U + 1U ⊗X, ∆(1U ) = 1U ⊗ 1U ,

ε(X) = 0, ε(1U ) = 1, S(X) = −X, S(1U ) = 1U ,

where 1U is the unit in U(sl(2,C)) and 1 ∈ C. Then extend ∆ and ε as algebra homomorphisms
and S as an antihomomorphism, i.e.

∆(XY ) = ∆(X)∆(Y ), ε(XY ) = ε(X)ε(Y ), S(XY ) = S(Y )S(X).

Example (3). The comultiplication and counit of Pol(SL(2,C)) are the same as in example 1. In
particular we have

∆(p)

[(
a1 b1
c1 c1

)
,

(
a2 b2
c2 d2

)]
= p

(
a1a2 + b1c2 a1b2 + b1d2

c1a2 + d1c2 c1b2 + d1d2

)
,

ε(p)

(
α β
γ δ

)
= p

(
1 0
0 1

)
, S(p)

(
a b
c d

)
= p

(
d −b
−c a

)
.

Notice the link here between comultiplication and matrix multiplication and between the antipode
and taking the inverse, i.e. S2 = id.

Example (4). Uq(sl(2,C)) becomes a Hopf algebra by taking

∆(K) = K ⊗K, ∆(E) = K ⊗ E + E ⊗K−1,

∆(F ) = K ⊗ F + F ⊗K−1, ∆(K−1) = K−1 ⊗K−1,

ε(K) = ε(K−1) = 1, ε(E) = ε(F ) = 0.

S(K) = K−1, S(K−1) = K, S(E) = −q−1E, S(F ) = −qF.

(2.9)

9Since η(λ) = λ1A and ε(1A) = 1, ε ◦ η(λ) = λ for λ ∈ C.



16

Notice here that since q 6= 1 we have S2 6= id. It is a good exercise to check that these maps are
well-defined in combination with the commutation relations (1.3) and that these maps satisfy the
requirements of a Hopf algebra.

Example (5). The quantum group Aq(SL(2,C)) is a Hopf algebra by defining

∆(α) = α⊗ α+ β ⊗ γ, ∆(β) = α⊗ β + β ⊗ δ,
∆(γ) = γ ⊗ α+ δ ⊗ γ, ∆(δ) = γ ⊗ β + δ ⊗ δ,

ε

(
α β
γ δ

)
=

(
1 0
0 1

)
, S

(
α β
γ δ

)
=

(
δ −q−1β
−qγ α

)
.

Notice the similarity with example 3 for the three maps, where α, β, γ and δ have to be interpreted
as the variables of a polynomial. The comultiplication can here in a way be seen as matrix
multiplication with itself.

Lastly in this section, we will discuss the topic of Hopf ∗-algebras.

Definition 2.9. An algebra A together with a map ∗ : A → A (notation a∗ := ∗(a), a ∈ A) is
called a ∗-algebra if ∗ is an antilinear antimultiplicative involution. That is, for all a, b ∈ A and
λ, µ ∈ C we have

(λa+ µb)∗ = λa∗ + µb∗, (ab)∗ = b∗a∗, (a∗)∗ = a.

Definition 2.10. A Hopf ∗-algebra is a Hopf algebra A, such that A is a ∗-algebra and ∆ and ε
are ∗-homomorphisms. That is, ∆ and ε are algebra homomorphisms and

∆(a∗) = ∆(a)∗, ε(a∗) = ε(a)∗ = ε(a).

A Hopf ∗-algebra morphism φ : A→ B of two Hopf ∗-algebras A and B is a Hopf algebra morphism
such that φ(a∗) = (φ(a))∗.

There is no requirement for a relation between S and ∗. However, this follows naturally. For a
proof, see e.g. [10, Proposition 1.2.5].

Proposition 2.11. Let A be a Hopf ∗-algebra, then (S ◦ ∗)2 = idA, in particular S−1 = ∗ ◦ S ◦ ∗.
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3. Representation theory

In this section we will go over some basic representation theory and motivate the setting we
will choose for the quantum case. We will cover some classical theory about SL(2,C) as well.
It is important to realise that the knowledge about representations of quantum groups10 is build
upon the research already done in representation theory. In many cases, the classical theory can
be extended to quantum groups in a straightforward way. However, often it will be a non-trivial
extension11, e.g. subgroups and ∗-structures are different in the quantum setting.

3.1. Representations: general theory. It is of great interest to look at representations of
groups and algebras. If V is a vector space, then we will use GL(V ) for the invertible linear
operators on V and End(V ) for all linear operators on V .

Definition 3.1. Let V be a vector space.

(i) Let G be a group. A map π : G→ GL(V ) is a representation of G on V if

π(gh) = π(g)π(h), for all g, h ∈ G.
(ii) Let A be an algebra. A linear map π : A→ End(V ) is a representation of A on V if

π(ab) = π(a)π(b), for all a, b ∈ A,
π(1A) = idV ,

where 1A is the unit of A and idV the identity map on V .

Remark 3.2. Unless explicitly mentioned otherwise, we will work with finite-dimensional linear
spaces. Much of the theory goes on in the infinite-dimensional case. However, this requires much
more technicalities from a functional analysis point of view, such as boundedness and domains.
In this thesis we will primarily be concerned with the algebra behind it all.

Remark 3.3. Note that (i) and (ii) mean that π is a group and algebra homomorphism respectively,
i.e. π preserves the structure of its domain and codomain. Also, it automatically12 follows that
π(eG) gets mapped to idV .

Two representations (π(1), V1) and (π(2), V2) of a group G where dim(V1) = dim(V2), can be
equal after a change of basis from V1 and V2. We want to consider those as ’the same’. Therefore,
(π(1), V1) and (π(2), V2) are called equivalent if there exists a bijective mapping B : V1 → V2 such
that

Bπ(1)(g) = π(2)(g)B for all g ∈ G.
Similarly, two representations (π(1), V1) and (π(2), V2) of an algebra A are equivalent if Bπ(1)(a) =
π(2)(a)B for all a ∈ A. If W ⊆ V and π(a)W ⊆ W for all a ∈ A, we call W invariant13 under
π. Note that W = 0 and W = V are always invariant subspaces. If those are the only invariant
subspaces, we call π irreducible. Irreducible representation can be seen as the ’building blocks’ of
representations and are therefore studied the most. If the representation is on a Hilbert space H
instead of an ordinary linear space, we can define unitary representations. A representation π is
unitary if

〈π(g)h1, h2〉H =
〈
h1, π(g−1)h2

〉
H

for all h1, h2 ∈ H. That is, taking the inverse of an element g in the group corresponds to taking
the adjoint of the operator representing g. Unitary representations are completely reducible. This
follows from the fact that if W ⊂ V is an invariant subspace, its orthogonal complement W⊥ is
also an invariant subspace, since〈

π(g)w⊥, w
〉

=
〈
w⊥, π(g−1)w

〉
= 0, w⊥ ∈W⊥, w ∈W.

The result then follows by induction on the dimension of V .

10Something worth mentioning is that there is no strict definition of a ’quantum group’. There are just several

examples of them. E.g. Uq(sl(2,C)) and Aq(SL(2,C)) are often called quantum groups (although they are algebras

and not even groups).
11Otherwise it would make no sense to study them
12π(g) = π(eGg) = π(eG)π(g) implies idV = π(eG) by multiplying with π(g)−1 on the right side.
13This works similarly for group representations.
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3.2. Representation of SL(2,C). We will briefly discuss some classical well known (e.g.[12])
representation theory of SL(2,C). Fix l ∈ 1

2Z+ and let πl be the 2l+1-dimensional representation
of SL(2,C) on the vector space Hl of complex homogeneous polynomials in two variables of degree
2l defined by

(πl
(
a b
c d

)
f)(x, y) := f(ax+ cy, bx+ dy), f ∈ Hl. (3.1)

Take the standard basis (ψln)ln=−l given by

ψln :=

[
2l

l − n

] 1
2

xl−nyl+n, (3.2)

then we define the matrix elements

πlmn

(
a b
c d

)
=

〈
πl
(
a b
c d

)
ψln, ψ

l
m

〉
Hl

.

Now, matrix elements can be seen as function πlmn : SL(2,C)→ C. Moreover, they are polynomi-

als with variables a, b, c and d such that

(
a b
c d

)
∈ SL(2,C). In fact, they are multiples of Jacobi

polynomials (see e.g. [5]). Furthermore, πl restricted the subgroup of unitary matrices, called
SU(2), is a unitary representation.

3.3. Approach in the quantum setting. We want to find the quantum analogue of SL(2,C),
and corresponding q-hypergeometric orthogonal polynomials, as well. A first approach is to look

at ”representations” of

(
α β
γ δ

)
where α, β, γ, δ ∈ Aq(SL(2,C)). However, the questions arises

how to do this. For example, do these elements have an algebra or group structure? What is the
multiplication? Interpreting it like this can be done, as shown in [17], by defining compact matrix
pseudogroups. Koornwinder [12] then showed that the matrix elements of this representation can
be expressed as orthogonal polynomials, namely as little q-Jacobi polynomials or as q-Krawtchouk
polynomials. However, there was hope that quantum groups also provided a setting for Askey-
Wilson polynomials. The method above did not yield results in that direction unfortunately.
Another way of looking at quantum groups was needed.

This other way is to focus on sl(2,C), since we established a quantum version Uq(sl(2,C)) of
the universal enveloping algebra U(sl(2,C)) of this Lie algebra. The Lie group SL(2,C) and Lie
algebra sl(2,C) have an intimate connection. Let X ∈ sl(2,C) and t ∈ R, since

det(exp(tX)) = exp(tr (tX)) = exp(0) = 1,

the one-parameter subgroup K = {exp(tX), t ∈ R} is a subalgebra of SL(2,C). This works the
other way around too. Every Y ∈ SL(2,C) can be written14 as Y = exp(tX) for t ∈ R. Here, X
is a linear combination of the basis elements E,F and H of sl(2,C). In this way, we can relate to
the (2l + 1)-dimensional Lie group representation πl a Lie algebra representation dπl by defining

dπl(X) =
d

dt

∣∣∣
t=0

πl(exp(tX)), X ∈ sl(2,C),

This is well defined, see e.g. [6]. For the matrix elements of this Lie algebra representation, we
have the identity

dπlnm(X) =
d

dt

∣∣∣
t=0

πlnm(exp(tX)).

Since the matrix elements πlmn ∈ Pol(SL(2,C)), we can study p ∈ Pol(SL(2,C)), by looking at it
as a functional on X ∈ U(sl(2,C)),

〈X, p〉 =
d

dt

∣∣∣
t=0

p(exp(tX)), X ∈ sl(2,C), p ∈ Pol(SL(2,C)). (3.3)

14Or as a limit, i.e. lim
t→∞

exp(tX).
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Therefore, it makes sense to look at representations of sl(2,C) to find polynomials on the group
SL(2,C). Thus, if we can establish such a duality relation in the quantum setting, we might find
the quantum equivalents of πlnm. Of course, one has to be careful here. In what sense are these
elements still polynomials in the quantum setting? Normally they are polynomials in a, b, c and d

which come from an element

(
a b
c d

)
∈ SL(2,C). However, we do not have the quantum version

of SL(2,C) yet. The trick here is to look at the standard representation in two dimensions, i.e.

π
1
2

(
a b
c d

)
=

(
a b
c d

)
.

Recall that we defined the elements α, β, γ, δ ∈ Pol(SL(2,C)) as

α

(
a b
c d

)
= a, β

(
a b
c d

)
= b

γ

(
a b
c d

)
= c, δ

(
a b
c d

)
= d.

Since det(g) = 1 for g =

(
a b
c d

)
∈ SL(2,C), we have

αγ − βγ = 1.

We can write α, β, γ and δ in terms of matrix elements of the Lie algebra representation using the
linear functionals (3.3), i.e.

〈X,α〉 = dπ
1
2

− 1
2 ,−

1
2

(X), 〈X,β〉 = dπ
1
2

− 1
2 ,

1
2

(X),

〈X, γ〉 = dπ
1
2
1
2 ,−

1
2

(X), 〈X, δ〉 = dπ
1
2
1
2 ,

1
2

(X).

Note that using this ’duality bracket’ 〈·, ·〉, we do not need SL(2,C) or derivatives explicitly to
analyse Pol(SL(2,C)). This idea will be used in the quantum setting, where we have access to
the analogue of U(sl(2,C)), but not of SL(2,C). The identities above will be used to define linear
functionals α, β, γ, δ on X ∈ Uq(sl(2,C)). It turns out that the algebra generated by α, β, γ, δ is
exactly Aq(SU(2)) from example 5, this will be Theorem 7.7. To achieve all this, it is crucial we
establish a duality relation between Uq(sl(2,C)) and Aq(SL(2,C)). That is where the dualilty of
Hopf algebras comes in, which will be the subject of section 7.
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4. Representations of Uq(sl(2,C))

In this section we will, as the title suggests, look at representations of Uq(sl(2,C)). First, we will
discuss some important elements of Uq(sl(2,C)): the group-like and twisted primitive elements.
Secondly, we will show there are four possible inequivalent irreducible representations for each
dimension ’2l + 1’, l ∈ 1

2Z+. Then we look at the three possible ∗-structures, also called real
forms, on Uq(sl(2,C)). We will focus on Uq(su(2)), the one with finite-dimensional irreducible
∗-representations. Putting a ∗-structure on Uq(sl(2,C)) is important since it gives us a notion of
a Hilbert space and therefore orthogonality. This will relate to the orthogonality relation of the
orthogonal polynomials.

4.1. Group-like and twisted primitive elements. The definition of group-like and twisted
primitive elements might seem a bit arbitrary at first sight. In this section we will use the struc-
ture of these elements for finding representations. However, twisted primitive elements are far
more important than only that, as will become clear in later sections. In order not to leave the
reader completely in the dark at this point, I will briefly sketch their application. They will be im-
portant in both part II en III of this thesis. First of all, the twisted primitive elements are the key
into the relation between the so called spherical elements of Aq(SL(2,C)) and the Askey-Wilson
polynomials. Furthermore, the subalgebra generated by two specific twisted primitive elements
will be isomorphic to the Askey-Wilson algebra. This algebra has, non surprisingly, a connection
with Askey-Wilson polynomials as well.

Let us now turn to the definition of twisted primitive and group-like elements. Recall that in
the classical case U(sl(2,C)), we have

∆(1) = 1⊗ 1, ∆(X) = 1⊗X +X ⊗ 1, X ∈ sl(2,C).

To this end, we define special elements of Uq(sl(2,C)) that have a somewhat similar structure.

Definition 4.1. X ∈ Uq(sl(2,C)) (X 6= 0) is called group-like if

∆(X) = X ⊗X.
An element Y ∈ Uq(sl(2,C)) is called a twisted primitive element with respect to a group-like
element X if

∆(Y ) = X ⊗ Y + Y ⊗ S(X).

Remark 4.2. Observe that this captures the structure of U(sl(2,C)). The group-like elements
correspond to 1 ∈ U(sl(2,C)), the twisted primitive elements to X ∈ sl(2,C).

Remark 4.3. Using the structure of the Hopf algebra, we can find

ε(X) = 1 if X is group-like, (4.1)

ε(Y ) = 0 if Y is twisted primitive. (4.2)

Indeed, if X is group-like, (2.2) implies

X = (ε⊗ id)∆(X) = ε(X)X =⇒ ε(X) = 1.

If Y is twisted primitive, (2.2) gives

Y = (id⊗ ε)∆(Y ) = Xε(Y ) + Y ε(S(X)) = Xε(Y ) + Y,

since X is group-like and ε(S(X)) = ε(X) by proposition 2.8(ii). Therefore, above equation implies
ε(Y ) = 0.

Some quick observations here are that Km, m ∈ Z are group-like elements and that E,F are
twisted primitive elements with respect to the group-like element K, since

∆(Km) = ∆(K)m = Km ⊗Km,

∆(E) = K ⊗ E + E ⊗K−1 = K ⊗ E + E ⊗ S(K),

and similarly for ∆(F ). This is different from the classical setting U(sl(2,C)), where 1 is the only
group-like element and all generators X ∈ sl(2,C) are twisted primitive elements. The group-like
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and twisted primitive elements of Uq(sl(2,C)) have been classified completely. However, we first
need an important lemma. For the universal enveloping algebra U(sl(2,C)) the Poincaré-Birkhoff-
Witt (PBW) theorem15 gives a linear basis of the form HkFmEn, k ∈ Z and m,n ∈ Z+. This can
be generalised to Uq(sl(2,C)).

Lemma 4.4. The elements KkFmEn, where k ∈ Z and m,n ∈ Z+, form a linear basis for
Uq(sl(2,C)).

Remark 4.5. That KkFmEn span Uq(sl(2,C)) is the easy part. The tough part is to show this
elements are linearly independent. This is quite some work and the algebraic theory required goes
beyond the goal of this thesis. Interesting is that the proof is not a trivial extension of the classical
case.

With this lemma, we can find the group-like and twisted primitive elements.

Proposition 4.6. In Uq(sl(2,C)),

(i) Km, m ∈ Z are the group-like elements;
(ii) span{E,F,K −K−1} is the linear space of twisted primitive elements with respect to K;

(iii) span{Km −K−m}, is the linear space of twisted primitive elements with respect to Km,
m ∈ Z\{1}.

Sketch of proof. This proposition can be proven by explicitly calculating ∆(Km),∆(En) and
∆(Fn) with lemma 5.7, where m ∈ Z and n ∈ Z+. Then use this to calculate ∆(X), where
X ∈ Uq(sl(2,C)) is taken arbitrary and written out in the PBW basis of lemma 4.4. That is

∆(X) =
∑
k,m,n

ckmn∆(Kk)∆(Fm)∆(En).

Compare this outcome with the required definition of group-like and primitive elements to find
conditions for k,m and n. �

4.2. Representations of Uq(sl(2,C)). Let us now turn to the representations of Uq(sl(2,C)).
From now on, we will assume that q is not a root of unity, i.e. qm 6= 1 for m ∈ Z. Then we have
the following classification for the finite-dimensional representations of Uq(sl(2,C)).

Theorem 4.7. For each dimension 2l+ 1, l ∈ 1
2Z+, there are four inequivalent irreducible repre-

sentations of Uq(sl(2,C)). There exists a basis {el−l, el−l+1, . . . , e
l
l−1, e

l
l} such that these represen-

tations tlλ are given by

tlλ(K)eln = λq−neln, tlλ(K−1) = λ−1qneln, tlλ(F )en = eln+1,

tlλ(E)eln =
q2l+1λ2(1− q−2n−2l) + q−2l−1λ−2(1− q2n+2l)

(q − q−1)2
eln−1,

(4.3)

where λ ∈ {1,−1, i,−i} and ell+1 = 0 = el−l−1.

Proof. Let t be an irreducible representation of V , where dim(V ) = 2l + 1. Also, let µ be an
eigenvalue of t(K) for the eigenvector v ∈ V . We will show there is a basis {eln}ln=−l for V which
can be ’laddered through’ by t(E) and t(F ). That is,

t(E)eln = cne
l
n−1 and t(F )eln = dne

l
n+1.

From the commutation relation KE = qEK, we obtain

t(K)t(E)v = q t(E)t(K)v = qµ t(E)v.

Therefore, t(E)jv is an eigenvector of t(K) with eigenvalue qjµ. Because q is not a root of unit,
these eigenvalues are all distinct and {t(E)jv}j≥0 are linearly independent. Since the dimension
of V is finite, there is an integer j ≥ 1 such that t(E)jv = 0. Let us take el−l = tl(E)j−1v and

15This theorem actually works for any universal enveloping algebra U(g) of a Lie algebra g.
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el−l+k = t(F )kel−l. The intuition here is that el−l is the lowest basis vector on the ladder and we
can use t(F ) to climb up. We claim that

t(E)el−l = 0, t(K)eln = λq−neln and t(F )2l+1el−l = 0, (4.4)

where λ = q−l+j−1µ is chosen such that t(K)el0 = λel0, as we will see later. The first claim follows
easily from the fact that t(E)jv = 0 and the definition of el−l. Similarly as we did for t(E), we

can use the commutation relation KF = q−1FK to prove the second claim of (4.4),

t(K)eln = t(K)t(F )n+lel−l = q−n−lt(F )n+lt(K)el−l = µq−n−l+j−1eln = λq−neln, (4.5)

where we used that el−l is an eigenvector of t(K) with eigenvalue µqj−1. We can also see from

(4.5) that {eln}n≥−l are linearly independent, since they have different eigenvalues. Since dim(V ) =
2l + 1, there must be a N ≤ 2l such that

e−l+N 6= 0 and e−l+N+1 = 0.

Observe that by the last commutation relation of (1.3) and t(E)el−l = 0,

W = span{t(F )kel−l, k = 0, .., N}
is an non-zero invariant subspace of V . Therefore, W = V by the irreducibility of t. Thus N = 2l,
which proves the third equation of (4.4).

Let us calculate the action of t(E) on eln. Using KE = qEK, we can see that t(E)eln is an
eigenvector of t(K) with eigenvalue q−(n−1,

t(K)t(E)eln = q−(n−1)t(E)eln.

Therefore, t(E)eln must be a multiple of eln−1, i.e.

t(E)eln = cne
l
n−1.

The commutation relation

EF − FE =
K2 −K−2

q − q−1
,

implies

cn+1 − cn =
λ2q−2n − λ−2q2n

q − q−1
and cl =

λ−2q2l − λ2q−2l

q − q−1
.

Since we need c−l = 0, we have

cn =
q2l+1λ2(1− q−2n−2l) + q−2l−1λ−2(1− q2n+2l)

(q − q−1)2
.

Combining this with our condition for cl, we obtain λ4 = 1. The four different solutions for λ
all lead to a different spectrum for t(K). This shows that these representations are inequivalent,
proving the theorem. �

It turns out that we have the isomorphism Uq(sl(2,C)) ∼= Uq−1(sl(2,C)). Therefore, without
loss of generality we can take |q| ≤ 1 from now on. In fact, this is the only non-trivial case when
Uq(sl(2,C)) and Up(sl(2,C)) are isomorphic.

Theorem 4.8. Uq(sl(2,C)) ∼= Up(sl(2,C)) as Hopf algebras if and only if p = q−1 or p = q.

Proof. Let φ : Uq(sl(2,C))→ Up(sl(2,C)) be a Hopf algebra isomorphism, then we need to have

(φ⊗ φ) ◦ (∆q(X)) = ∆p(φ(X)),

where ∆q and ∆p are the comultiplication of Uq(sl(2,C)) and Up(sl(2,C)) respectively. Conse-
quently, if X is a group-like element, we must have φ(X) ⊗ φ(X) = ∆p (φ(X)). If Y is twisted
primitive with respect to X, we get

φ(X)⊗ φ(Y ) + φ(Y )⊗ Sp (φ(X)) = ∆p(φ(Y )),

where Sp is the antipode of Up(sl(2,C)). Thus φ maps

(i) group-like elements to group-like elements,
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(ii) twisted primitive elements with respect to X to twisted primitive elements with respect
to φ(X).

Since Km, m ∈ Z are the only group-like elements, we must have φ(Km) = Kτ(m), where τ is
a bijection of Z. Because φ is an algebra homomorphism, τ must be linear as well. Then, the
only two possibilities are τ(1) = 1 and τ(1) = −1. In the latter case we have φ(K) = φ(K−1).
Since φ maps twisted primitive elements with respect to K to twisted primitive elements with
respect to φ(K) = K−1, proposition 4.6(ii), (iii) shows that φ maps the three-dimensional space
span{E,F,K −K−1} to the one-dimensional space span{K−1 −K}. This contradicts φ being an
isomorphism, thus we must have φ(Km) = Km.
Now, the map L : X → KXK−1 maps the space of twisted primitive elements with respect to K
onto itself. Since φ is an algebra homomorphism, we have

L(φ(X)) = Kφ(X)K−1 = φ(KXK−1) = φ(L(X)).

Suppose X is an eigenvector of L with eigenvalue λ. Then L(φ(X)) = φ(L(X)) = λφ(X). Thus
X and φ(X) have the same eigenvalue. Consequently, L has the same spectrum in Uq(sl(2,C))
as in Up(sl(2,C)). The three-dimensional space of twisted primitive elements in Uq(sl(2,C)) has
three eigenvectors with eigenvalues {q, q−1, 1} given by

KEK−1 = qE, KFK−1 = q−1F, and K(K −K−1)K−1 = K −K−1.

Similarly, in Up(sl(2,C)) the space of twisted primitive elements has eigenvalues {p, p−1, 1}. There-
fore, p = q or p = q−1, proving the ’only if’ part.
For the other direction, we will show that both cases p = q and p = q−1 have algebra isomor-
phisms. If p = q, we have an isomorphism φ defined on the generators by φ(K) = K, φ(E) = λE
and φ(F ) = λ−1F for some non-zero λ ∈ C. If p = q−1, we can take φ(K) = K, φ(E) = λF
and φ(F ) = λ−1E. One can verify easily that these are indeed Hopf algebra isomorphisms, which
proves the statement. �

4.3. ∗-structures on Uq(sl(2,C)). It is of interest to put a ∗-structure on our Hopf algebra
Uq(sl(2,C)), since we can then come into the setting of Hilbert spaces instead of ordinary linear
spaces. The tools of Hilbert spaces, e.g. inner products, self-adjointness and orthogonality, will
be used to connect Hopf algebras and orthogonal polynomials. For that to happen, we want to
carry over the ∗-structure of our Hopf ∗-algebra to the representation.

Definition 4.9. A representation t of a Hopf ∗-algebra A on a Hilbert space H is called a ∗-
representation if t(X∗) is the adjoint operator of t(X) in H for all X ∈ A. That is,

〈t(X)v, w〉H = 〈v, t(X∗)w〉H for all X ∈ A and v,w ∈ H,

where 〈·, ·〉H is the inner product on H.

If we can make Uq(sl(2,C)) into a Hopf ∗-algebra and find a ∗-representation, we can use the ∗-
structure of the algebra to analyse the resulting linear operators coming from the ∗-representation.

There are three inequivalent ∗-structures of Uq(sl(2,C)). Two ∗-structures on a Hopf algebra
are equivalent if there exists a Hopf algebra isomorphism φ of the Hopf algebra onto itself that
intertwines the two ∗-structures. That is, ∗ and † are equivalent ∗ structures if

φ(X∗) = φ(X)†, X ∈ Uq(sl(2,C)).

Theorem 4.10. The possible inequivalent ∗-structures, also called real forms, on Uq(sl(2,C)) are

(i) |q| = 1; K∗ = K, E∗ = −E, F ∗ = −F , named Uq(sl(2,R)),

(ii) −1 < q < 1; K∗ = K, E∗ = F , F ∗ = E, named Uq(su(2)).

(iii) −1 < q < 1; K∗ = K, E∗ = −F , F ∗ = −E, named Uq(su(1, 1)).
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Proof. One can easily verify that ∗ maps 1 ∈ Uq(sl(2,C)) to itself by applying ∗ to 1X = X = X1.
If we apply ∗ to the structure relations (1.3) of Uq(sl(2,C)), we obtain (K−1)∗ = (K∗)−1 and

E∗K∗ = qK∗E∗, F ∗K∗ = q−1K∗F ∗, F ∗E∗ − E∗F ∗ =
(K∗)2 − (K∗)−2

q − q−1 .

Therefore, we can see K∗, E∗, F ∗ as generators of Uq−1(sl(2,C)) and ∗ as an antilinear isomorphism
between Uq(sl(2,C)) and Uq−1(sl(2,C)). Following the proof of theorem 4.8, we see first of all that
via the same argument we have K∗ = K. Moreover, for the map L defined there, we must have
unique eigenvectors (up to a constant). Therefore, (i) E∗ = λE and F ∗ = λ−1F or (ii) E∗ = λF
and F ∗ = λ−1E for some nonzero λ ∈ C. In the first case, we have

λKE = K∗E∗ = q−1E∗K∗ = q−1λEK,

thus q = q−1, which implies |q| = 1. Since (E∗)∗ = E, we need |λ| = 1. These all lead to an
equivalent16 ∗-structure, Uq(sl(2,R)). In case (ii), we can argue via similar reasoning and obtain
q = q, which implies q ∈ R. Again, using (E∗)∗ = E we find λ ∈ R. Which gives two inequivalent
∗-structures: Uq(su(2)) where λ > 0 and Uq(su(1, 1)) where λ < 0. �

Remark 4.11. This is a point where the quantum setting differs from the classical sl(2,C), which
has only two possible inequivalent ∗-structures. Since sl(2,R) ∼= su(1, 1), they have the same
representation theory, something which is not longer true in the quantum case.

The real form Uq(sl(2,R)) is of less interest for our purposes since the condition |q| = 1 does
not correspond with the setting for Askey-Wilson polynomials, where 0 < q < 1. The third
∗-structure, Uq(su(1, 1)), only has infinite-dimensional ∗-representations and will give rise to con-
tinuous orthogonal polynomials (e.g. [6]). In this thesis we will focus on the finite-dimensional
representations of the second real form Uq(su(2)). Since SU(2) is a compact group, Uq(su(2)) is
sometimes called the compact real form of Uq(sl(2,C)). The polynomials we will find depend on
q2, therefore we can only consider the case 0 < q < 1 without much loss of generality.

Let us now obtain a ∗-representation from (4.3). Because K∗ = K, the only way to make this
into a ∗-representation of Uq(su(2)) is to choose λ = ±1. We will focus on the case λ = 1; or said

differently, when the spectrum of K, σ(K), is contained in q
1
2Z.

Theorem 4.12. For l ∈ 1
2Z+, the unique (2l + 1)-dimensional ∗-representation tl of Uq(su(2))

such that σ(K) ⊂ q 1
2Z, is given by

tl(K)eln = q−neln, tl(K−1)eln = qneln,

tl(E)eln =

√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)

q−1 − q
eln−1,

tl(F )eln =

√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)

q−1 − q
eln+1,

where (eln)ln=−l is the orthonormal basis for C2l+1 and el+1 = 0 = e−l−1.

Remark 4.13. When l is fixed and the meaning is clear, we just write en := eln.

Proof. Take l ∈ 1
2Z+ and let tl denote the (2l + 1)-dimensional representation from (4.3) where

λ = 1. Since K∗ = K and q ∈ R we already have tl(K∗) = tl(K)∗. We will rescale our inner
product such that tl(E)∗ = tl(E∗)(= tl(F )). Taking the adjoint on both sides then automatically
gives tl(F ∗) = tl(F )∗ as well. We rescale by preserving orthogonality, but changing the norm of
the basis vectors. That is, we define

d(n)e′n = en, d(n) ∈ R

16If E∗ = eiθ1E and E† = eiθ2E, take the intertwiner generated by φ(K) = K, φ(E) = e
1
2
i(θ1−θ2)E and

φ(F ) = e−
1
2
i(θ1−θ2)F .
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and
〈e′m, e′n〉 = δmn.

We need to calculate for which constants d(n) we have a ∗-representation. We have〈
tl(E)∗en, em

〉
=
〈
en, t

l(E)em
〉

= 〈en, C(m)em−1〉 = C(n+ 1)d(n)2δn,m−1,

where

C(n) =
q2l+1(1− q−2n−2l) + q−2l−1(1− q2n+2l)

(q − q−1)2

is the constant from tl(E) in (4.3). On the other hand, we have〈
tl(E∗)en, em

〉
=
〈
tl(F )en, em

〉
= d(n+ 1)2δn+1,m.

Therefore, we have a ∗-representation if

C(n+ 1)d(n)2 = d(n+ 1)2, for n = −l,−l + 1.., l − 1.

Observe that for 0 < q < 1 we have C(n) > 0 and√
C(n) =

√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)

q−1 − q
,

√
C(n+ 1) =

√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)

q−1 − q
,

which are exactly the constants in the statement of this theorem for the operators tl(E) and tl(F )
respectively. Now, if we take d(n) such that

d(n+ 1)

d(n)
=
√
C(n+ 1),

we have an irreducible ∗-representation of Uq(su(2)). Taking d(−l) = 1 and using the recursive
formula above, gives

d(n) =

n∏
k=−l+1

√
C(k).

Therefore,

tl(E)e′n =
d(n− 1)

d(n)
C(n)e′n−1 =

√
C(n)e′n−1,

and

tl(F )e′n =
d(n+ 1)

d(n)
e′n+1 =

√
C(n+ 1)e′n+1,

as desired. �

In an irreducible representation, the Casimir element always acts as a scalar. Let us calculate
the value of that scalar for the Casimir Ω defined in 1.4. We have

tl(Ω)en =
q−2n−1 + q2n+1

(q − q−1)2
en +

(q−l+n − ql−n)(q−l−n−1 − ql+n+1)

(q − q−1)2
en =

q−2l−1 + q2l+1

(q − q−1)2
en. (4.6)

Observe that the value of the Casimir depends on the dimension of the representation.



26

5. Orthogonal polynomials

One of the reasons to study representations of quantum groups is because of the intimate
connection with orthogonal polynomials. Using these representations, one can prove important
properties of these polynomials such as symmetry and orthogonality relations. That is why we go
over some basic theory of orthogonal polynomials that is necessary for our purposes. No in-depth
theory of orthogonal polynomials is required. Also, we will look at orthogonal polynomials on the
real line only.

In this section, we will introduce orthogonal polynomials and look at important classical and
non-classical examples. Before starting, I want to emphasise the crucial role of Askey-Wilson poly-
nomials. These are the most general orthogonal polynomials in one variable we explicitly know.
They are non-classical polynomials, but all classical polynomials, such as Jacobi polynomials, are
special cases of them by a transformation of parameters and then taking the limit of q → 1. That
is why these Askey-Wilson polynomials are of great interest and looking for them in representation
theory has been of high importance.

5.1. Orthogonal polynomials: general theory. Let us now start with the definitions and
notation required for orthogonal polynomials. Denote by pn a polynomial of degree n with real
coefficients. That is

pn(x) =

n∑
k=0

akx
n, ak ∈ R, an 6= 0.

Roughly said, polymonials pn, pm : R→ R are orthogonal with respect to a certain measure µ on
R if ∫

R
pn(x)pm(x) dµ(x) = 0.

when n 6= m. For example, the Legendre polynomials are orthogonal with respect to the Lebesgue
measure on [−1, 1]. Often, the measure µ can be written as w(x) dx, where w(x) is a weight
function and dx the Lebesgue measure on some interval of the real line. E.g, let pn, pm be
Chebyshev polynomials, then ∫ 1

−1

pn(x)pm(x)
dx√

1− x2
= hnδnm,

where dx is the Lebesgue measure on [−1, 1] and hn is a constant depending on n. Let us now
formally introduce this, where we remind the reader that technicalities involving measures and
Hilbert spaces will not play a role in this thesis. However, we still use this definition, because we
do want to be mathematically correct.

Definition 5.1. Let µ be a nonnegative Borel measure on R such that supp(µ) contains at least
a countably infinite number of points and all monomials are integrable, i.e.∫

R
xndµ(x) <∞ for all n ∈ Z+.

This measure induces an inner product for polynomials pn, pm : R→ R defined by

〈pn, pm〉 =

∫
R
pn(x)pm(x) dµ(x).

Polynomials {pn}n∈Z+
, are called orthogonal if

〈pn, pm〉 = hnδnm

for constants hn. If for all n ∈ Z+ we have hn = 1, the polynomials are called orthonormal.

Remark 5.2. Orthogonal polynomials can be made orthonormal easily. Let {Pn}n∈Z+
be polyno-

mials that satisfy the orthogonality relation∫
R
Pn(x)Pm(x) dµ(x) = δmnhn.
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Then {pn}n∈Z+
, defined by

pn(x) =

√
h0

hn

Pn(x)

P0
,

are orthonormal w.r.t the normalised measure

dm(x) = P 2
0

dµ(x)

h0
.

Often, orthogonal polynomials will be defined such that P0 = 1, which simplifies above formulas.

Orthogonal polynomials are uniquely determined by the measure up to a scalar depending
on the degree n. There are several ways of describing the same orthogonal polynomials. One
important characterization is the three-term recurrence relation.

Theorem 5.3. Let {pn}n∈Z+ be a set of orthogonal polynomials with respect to µ. Then there
exist An, Bn, Cn ∈ R such that

xpn(x) = Anpn+1(x) +Bnpn(x) + Cnpn−1(x),

where we use the convention p−1(x) = 0.

Proof. Take pn arbitrary. Observe that {pk}nk=0 are linearly independent and thus a linear basis
for polynomials of degree ≤ n. Therefore, we have17∫

R
pn(x)xk dµ(x) = 0 if k = 0, .., n− 1. (5.1)

Moreover, there exists constants bk such that xpn(x) =
∑n+1
k=0 bkpk(x). Hence we have∫

R
xpn(x)pk(x) dµ(x) = bk

∫
R
pk(x)2 dµ(x) = bkhk,

where hk > 0. By (5.1), the LHS is 0 for k = 0, .., n − 2. Since hk 6= 0, we have bk = 0 for those
k. We conclude that

xpn(x) = bn+1pn+1(x) + bnpn(x) + bn−1pn−1(x). �

Remark 5.4. The connection of orthogonal polynomials with representations of quantum groups,
which are linear operators, often comes from this three-term recurrence relation. The following
will be explained in more detail later. The idea is that the matrix representing elements of a
(quantum) group will be a self-adjoint tridiagonal matrix. Then this matrix will correspond to
a three-term recurrence relation acting on the linear space of polynomials. The eigenvalues will
be the input for the variable of the polynomials. Moreover, the eigenvectors of a self-adjoint
operator form an orthogonal basis for the linear space. This orthogonality will correspond with
the orthogonality of the polynomials.

On the other hand, a three-term recurrence relation where An 6= 0 together with an initial con-
dition p0(x) = a0 defines a set of polynomials. One can then ask if there always exists a measure
such that these polynomials are orthogonal. The answer is yes and is called Favard’s Theorem.
Since we won’t not need that theorem in this thesis and the proof is quite complex18, we will not
show it here. A sketch of this proof can be found in [10].

The above can be done as well if the measure µ has finite support. Then we will have a finite set
of orthogonal polynomials. In this thesis, we will cross paths with some of these polynomials as
well. A finite set of orthogonal polynomials still has a three-term recurrence relation, but the An
will vanish at some point. The orthogonality will have the form

N∑
k=0

w(xk)pn(xk)pm(xk) = hnδmn,

where w(xk) is the weight function corresponding to the measure with finite support.

17Actually, (5.1) is an equivalent definition for orthogonal polynomials.
18It uses the Spectral theorem to create a projection valued Borel measure on R.
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5.2. Hypergeometric and q-hypergeometric functions. Many special functions such as the
exponential, Beta and Gamma function, as well as (orthogonal) polynomials can be defined in
terms of (q-)hypergeometric series. Before introducing those, we first need some classical notation
and their corresponding quantum version. Many of the q-analogues of classical formulas and
functions are based on the observation that

lim
q→1

1− qa

1− q
= a,

using l’Hopital’s rule.

Definition 5.5. Define the shifted factorial by

(a)n = a(a+ 1) · · · (a+ n− 1), n ∈ Z+

Note that (1)n = n!. The product of k shifted factorials (ai)n (i = 1, ..., k) is notated by (a1, . . . , ak)n.
The binomial coefficient is defined by[

n
k

]
=

(1)n
(1)k(1)n−k

(
=

[
n

n− k

])
.

Let q ∈ C\{1}, the q-shifted factorial is defined by

(a; q)n = (1− a)(1− aq)(1− aq2) · · · (1− aqn−1).

Furthermore, (a1, .., ak; q)n is the notation for the product of k q-shifted factorials (ai; q)n (i =
1, ..., k). The q-binomial coefficient is defined by[

n
k

]
q

=
(q; q)n

(q; q)k(q; q)n−k

(
=

[
n

n− k

]
q

)
We define the empty product to be 1.

Remark 5.6. Using l’Hopital’s rule, we obtain

lim
q→1

(qa; q)n
(1− q)n

= (a)n, (5.2)

lim
q→1

[
n
k

]
q

=

[
n
k

]
. (5.3)

Which motivates the names of the q-extensions of the classical ones.

Similar to the classical binomial formula

(x+ y)n =

n∑
k=0

[
n
k

]
xkyn−k,

we have the following quantum analogue.

Lemma 5.7 (q-Binomial formula). Let x, y be elements of an associative algebra that satisfy
xy = qyx. Then for n ∈ Z+ we have,

(x+ y)n =

n∑
k=0

[
n
k

]
q−1

xkyn−k =

n∑
k=0

[
n
k

]
q

ykxn−k.

Sketch of proof. A straightforward calculation shows that[
n+ 1
k

]
q

= qk
[
n
k

]
+

[
n

k − 1

]
.

Then use induction to show the required formula. �

Now we are ready to define (q-)hypergeometric series.
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Definition 5.8. For r, s ∈ Z+, and a1, ..., ar, b1, ..., bs, x ∈ C, the hypergeometric series rFs is
defined by

rFs

[
a1, .., ar
b1, ..., bs

;x

]
=

∞∑
n=0

(a1, ..., ar)n
(b1, ..., bs)n

xn

n!
.

The q-hypergeometric series rφs is defined by

rφs

[
a1, .., ar
b1, ..., bs

; q, x

]
=

∞∑
n=0

(a1, ..., ar; q)n
(b1, ..., bs; q)n

(
(−1)nqn(n−1)/2

)1+s−r
xn

(q; q)n
.

Remark 5.9. When dealing with q-hypergeometric series, the standard assumption is 0 < q < 1.
Then the following limit of q-shifted factorials,

(a; q)∞ := lim
n→∞

(a; q)n,

is well defined. Indeed, let sn = aqk. Then the infinite product
∞∏
k=0

(1− sn)

converges if
∞∑
k=0

|sn| = |a|
∞∑
k=0

qk

is convergent.

Remark 5.10. As said before, (q-)hypergeometeric series generalise many well known functions.
For example, we have

ex = 0F0

[
−
−;x

]
.

Remark 5.11. Of course, one should look at well-definedness and the radius of convergence of the
(q-)hypergeometeric series.

(i) Observe that both (−k)n = 0 and (q−k; q) = 0 when k ∈ Z+ and n > k. Therefore, the
hypergeometric series terminates after n + 1 terms if for one of the ai we have ai = −n,
n ∈ Z+. Similarly, the q-hypergeometric series terminates after n terms if for one of the
ai we have ai = q−n.

(ii) In general, we assume when dealing with hypergeomteric series that bi is not of the form
−k and bi 6= q−k when dealing with q-hypergeomtric series, where k ∈ Z+. The only time
when this could be well defined is when the series have terminated before the k-th term.

(iii) When we do not have a terminating series and 0 < |q| < 1, the radius of convergence R
for x can be calculated by the ratio test. We have

R =


∞ if r < s+ 1,

1 if r = s+ 1,

0 if r > s+ 1.
.

Remark 5.12. When the series is well defined, the q-hypergeometric series and its classical version
are (formally) linked via the limit

lim
q→1

rφs

[
qa1 , ..., qar

qb1 , ..., qbs
; q, (q − 1)1+s−rx

]
= rFs

[
a1, .., ar
b1, ..., bs

;x

]
.

This limit is the link between the classical polynomials and their q-analogues.

Remark 5.13. In practice, we will often be dealing with q-hypergeometric series of the form r+1φr.
Then the expression simplifies to

r+1φr

[
a1, .., ar+1

b1, ..., br
; q, x

]
=

∞∑
n=0

(a1, ..., ar+1; q)n
(b1, ..., br; q)n

xn

(q; q)n
.
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There are many formulas relating hypergeometric series. They can often be generalised to a
q-analogue. We will not need those in these thesis, but I want to point out the existence of these
formulas to give a better overview of q-hypergeometric series. These formulas once again show
the intimiate link between the classical and non-classical theory. Also, they play a crucial role
in explicitly calculating and relating (q-)hypergeometric series and orthogonal polynomials. For
example, we have the classical Euler’s transformation formula:

2F1

[
a, b
c

;x

]
= (1− x)c−a−b 2F1

[
c− a, c− b

c
;x

]
and its q-anologue

2φ1

[
a, b
c

; q, x

]
=

(abc−2x; q)∞
(z; q)∞

2φ1

[
a−1c, b−1c

c
; q;

abx

c

]
.

5.3. Hypergeometric orthogonal polynomials. In the coming two subsection we will use [9]
for the definitions and properties of the polynomials. The first types of orthogonal polynomials
discovered are called classical. The Jacobi polynomials are the most famous and general of this
type. Other classical polynomials such as Legendre, Chebyshev and Hermite are special cases of
Jacobi polynomials. Later on, research was done in hypergeometric series. Classical orthogonal
polynomials can be written as hypergeometric series, but also more general ones were discovered.
The Wilson polynomials are the most general hypergeometric orthogonal polynomials we know.
Although these hypergeometric polynomials will not play a large role in these notes, we will still
briefly discuss two important examples to give the reader an idea of them, as the theory for q-
hypergeomatric orthogonal polynomials emerged from them.
As said above, the most well known classical orthogonal polynomials are the Jacobi polynomials.
Orthogonal polynomials have many important characteristics. We will look at their hypergeomet-
ric definition, orthogonality relation and three-term recurrence formula.

Definition 5.14. The Jacobi polynomials are defined by

P (α,β)
n (x) =

(α+ 1)n
n!

2F1

[
−n, n+ α+ β + 1

α+ 1
;

1− x
2

]
.

Orthogonality. Let α, β > −1, then the following relation holds,∫ 1

−1

(1− x)α(1 + x)βP (α,β)
m (x)P (α,β)

n (x) dx = hnδmn,

where

hn =
2α+β+1

2n+ α+ β + 1

Γ(n+ α+ 1)Γ(n+ β + 1)

Γ(n+ α+ β + 1)n!
,

and Γ is the Gamma function.

Some well known orthogonal polynomials are special cases of Jacobi polynomials. For example,
the Chebyshev polynomials can be obtained by taking α = β = − 1

2 and Legendre polynomials by
taking α = β = 0.

The most general hypergeometric orthogonal polynomials are the Wilson polynomials, which have
4 parameters.

Definition 5.15. The Wilson polynomials are defined by

Wn(x2; a, b, c, d) = (a+ b)n(a+ c)n(a+ d)n 4F3

[
−n, n+ a+ b+ c+ d− 1, a+ ix, a− ix

a+ b, a+ c, a+ d
; 1

]
.

Orthogonality. Let a, b, c, d > 0, then the following relation holds,

1

2π

∫ ∞
0

∣∣∣∣Γ(a+ ix)Γ(b+ ix)Γ(c+ ix)Γ(d+ ix)

Γ(2ix)

∣∣∣∣2Wm(x2; a, b, c, d)Wn(x2; a, b, c, d) dx

= hnδmn,
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where

hn =
Γ(n+ a+ b) · · ·Γ(n+ c+ d)

Γ(2n+ a+ b+ c+ d)
(n+ a+ b+ c+ d− 1)nn!,

and

Γ(n+ a+ b) · · ·Γ(n+ c+ d)

= Γ(n+ a+ b)Γ(n+ a+ c)Γ(n+ a+ d)Γ(n+ b+ c)Γ(n+ b+ d)Γ(n+ c+ d).

Remark 5.16. Jacobi polynomials can be found from Wilson polynomials by taking a = b =
1
2 (α+ 1), c = 1

2 (β + 1) + it, d = 1
2 (β + 1)− it and x→ t

√
1
2 (1− x). Then take the limit t→∞.

5.4. q-Hypergeometric orthogonal polynomials. In this thesis, we will be primarily con-
cerned with the most general non-classical polynomials, the Askey-Wilson polynomials. They
generalise all non-classical as well as classical polynomials. They are the q-analogue of the Wilson
polynomials given in definition 5.15.

Definition 5.17. The Askey-Wilson polynomials are defined by

pn(x; a, b, c, d|q) =
(ab, ac, ad; q)n

an
4φ3

[
q−n, abcdqn−1, aeiθ, ae−iθ

ab, ac, ad
; q; q

]
, x = cos(θ).

Orthogonality. Let −1 < a, b, c, d < 1. The Askey-Wilson polynomials satisfy the following
orthogonality relation,

1

2π

∫ 1

−1

w(x)√
1− x2

pm(x; a, b, c, d|q)pn(x; a, b, c, d|q) dx = hnδmn, (5.4)

where

w(x) =
(e2iθ, e−2iθ; q)∞

(aeiθ, ae−iθ, beiθ, be−iθ, ceiθ, ce−iθ, deiθ, de−iθ; q)∞
,

and

hn =
(abcdqn−1; q)n(abcdq2n; q)∞

(qn+1, abqn, adqn, bcqn, bdqn, cdqn; q)∞
.

We define dm(x; a, b, c, d|q) to be the normalised Askey-Wilson measure. That is,∫
R
p(x) dm(x; a, b, c, d|q) =

1

2πh0

∫ 1

−1

w(x)√
1− x2

p(x) dx (5.5)

Remark 5.18. That the Askey-Wilson polynomials are indeed polynomials in the variable x =
cos(θ) comes from the terms eiθ and e−iθ in the 4φ3-series. That is,

(aeiθ, ae−iθ; q)n =

n−1∏
k=0

(1− aeiθqk)(1− ae−iθqk) =

n−1∏
k=0

(1− 2aqk
(
eiθ + e−iθ

2

)
+ a2q2k)

=

n−1∏
k=0

(1− 2aqk cos(θ) + a2q2k).

Since taking z = eiθ implies x = z+z−1

2 , the term eiθ in the definition is sometimes replaced with
just ’z’.

The Askey-Wilson polynomials are also orthogonal on a finite set. In this setting, they go with
the name of q-Racah polynomials. They are normally defined in a different way. However, after a
transformation of parameters (which we will give as well), the q-Racah polynomials defined below
are exactly the same as the Askey-Wilson ones.

Definition 5.19. The q-Racah polynomials are defined by

Rn(yj ;α, β, γ, δ; q) = 4φ3

[
q−n, αβqn+1, q−j , γδqj+1

αq, βδq, γq
; q; q

]
, n = 0, 1, 2, ..., N,
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where

yj := q−j + γδqj+1

and

αq = q−N or βδq = q−N or γq = q−N , with N ∈ Z+.

Orthogonality. q-Racah polynomials satisfy the following orthogonality relation,

N∑
j=0

w(yj , α, β, γ, δ; q)Rm(yj)Rn(yj) = hnδmn,

where

Rn(yj) = Rn(yj ;α, β, γ, δ; q),

(5.6)

and

w(yj , α, β, γ, δ; q) =
(αq, βδq, γq, γδq; q)j(1− γδq2j+1)

(q, α−1γδq, β−1γq, δq; q)j(αβq)j(1− γδq)
, (5.7)

hn =
(α−1, β−1γ, α−1δ, β−1, γδq2; q)∞

(α−1β−1q−1, α−1γδq, β−1γq, δq; q)∞

(1− αβq)(γδq)n(q, αβγ−1q, αδ−1q, βq; q)n
(1− αβq2n+1)(αq, αβq, βδq, γq; q)n

. (5.8)

Recurrence relation. The three-term recurrence relation is given by,

yjRn(yj) = AnRn+1(yj) +BnRn(yj) + CnRn−1(yj), (5.9)

where 
An =

(1− αqn+1)(1− αβqn+1)(1− βδqn+1)(1− γqn+1)

(1− αβq2n+1)(1− αβq2n+2)

Bn = 1 + γδq − (An + Cn)

Cn =
q(1− qn)(1− βqn)(γ − αβqn)(δ − αqn)

(1− αβq2n)(1− αβq2n+1)
.

(5.10)

Remark 5.20. The q-Racah and Askey-Wilson polynomials are linked in the following way. Do the
substitution α = abq−1, β = cdq−1, γ = adq−1, δ = ad−1 and qj = a−1e−iθ. Then yj = 2a cos θ
and

Rn(yj ; abq
−1, cdq−1, adq−1, ad−1; q) =

an

(ab, ac, ad; q)n
pn(x; a, b, c, d|q).

A special case of the q-Racah polynomials are the dual q-Krawtchouk polynomials. They will
appear in the next section as eigenvectors of twisted primitive elements in the quantum group
Uq(su(2)).

Definition 5.21. The dual q-Krawtchouk polynomials are defined as

Rn(yj ; c,N |q) = 3φ2

[
q−n, q−j , cqj−N

q−N , 0
; q; q

]
, n = 0, 1, 2, ..., N, (5.11)

where

yj = q−j + cqj−N .

Orthogonality. Let c < 0, the orthogonality relation is given by

N∑
j=0

(cq−N , q−N ; q)j(1− cq2j−N )

(q, cq; q)j(1− cq−N )
c−jqj(2N−j)Rm(yj)Rn(yj) = hnδmn,

where

Rn(yj) = Rn(yj ; c,N |q)
and

hn = (c−1; q)N
(q; q)n

(q−N ; q)n
(cq−N )n.
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Recurrence relation. The dual q-Krawtchouk satisfy the following three-term recurrence relation,

yjRn(yj) = (1− qn−NRn+1(yj) + (q−N + cq−N )qnRn(yj) + c(1− qn)q−NRn−1(yj). (5.12)

Remark 5.22. The dual q-Krawtchouk polynomials can be obtained from the q-Racah polynomials
by taking α = β = 0, γ = q−N−1 and δ = c.
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6. Eigenvectors of twisted primitive elements

By proposition 4.6, every twisted primitive element X w.r.t. K can be written as

X = aEE + aFF + aσ(K −K−1), (6.1)

where aE , aF , aσ ∈ C. By theorem 4.12, the matrix representing X will be tridiagonal. If chosen
correctly, this will correspond to a three-term recurrence relation for orthogonal polynomials,
where the input for the variable are the eigenvalues of tl(X), where tl is the ∗-representation from
theorem 4.12. A first step is to take a twisted primitive element X that is self-adjoint. Then tl(X)
will have an orthogonal basis of eigenvectors, which can (and will) correspond to orthogonality of
polynomials. For reasons that will become clear later, we will look at the ’almost’ twisted primitive
elements19XK and K−1X. Note that matrices representing XK and K−1X are also tridiagonal.
Using theorem 4.10, self-adjointness in Uq(su(2)) requires aF = q−1aE and aσ ∈ R. In particular,
we look at the often used twisted primitive element

Xσ,θ = q
1
2 eiθE + q−

1
2 e−iθF − qσ − q−σ

q − q−1
(K −K−1), σ ∈ R. (6.2)

Xσ,θK and K−1Xσ,θ are self-adjoint in Uq(su(2)) and, most important, we can explicitly calculate
the spectrum and eigenvectors of these operators. The tridiagonal matrix representing Xσ,θK
will correspond to the three term recurrence relation for the dual q-Krawtchouk polynomials from
definition 5.21.

Theorem 6.1. The self-adjoint operator tl(Xσ,θK) has an orthonormal basis of eigenvectors for
C2l+1 given by

vl,j(σ, θ) =

l∑
n=−l

vl,jn (σ, θ)en, j ∈ {−l, . . . , l}, (6.3)

where the coefficients vl,jn (σ, θ) are given by

cl,jσ (−e−iθ)l−nqσ(l−n)q
1
2 (l−n)(l−n−1)

(
(q4l; q−2)l−n
(q2; q2)l−n

) 1
2

Rl−n(q2j−2l − q−2j−2l−2σ; q−2σ, 2l; q2).

The cl,jσ,θ are normalizing constants and Rl−n are dual q-Krawtchouk polynomials from definition

5.21. The corresponding eigenvalues λj(σ) are

λj(σ) =
q−2j−σ − q2j+σ + qσ − q−σ

q − q−1
. (6.4)

Proof. Let v =
∑l
n=−l ane

l
n, then

tl(Xσ,θK)v(σ) = λv

implies, using Theorem 4.12, that

λ

l∑
n=−l

ane
l
n =

l∑
n=−l

q−nan

(
eiθq

1
2

√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)

q−1 − q
eln−1

+ e−iθq−
1
2

√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)

q−1 − q
eln+1

− qσ − q−σ

q − q−1
(q−n − qn)en

)
.

(6.5)

19In the literature, XK and K−1X are often also called twisted primitive elements, which they are strictly

speaking not. However, it is a bit annoying (what might be the whole reason) to call them ’almost twisted

primitive elements’ every time, therefore I will do the same as in the literature and call them ’twisted primitive
elements’ as well.
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Multiplying with q−1 − q and regrouping for en gives

(q−1 − q)λ
l∑

n=−l

ane
l
n =

l∑
n=−l

(
q−n−

1
2 eiθ

√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)an+1

+ q−n(qσ − q−σ)(q−n − qn)an

+ q−n+ 1
2 e−iθ

√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)an−1

)
en.

This gives a relation for each n ∈ {−l, . . . , l}, which corresponds to a three term recurrence
relation for the dual q-Krawtchouk polynomials. Indeed, if for one of those relations we multiply
with q−2l−σ, substitute n = l −m, and put al−m = Cl−mRm, we obtain

((q−1 − q)λ+ qσ − q−σ)q−2l−σRm =e−iθq−3l+m−σ+ 1
2

√
(q−m−1 − qm+1)(q−2l+m − q2l−m)

× Cl−m−1

Cl−m
Rm+1 + q2m(q−4l − q−4l−2σ)Rm

+ eiθq−3l+m−σ− 1
2

√
(q−m − qm)(q−2l+m−1 − q2l−m+1)

× Cl−m+1

Cl−m
Rm−1.

(6.6)

The three-term recurrence relation for the dual q-Krawtchouck polynomialsRm(y) = Rm(y; c,N ; q)
is given by (5.12):

yjRm(yj) = (1− qm−N )Rm+1(yj) + (q−N + cq−N )qmRm(yj) + c(1− qm)q−NRm−1(yj),

where yj = q−j + cqj−N , j ∈ {0, . . . , N} and c < 0. Taking c = −qσ, N = 2l and q2 instead of q,
we obtain

yjRm(yj) = (1− q2m−4l)Rm+1(yj) + (q−4l − q−4l−2σ)q2mRm(yj)− (1− q2m)q−4l−2σRm−1(yj),

with yj = q−2j − q2j−4l−2σ and j ∈ {0, . . . , 2l}. Matching this with (6.6) gives

Cl−m−1

Cl−m
=

1− q2m−4l

e−iθq−3l+m−σ+ 1
2

√
(q−m−1 − qm+1)(q−2l+m − q2l−m)

, (6.7)

Cl−m+1

Cl−m
=

−(1− q2m)q−l−m−σ+ 1
2

eiθ
√

(q−m − qm)(q−2l+m−1 − q2l−m+1)
, (6.8)

yj = ((q−1 − q)λ+ qσ − q−σ)q−2l−σ. (6.9)

Working out (6.8) and replacing ’m’ by ’m + 1’ gives exactly (6.7), which shows consistency of
both equations. Working out this recurrence relation for the Cn gives

an = cl,jσ (−e−iθ)l−nqσ(l−n)q
1
2 (l−n)(l−n−1)

(
(q4l; q−2)l−n
(q2; q2)l−n

) 1
2

Rl−n(q2j−2l−q−2j−2l−2σ;−q2σ, 2l; q2),

where n, j ∈ {−l, . . . , l} and cl,jσ are constants, which do not depend on n, we can choose. We take
them such that every eigenvector

vl,j(σ, θ) =

l∑
n=−l

anen

has norm one. Equation (6.9) leads to eigenvalues

λj(σ) =
q−2j−σ − qσ+2j + qσ − q−σ

q − q−1
, j ∈ {−l, . . . , l}.
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Since Xσ,θK is self adjoint, we know that {vl,jσ,θ}lj=−l are orthogonal. �

Remark 6.2. Since we know the spectrum and eigenvectors of Xσ,θK, we know the same about the
most general self adjoint twisted primitive element by rescaling. That is, we know the spectrum
and eigenvalues of

XK = q
1
2 aEEK + q−

1
2 aEF + aσ(K2 − I), for20aE 6= 0.

Furthermore, our basis vectors en can ’absorb’ the (e−iθ)−l−n term. Therefore, the θ does not
change the properties of our eigenvectors and eigenvalues. That is why in most literature about
Uq(su(2)) the twisted primitive element

Xσ := Xσ,π/2 = iq
1
2E − iq− 1

2F − qσ − q−σ

q − q−1
(K −K−1)

is analysed. We also define

vl,j(σ) := vl,j(σ, π/2),

vl,jn (σ) := vl,jn (σ, π/2).
(6.10)

Remark 6.3. The orthogonality of the eigenvectors vl,j(σ) given by

l∑
j=−l

vl,jm (σ)vl,jn (σ) = δmn

correspond to the orthogonality relations for the dual q-Krawtchouk polynomials.

Now that we know the eigenvectors and eigenvalues of XσK, we can do the transformation
q ↔ q−1 to obtain the same for K−1Xτ .

Corollary 6.4. The self-adjoint operator tl(K−1Xτ ) has an orthonormal basis of eigenvectors for
C2l+1 given by

ṽl,j(τ) =

l∑
n=−l

ṽl,jn (τ)en, j ∈ {−l, . . . , l}, (6.11)

where the coefficients ṽl,jn (τ) are given by

cl,jτ (−i)l−nqτ(n−l)q−
1
2 (l−n)(l−n−1)

(
(q−4l; q2)l−n
(q−2; q−2)l−n

) 1
2

Rl−n(q−2j+2l − q2j+2l+2τ ;−q−2τ , 2l; q−2).

The cl,jτ are normalizing constants and Rl−n are dual q-Krawtchouk polynomials from definition

5.21. The corresponding eigenvalues λ̃j(τ) are

λ̃j(τ) = −λj(τ). (6.12)

Proof. Let ṽ =
∑l
n=−l ane

l
n, then

tl(K−1Xτ )ṽ(τ) = λ̃v

implies

λ̃

l∑
n=−l

ane
l
n =

l∑
n=−l

qnan

(
iq−

1
2

√
(q−l+n−1 − ql−n+1)(q−l−n − ql+n)

q−1 − q
eln−1

− iq 1
2

√
(q−l+n − ql−n)(q−l−n−1 − ql+n+1)

q−1 − q
eln+1

− qτ − q−τ

q − q−1
(q−n − qn)en

)
.

If we do the transformation q ↔ q−1, we see this is just (6.5) with λ̃ = −λ. �

20If aE = 0, the eigenvectors are just (en)ln−l.
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Remark 6.5. Since we are dealing with a terminating series, we do not have to worry about
convergence of the dual q-Krawtchouk polynomials for q > 1.
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Part II. Spherical Elements and Askey-Wilson Polynomials
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7. Duality of Hopf Algebras: Uq(sl(2,C)) and Aq(SL(2,C))

As shown in section 3, there is a natural duality between sl(2,C) and Pol(SL(2,C)) given by

〈X, p〉 =
d

dt

∣∣∣
t=0

p(exp(tX)), X ∈ sl(2,C), p ∈ Pol(SL(2,C)).

Since we have a quantum version of U(sl(2,C)) and not of sl(2,C), we want to extend the mapping
above to U(sl(2,C)). Then the natural questions arises what to do with a product of elements
X1, X2 ∈ sl(2,C) and with 1 ∈ U(sl(2,C))? The natural thing to do here is to define for p ∈
Pol(SL(2,C)) that

〈X1X2, p〉 =
∂2

∂t1∂t2

∣∣∣
t1,t2=0

p(exp(t1X1) exp(t2X2)),

〈1, p〉 = p

(
1 0
0 1

)
.

(7.1)

Now we can see the use of our Hopf algebra structure. Recall from example 1 that

∆(p)(exp(X1)⊗ exp(X2)) = p(exp(X1) exp(X2)),

∆(p)

(
1 0
0 1

)
= ε(p)

Therefore, we can rewrite (7.1) as

〈X1X2, p〉 = 〈X1 ⊗X2,∆(p)〉 ,
〈1, p〉 = ε(p).

In this way, we can define the duality 〈X, p〉 between any X ∈ U(sl(2,C)) and p ∈ Pol(SL(2,C)).
Moreover, we have done this in Hopf algebra language. We will use this as definition for two Hopf
algebras to be in duality.

Definition 7.1. Two Hopf algebras U and A are in duality if there exists a bilinear mapping
〈·, ·〉 : U ×A→ C such that for all u, v ∈ U and a, b ∈ A we have

〈∆(u), a⊗ b〉 = 〈u, ab〉 , 〈u⊗ v,∆(a)〉 = 〈uv, a〉 ,
〈u, 1〉 = ε(u), 〈1, a〉 = ε(a),

〈S(u), a〉 = 〈u, S(a)〉 .
(7.2)

The duality is called perfect if the bilinear map 〈·, ·〉 is doubly non-degenerate21.

Then lastly, we need to know what it means for Hopf ∗-algebras to be in duality.

Definition 7.2. Two Hopf ∗-algebras U and A are said to be in duality if they are in duality as
Hopf algebras and if 〈u∗, a〉 = 〈u, (S(a))∗〉.

Using proposition 2.11 one can show that this definition is automatically symmetric, i.e.

〈u, a∗〉 = 〈(S(u))∗, a〉
follows as well.

7.1. Duality between Uq(sl(2,C)) and Aq(SL(2,C)). Now the question arises how to find the
duality between our two quantum groups. If we look at the duality between U(sl(2,C)) and
Pol(SL(2,C)), we can interpret Pol(SL(2,C)) as linear functionals on U(sl(2,C)). We will try to
do something similar in the quantum setting. We will look for linear functionals on Uq(sl(2,C)).
This goes via representation theory. We will repeat briefly what is said in section 3. Classically,
Pol(SL(2,C)) is generated by the four polynomials α, β, γ, δ ∈ Pol(SL(2,C)) defined by

α

(
a b
c d

)
= a, β

(
a b
c d

)
= b,

21The bilinear map 〈·, ·〉 : U ⊗ A → C is doubly non-degenerate if 〈u, a〉 = 0 for all u ∈ U implies a = 0 and
〈u, a〉 = 0 for all a ∈ A implies u = 0.
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γ

(
a b
c d

)
= c, δ

(
a b
c d

)
= d,

subject to αγ − βγ = 1. This last equation corresponds comes from det(g) = 1 for g =

(
a b
c d

)
∈

SL(2,C). These α, β, γ and δ are exactly the matrix elements of the standard representation of

sl(2,C). That is, for g =

(
a b
c d

)
we have(
α(g) β(g)
γ(g) δ(g)

)
=

(
a b
c d

)
= π

1
2 (g).

Thus, in the classical duality we have

〈X,α〉 = dπ
1
2

− 1
2 ,−

1
2

(X) 〈X,β〉 = dπ
1
2

− 1
2 ,

1
2

(X),

〈X, γ〉 = dπ
1
2
1
2 ,−

1
2

(X) 〈X, δ〉 = dπ
1
2
1
2 ,

1
2

(X),
(7.3)

where dπ is the Lie algebra representation. Therefore, we will look at representations of Uq(sl(2,C)).

Just like in the classical case, t
1
2 is a 2× 2 matrix acting on a 2-dimensional space. We look at the

four matrix elements of t
1
2 and interpret those as analogues of the classical α, β, γ and δ. Concrete,

we define for X ∈ Uq(su(2)) the linear functionals α, β, γ and δ by(
α(X) β(X)
γ(X) δ(X)

)
:= t

1
2 (X),

where t
1
2 (X) is taken with respect to the basis from Theorem 4.12. That is,

α(X) = t
1
2

− 1
2 ,−

1
2

(X) =
〈
t
1
2 (X)e− 1

2
, e− 1

2

〉
, β(X) = t

1
2

− 1
2 ,

1
2

(X) =
〈
t
1
2 (X)e 1

2
, e− 1

2

〉
,

γ(X) = t
1
2
1
2 ,−

1
2

(X) =
〈
t
1
2 (X)e− 1

2
, e 1

2

〉
, δ(X) = t

1
2
1
2 ,

1
2

(X) =
〈
t
1
2 (X)e 1

2
, e 1

2

〉
,

(7.4)

where 〈·, ·〉 is the inner product on the 2-dimensional Hilbert space with orthonormal basis
{e− 1

2
, e 1

2
}. We want to explicitly calculate these matrix elements. Since α, β, γ and δ defined

above are linear functionals, we only have to know what they do on basis elements of Uq(sl(2,C))
from lemma 4.4, in order to know what they do on the whole of Uq(sl(2,C)).

Proposition 7.3. Let the linear functionals α, β, γ and δ on Uq(sl(2,C)) be defined as above, then
we have

α(KkFmEn) = δm0δn0q
k/2, β(KkFmEn) = δm0δn1q

k/2,

γ(KkFmEn) = δm1δn0q
−k/2, δ(KkFmEn) = (δm0δn0 + δm1δn1)q−k/2.

(7.5)

Proof. Since t
1
2 is a representation, we find(
α(KkFmEn) β(KkFmEn)
γ(KkFmEn) δ(KkFmEn)

)
= t

1
2 (KkFmEn) = t

1
2 (K)kt

1
2 (F )mt

1
2 (E)n. (7.6)

Using that

t
1
2 (K) =

(
q

1
2 0

0 q−
1
2

)
, t

1
2 (F ) =

(
0 1
0 0

)
, t

1
2 (E) =

(
0 0
1 0

)
,

we find (7.5) by working out the matrix product (7.6). �

These α, β, γ and δ generate an associative algebra A, which is a subalgebra of the linear dual
of Uq(sl(2,C)). Using the duality relations (7.2), we can define a comultiplication, counit and
antipode for A, turning it into a Hopf algebra. The duality at this point is not perfect. This
can be fixed by adding relations to A. Then this algebra becomes exactly22 Aq(SL(2,C)) from
example 5.

22Actually that is how Aq(SL(2,C)) is normally introduced. To improve the understanding of (Hopf) Algebras,

I introduced Aq(SL(2,C)) in a simpler way in this thesis.
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Theorem 7.4. Let A be the associative algebra generated by the linear functionals α, β, γ and δ
on Uq(sl(2,C)). Then the duality relations (7.2) can be used to turn A into a Hopf algebra. The
comultiplication, counit and antipode are given by

∆

(
α β
γ δ

)
=

(
α⊗ α+ β ⊗ γ α⊗ β + β ⊗ δ
γ ⊗ α+ δ ⊗ γ γ ⊗ β + δ ⊗ δ

)
, (7.7)

ε

(
α β
γ δ

)
=

(
1 0
0 1

)
, S

(
α β
γ δ

)
=

(
δ −q−1β
−qγ α

)
. (7.8)

Moreover, the same relations as in Aq(SL(2,C)) hold for A, i.e.

αβ = qβα, αγ = qγα, βδ = qδβ, , γδ = qδγ,

βγ = γβ, αδ − qβγ = 1 = δα− q−1βγ
. (7.9)

Proof. We will use the duality relations (7.2) to define a comultiplication, counit and antipode on
A. For the comultiplication, observe that〈

X ⊗ Y,
(

∆(α) ∆(β)
∆(γ) ∆(δ)

)〉
=

(
α(XY ) β(XY )
γ(XY ) δ(XY )

)
= t

1
2 (XY ) = t

1
2 (X)t

1
2 (Y )

=

(
α(X)α(Y ) + β(X)γ(Y ) α(X)β(Y ) + β(X)δ(Y )
γ(X)α(Y ) + δ(X)γ(Y ) γ(X)β(Y ) + δ(X)δ(Y )

)
=

〈
X ⊗ Y,

(
α⊗ α+ β ⊗ γ α⊗ β + β ⊗ δ
γ ⊗ α+ δ ⊗ γ γ ⊗ β + δ ⊗ δ

)〉
.

Taking k = m = n = 0 in (7.5) gives

ε

(
α β
γ δ

)
=

(
α(1) β(1)
γ(1) δ(1)

)
=

(
1 0
0 1

)
.

Via (1.3) and the fact that S is antimultiplicative we have

S(KkFmEn) = (−q)m−nEnFmK−k.
Using this we can derive the action of S by〈

KkFmEn, S(α)
〉

= (−q)m−nα(EnFmK−k) = (δm0δn0 + δm1δn1)q−
k
2 =

〈
KkFmEn, δ

〉
,

by a similar calculation as in the proof of proposition 7.3. In the same way one can find S(β) =
−q−1β, S(γ) = −qγ and S(δ) = α, proving (7.7) and (7.8).
Then, let us show the relations (7.9) hold in A. Using the definition of the antipode (2.3), we find

m ◦ (I ⊗ S)∆

(
α β
γ δ

)
= η ◦ ε

(
α β
γ δ

)
=⇒

(
αS(α) + βS(γ) αS(β) + βS(δ)
γS(α) + δS(γ) γS(β) + δS(δ)

)
=

(
1 0
0 1

)
=⇒

(
α β
γ δ

)(
δ −q−1β
−qγ α

)
=

(
1 0
0 1

)
,

and similarly

m ◦ (S ⊗ I)∆

(
α β
γ δ

)
= η ◦ ε

(
α β
γ δ

)
=⇒

(
δ −q−1β
−qγ α

)(
α β
γ δ

)
=

(
1 0
0 1

)
.

Which lead to the relations (7.9). �

Next, we will show that the relations (7.9) are in fact the only relations for A. In particular, A
is exactly Aq(SL(2,C)). We first need a lemma which gives a basis for Aq(SL(2,C)). A proof can
be found in [10].

Lemma 7.5. For the Hopf algebra Aq(SL(2,C)) defined in example 5, we have a linear basis given
by δLγMβN , αLγMβN , where L,M,N ∈ Z+.
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Remark 7.6. Note that this lemma implies that any η ∈ A is a linear combination of δLγMβN and
αLγMβN , L,M,N ∈ Z+. At this point we only don’t know if this can be done uniquely. That is,
we don’t know yet if these elements are also linearly independent in A.

Theorem 7.7. The duality between A and Uq(sl(2,C)) is perfect. In particular, A is isomorphic
to Aq(SL(2,C)).

Proof. That the duality defined here is doubly non-degenerate requires quite some work. One
has to explicitly calculate the duality between the basis elements of Uq(sl(2,C)) and the elements
δLγMβN and αLγMβN , L,M,N ∈ Z+, in A. After quite some computations (see e.g. [10]), we
obtain〈
KkFmEn, αLβMγN

〉
= δMmδNnC

−L,M,N
k,m,n , (7.10)

〈
KkFmEn, δLβMγN

〉
=

 q(m−M)2

[
L

m−M

]
q2

CL,M,N
k,m,n , if 0 ≤ m−M = n−N ≤ L,

0 otherwise,

(7.11)

where

CL,M,N
k,m,n = qk(L+MN )/2q−L(m+n)/2q−n(n−1)/2 (q2; q2)n(q2; q2)m

(1− q2)m+n
.

Now use this to prove

0 =
∑

L,L′,M,N

〈
X, cLMNα

LβMγN + c′L′MNδ
L′βMγN

〉
for all X ∈ Uq(sl(2,C))

=⇒ cLMN = 0 = c′L′MN for all L,L′,M,N,

(7.12)

and

0 =
∑
k,m,n

ckmn
〈
KLFMEn, η

〉
for all η ∈ A =⇒ ckmn = 0 for all l,m, n. (7.13)

Then (7.12) will prove that the basis elements for Aq(SL(2,C)) are also linearly independent in
A. Therefore, the relations (7.9) are indeed the only relations in A. That the duality between A
and Uq(sl(2,C)) is doubly non-degenerate then follows from (7.13). �

Recall that the linear functionals α, β, γ and δ on Uq(sl(2,C)) can also be interpreted as the four
matrix elements of a quantum analogue of SL(2,C). In the classical setting (see subsection 3.2),
the matrix elements πlmn are polynomials with entries in SL(2,C) and they span Pol(SL(2,C)).
Something similar happens in the quantum setting. However since we do not have direct acces
to a quantum version of SL(2,C) or its representation, we have to work again with the duality
between Uq(sl(2,C)) and Aq(SL(2,C)). First, we need the Clebsch-Gordan decomposition and the
notion of a tensor product representation. Let s en t be representations of Uq(sl(2,C)) on V and
W respectively. Then we define the tensor product representation t⊗ s on V ⊗W by

(s⊗ t)(X)(v ⊗ w) = (s⊗ t)∆(X)(v ⊗ w), v ∈ V, w ∈W, X ∈ Uq(sl(2,C)).

The Clebsch-Gordan decomposition will tell us that tl1 ⊗ tl2 is reducible and can be written as a
direct sum over the irreducible representations tl.

Lemma 7.8 (Clebsch-Gordan decomposition). Let l1, l2 ∈ 1
2Z+, then

tl1 ⊗ tl2 ∼=
l1+l2⊕

l=|l1−l2|

tl.
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Or equivalently, there exists a bijective linear mapping C : Cl1 ⊗ Cl2 →
⊕l1+l2

l=|l1−l2| C
l such that

C ◦ (tl1 ⊗ tl2)(X) =


tl0 0 · · · 0

0 tl0+1 . . .
...

...
. . .

. . . 0
0 · · · 0 tl1+l2

 (X) ◦ C,

where X ∈ Uq(sl(2,C)) and l0 = |l1 − l2|.

Proof. Although the Clebsch-Gordan decomposition is not concerned with ∗-structures, we will
use that tl1⊗ tl2 is a (2l1 +1)(2l2 +1)-dimensional unitary representation of Uq(su(2)) on V , hence
completely reducible. Since

(tl1 ⊗ tl2)(K)(en ⊗ em) = tl1(K)en ⊗ tl2(K)em = q−n−men ⊗ em,

the spectrum of K is contained in q
1
2Z. Since such N -dimensional representations of Uq(su(2)) are

unique by theorem 4.12, we have

tl1 ⊗ tl2 ∼=
l1+l2⊕
l=k

mlt
l,

for certain multiplicities ml. Do determine those, let us count the eigenvalues for K for the
eigenvectors ek1 ⊗ ek2 . The eigenvalue q−l1−l2 only happens once, for el1 ⊗ el2 , which gives
ml1+l2 = 1. The eigenvalue q−l1−l2+1 appears two times, which implies ml1+l2−1 = 1 since one
was already used for tl1+l2 . Continuing this way, we get ml = 1 for every l. The condition for k
follows from requiring equal dimensions. That is, we need

(2l1 + 1)(2l2 + 1) =

l1+l2∑
l=k

2k + 1 =
1

2
(2l1 + 1 + 2l2 + 2k + 1)(l1 + l2 + 1− k).

Without loss of generality, suppose that l1 ≥ l2. Taking k = |l1 − l2| = l1 − l2, gives

l1+l2∑
l=k

2k + 1 = (2l1 + 1)(2l2 + 1),

as desired. �

We can now derive the following.

Theorem 7.9. Define the matrix elements tlmn : Uq(sl(2,C))→ C w.r.t. the basis {en}ln=−l given
in theorem 4.12, by

tlmn(X) := (tl(X))m,n =
〈
tl(X)en, em

〉
, X ∈ Uq(sl(2,C)).

We define t000 = 1 to be the unit of Aq(SL(2,C)). Then Aq(SL(2,C)) has a linear basis formed by
the matrix elements tlmn, where l ∈ 1

2Z+ and n,m ∈ 1
2Z such that − l ≤ n,m ≤ l.

Sketch of proof. We need to show that any basis element of Aq(SL(2,C)) given in lemma 7.5 can

be written in terms of tlmn. Since α, β, γ and δ are just t
1/2
mn for m,n ∈ {− 1

2 ,
1
2} and tl1ijt

l2
mn =

(tl1 ⊗ tl2)im;jn we can use the Clebsch-Gordan decomposition to show that any basis element
δLγMβN or αLγMβN can be written as a linear combination of suitable tlmn. Similarly, working
the other way around shows that any tlmn can be written in terms of the generators α, β, γ and
δ. To show that the tlmn are linearly independent, we use the explicit formula for a specific linear
functional h : Aq(SL(2,C))→ C, the Haar functional, on Aq(SL(2,C)) given in (10.2)23. Suppose∑
m,n,l cmnlt

l
mn = 0. Multiplying by S(tl

′

ij) and applying the Haar functional gives

0 =
∑
m,n,l

cmnlh(S(tl
′

ij)t
l
mn) = cijl′q

2(l′−j) 1− q2

1− q4l′+2
.

23The result of this Haar functional does not use that tlmn is a basis for Aq(SL(2,C)), therefore we do not need

to worry about circular arguments here.
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Since q2(l′−j) 1−q2
1−q4l′+2 6= 0, we must have cijl′ = 0. We can do this for every i, j, l′, thus we have

cmnl = 0 for all m,n and l. �

Using a more classical approach, see e.g. [12, (5.5)], we can express the matrix elements tlmn as
polynomials of the generators α, β, γ and δ.

tlmn =

[
2l

l − n

] 1
2

q−2

[
2l

l −m

]− 1
2

q−2

min(l−n,l+m∑
i=max(0,m−n)

q(l−n−i)(n−m+2i)q−i(n−m+i)

×
[
l − n
i

]
q−2

[
l + n

l +m− i

]
q−2

βiγn−m+iαl−n−iδl+m−i.

(7.14)

Taking the limit of q → 1 gives the classical matrix elements πlmn, which are Jacobi polynomials.
Koornwinder [12] showed that tlmn are little q-Jacobi polynomials, a quantum analogue of the
Jacobi polynomials.

For fixed l, we are often interested in

Al
q := span{tlmn : −l ≤ m,n ≤ l}. (7.15)

Furthermore, we can explicitly compute the coproduct of tlmn.

Proposition 7.10. We have

∆(tlmn) =

l∑
k=−l

tlmk ⊗ tlkn. (7.16)

Proof. For X ∈ Uq(sl(2,C)), tlmn(X) is the matrix entry (m,n) of tl(X), i.e. the matrix entry in
the m-th row and n-th column. If we use

tl(XY ) = tl(X)tl(Y ), X, Y ∈ Uq(sl(2,C)),

and the duality relations (7.2), we find〈
X ⊗ Y,∆(tlmn)

〉
=
〈
XY, tlmn

〉
=
〈
tl(XY )en, em

〉
=
〈
tl(X)tl(Y )en, em

〉
.

Therefore,
〈
X ⊗ Y,∆(tlmn

〉
is the matrix entry (m,n) of the the matrix tl(X)tl(Y ), which is by

matrix multiplication equal to the standard inner product of the m-th row of tl(X) and n-th
column of tl(Y ). That is,〈
X ⊗ Y,∆(tlmn

〉
=

l∑
k=−l

(tl(X))m,k(tl(Y ))k,n =

l∑
k=−l

〈
X, tlmk

〉 〈
Y, tlkn

〉
=

l∑
k=−l

〈
X ⊗ Y, tlmk ⊗ tlkn

〉
.

Hence,

∆(tlmn) =

l∑
k=−l

tlmk ⊗ tlkn. �

Remark 7.11. Notice that we can interpret the coproduct ∆(tlmn) here as the opposite of matrix
multiplication. This can be used to define a so-called matrix corepresentation of Aq(SL(2,C)).
Via this way Koorwinder [12] showed that tlmn are little-q-Jacobi polynomials in α, β, γ and δ.

7.2. Aq(SU(2)): Aq(SL(2,C)) as a Hopf ∗-algebra. Via definition 7.2, we can carry over the ∗
structure of Uq(su(2)) to Aq(SL(2,C)). We will do this for the generators α, β, γ, δ of Aq(SL(2,C)),
then we extend ∗ as an anti-homomorphism24 to the whole of Aq(SL(2,C)). This again requires
the explicit expressions for the duality between basis elements of Uq(sl(2,C)) and Aq(SL(2,C)) we
used in the proof of theorem 7.7. We can then find the following.

Theorem 7.12. There exist three inequivalent ∗-structures on Aq(SL(2,C)) corresponding to the
∗-structures of Uq(sl(2,C)). They are given by

24That is, (αβ)∗ = β∗α∗.
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(i) |q| = 1, α∗ = α, β∗ = q−1β, γ∗ = qγ, δ∗ = δ, named Aq(SL(2,R)),
(ii) −1 < q < 1, α∗ = δ, β∗ = −qγ, γ∗ = −q−1β, δ∗ = α, named Aq(SU(2)),

(iii) −1 < q < 1, α∗ = δ, β∗ = qγ, γ∗ = q−1β, δ∗ = α, named Aq(SU(1, 1)).

Proof. By definition 7.2, a real form of Uq(sl(2,C)) can be used to define a ∗-structure on
Aq(SL(2,C)). We will show how to do this for Aq(SU(2)) and α∗ = δ; other generators and
real forms of Aq(SL(2,C)) can be done similarly. We will prove that α∗ = δ on the PBW basis
elements of Uq(sl(2,C)) given in lemma 4.4. Via definition 7.2, the action of S on Uq(sl(2,C))
given in (2.9), and the anti-multiplicativity of S and ∗, we get〈

α∗,KkFmEn
〉

= 〈α, S(KkFmEn)∗〉 = (−q)m−n〈α, ((K−1)∗)k(F ∗)m(E∗)n)〉

= (−q)m−n〈α,K−kEmFn〉.

Using (2.9) again, as well as the duality relation for S in (7.2), above expression is equal to

(−q)2m−2n〈α, S(FnEmKk)〉 = q2(m−n)〈S(α), FnEmKk〉 = q2(m−n)〈S(α),KkFnEm〉,

where we used the commutation relations for Uq(sl(2,C)) in the last equality. Then, since S(α) = δ,
we obtain 〈

α∗,KkFmEn
〉

= q2(m−n)〈δ,KkFnEm〉.
Using the explicit formula for

〈
δ,KkFnEm

〉
given in (7.10) and (7.11), we see that above expression

is non-zero only if 0 ≤ m = n ≤ 1 and〈
α∗,KkFmEn

〉
= δmnq

2mC1,0,0
k,m,n =

〈
δ,KkFmEn

〉
,

where we used that CL,M,N
k,m,n is real. In the same way, one can obtain the action of ∗ on the other

generators β, γ, δ. �

Since we focus on Uq(su(2)), we will look at the corresponding real formAq(SU(2)) ofAq(SL(2,C)).
We can completely classify the irreducible ∗-representations of Aq(SU(2)), including the infinite
dimensional ones. Note that we can write any η ∈ Aq(SU(2)) in terms of α, α∗, γ, γ∗ since
δ∗ = α and β = −qγ∗. Therefore, a ∗-representation π is determined by π(a) and π(γ).

Theorem 7.13. There are two families of irreducible inequivalent ∗-representations of Aq(SU(2)),
both depending on θ ∈ [0, 2π).

(i) The one-dimensional representation πθ, defined by πθ(α) = eiθ and πθ(γ) = 0.
(ii) The infinite-dimensional representation π∞θ acting on the Hilbert space l2(Z+) with or-

thonormal basis (en)∞n=0. This representation is defined by

π∞θ (α)en =
√

1− q2nen−1, π∞θ (γ)en = eiθqnen, (7.17)

with the convention e−1 = 0.

Proof. It is easy to check that the representations given are indeed ∗-representations of Aq(SU(2)).
To prove that these are the only ones, suppose that π is an irreducible ∗-representation of
Aq(SU(2)) on V . Let us look at v ∈ ker(π(γ)). From the commutation relations (7.9), we
obtain

π(γ)π(α)v = q−1π(α)π(γ)v = 0.

Similarly, we find that π(β)v, π(δ)v ∈ ker(π(γ)). Therefore, ker(π(γ)) is an invariant subspace.
By the irreducibility of π, we have ker(π(γ)) = V or ker(π(γ)) = {0}.

In the first case, we have π(γ) = 0. Since −qγ∗ = β and π is a ∗-representation, we must have
π(β) = −qπ(γ)∗ = 0 as well. Using the commutation relations (7.9) again, we get π(α)π(δ) =
id = π(δ)π(α). Since irreducible representations of commutative algebras are one-dimensional25,
we get π(α) = λ and π(δ) = λ−1 for λ ∈ C\{0}. From α∗ = δ we get λ = eiθ for θ ∈ [0, 2π).

The case ker(π(γ)) = {0} is more complex. Using the spectral theorem for the normal operator

25This follows from Schur’s lemma: since π(α) is an intertwiner it must be equal to λid for a λ ∈ C.
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π(γ), we can deduce26 that its spectrum is of the form λqn for n ∈ Z+ and λ ∈ C. It has
corresponding eigenvectors en. From αγ = qγα we get

qπ(γ)π(α)en = π(α)π(γ)vn = λqnπ(α)vn.

Therefore, π(α)en is an eigenvector of π(γ) corresponding to the eigenvalue λqn−1, hence π(α)en =
µnen−1, for some µn ∈ C. Similarly, we can find π(δ)en = κnen+1 and π(β)en = ρnen for some
κn, ρn ∈ C. Now suppose that {en}n∈Z+ does not span V . Then we have an orthogonal direct
sum decomposition of V , given by

V = W ⊕ span{en}n∈Z+
,

for some subspace W ⊂ V . However, this contradicts the irreducibility of π since W is an invariant
subspace of π. Indeed, due to the ∗-structure of Aq(SU(2)) we have for w ∈W ,

〈en, π(γ)w〉V = 〈π(γ∗)en, w〉V = −q−1ρn 〈en, w〉 = 0,

hence π(γ)w ∈W . Similarly, we can obtain that π(α)w, π(β)w, π(δ)w ∈W . Thus {en}n∈Z+
spans

V . Using the ∗-structure of Aq(SU(2)), we get

ρn = 〈π(β)en, en〉V = 〈en, π(γ∗)en〉V = −qn+1λ.

In the same way we can find κn = µn+1. Then, the last commutation relation of (7.9) gives

|µn|2en + |λ|2q2nen = en,

for n ≥ 1. For n = 0, we have
|λ|2e0 = e0.

This implies λ = eiθ for some θ ∈ [0, 2π) and |µn| =
√

1− q2n. Therefore, π is equivalent to the
representation given in (7.17). �

Remark 7.14. To assist the reader in further calculations, we will also explicitly write down

π∞θ (β)en = −e−iθqn+1en, π∞θ (δ)en =
√

1− q2n+2en+1.

Later on, we will need an explicit expression for πθ(t
l
mn).

Proposition 7.15. We have
πθ(t

l
mn) = δmne

−2inθ.

Proof. Applying πθ to the explicit expression (7.14) gives a non-zero outcome only if there are no
β and γ terms. This gives i = 0 and n−m+ i = 0, which implies n = m and (7.14) simplifies to

αl−nδl+n.

Since δ = α∗, we get

πθ(t
l
mn) = δmnπθ(α)l−nπ(α∗)l+n = δmne

(l−n)iθe−(l+n)iθ = δmne
−2inθ. �

26The interested reader can find the proof at [11] or [15].
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8. Spherical elements

8.1. Classical motivation. Spherical elements in the classical sense are functions f : G→ C on
a group G that are bi-K-invariant. That is, they are left-invariant and right-invariant with respect
to a subgroup K of G. That is,

f(kg) = f(g) = f(gk), for all k ∈ K and g ∈ G. (8.1)

For example, let G = C\{0} be the group where the group action is multiplication. Then the group
K = {eφi, φ ∈ [0, 2π)} is a subgroup of G. Multiplication with an element eφi is a rotation in the
complex plane over an angle φ. Therefore, functions like ’f : g → |g|2’ that only depend on the
absolute value of an element g ∈ G are bi-K-invariant. Since our group G is commutative, a left-
invariant function is automatically right-invariant, this need not be the case for non-commutative
groups such as SL(2,C).

Matrix elements πlmn from a representation of a group G are functions on the group. That is,
πmn : G → C. Let us show an example of spherical elements in the SU(2) case. Let us take the
subgroup K defined by

K =

{
kt =

(
eit 0
0 e−it

)
, t ∈ R

}
.

We take the unitary representation πl from (3.1) and the matrix elements

πlmn(g) =
〈
πl(g)ψln, ψ

l
m

〉
,

where g ∈ SU(2) and ψln is the basis defined in (3.2). Since

πl(kt)ψ
l
0(x, y) =

[
2l

l − n

] 1
2

(eitx)l(e−ity)l = ψl0(x, y) for all t ∈ R,

πl00 is a spherical element. Indeed, it is bi-K-invariant since for t, s ∈ R we have

πl00(ktgks) =
〈
πl(ktgks)ψ

l
0, ψ

l
0

〉
=
〈
πl(g)πl(ks)ψ

l
0, π

l(k−t)ψ
l
0

〉
=
〈
πl(g)ψl0, )ψ

l
0

〉
,

where we used that πl(kt)
∗ = πl(k−t) because πl is unitary and k−1

t = k−t. One can show (e.g.
[16]) that πl00 are Legendre polynomials of degree l. It is of high significance that in the SU(2)
setting all one-parameter subgroups are conjugate, so that the choice of subgroup does not mat-
ter. Moreover, the Legendre polynomials have no parameters we can choose. This will be different
in the quantum setting, where the choice of subgroup does matter. This will lead to two extra
parameters. Consequently, we will find more general orthogonal polynomials.

One problem in the quantum setting is that we do not have access to the analogue of a group, only
to the polynomials on the group. Therefore, we need another way of defining spherical elements.
We will use the duality between sl(2,C) and Pol(SL(2,C)). Observe that for X ∈ sl(2,C), the
group K = exp(tX) is a subgroup of SL(2,C). For example, the subgroup

K =

{
kt =

(
eit 0
0 e−it

)
, t ∈ R

}
from before is generated by (

i 0
0 −i

)
∈ sl(2,C).

Using (8.1), we get that a function f ∈ Pol(SL(2,C)) on the group SL(2,C), is bi-invariant w.r.t.
K = exp(tX) if for all g ∈ SL(2,C) we have

f(g exp(tX)) = f(g) = f(exp(tX)g) ⇐⇒ d

dt
f(g exp(tX)) = 0 =

d

dt
f(exp(tX)g).

Here, ” =⇒ ” follows by using the definition for the derivative. To see ” ⇐= ”, use that
d
dtf(g exp(tX)) = 0 implies f(g(exp(tX)) = C, for some constant C ∈ C. Then take t = 0.
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We will show that we only need the derivative at t = 0 to be 0. If we use exp((t + s)X) =
exp(tX) exp(sX) and then do the substitution u = t− s, we get

0 =
d

dt

∣∣∣
t=s

f(g exp(tX))

=
d

du

∣∣∣
u=0

f(g exp(sX) exp(uX)).

Since g exp(sX) ∈ SL(2,C), we have that a function is left-invariant if and only if

d

dt

∣∣∣
t=s

f(g exp(tX)) = 0 for all g ∈ G and s ∈ R ⇐⇒ d

dt

∣∣∣
t=0

f(g exp(tX)) = 0 for all g ∈ G,

and similarly for the right-invariance. Recall that ∆(f)(g, h) = f(gh) for g, h ∈ G, thus

d

dt

∣∣∣
t=0

f(g exp(tX)) =
d

dt

∣∣∣
t=0

∆(f)(g, exp(tX)).

Therefore, using duality from (3.3), we can write bi-K-invariance in the language of Hopf algebra
as

(idA ⊗ 〈X, ·〉) ◦∆(f)(g) = 0 = (〈X, ·〉 ⊗ 1A) ◦∆(f)(g), (8.2)

where idA is the identity on A = Pol(SL(2,C)). This can be seen as an action of X on f that is
0. Recall that a left action of an algebra A on another algebra B is a linear mapping A×B → B,
(a, b)→ a.b, such that for all a, a′ ∈ A and b ∈ B we have

a.(a′.b) = (aa′).b and 1A.b = b.

Similarly, we can define b.a as the right action of a on b. Thus via (8.2), the language of Hopf
algebras can be used to define a left and right action of X ∈ sl(2,C) on f ∈ Pol(SL(2,C)). We
write

X.f = (idA ⊗ 〈X, ·〉) ◦∆(f) and f.X = (〈X, ·〉 ⊗ idA) ◦∆(f). (8.3)

We can extend this to U(sl(2,C)) by defining for the left action

(XY ).f = X.(Y.f),

and similarly for the right action

f.(XY ) = (f.X).Y.

In summary, f is a bi-invariant function for K = exp(tX) if and only if X.f = 0 = f.X.

8.2. Actions of Hopf Algebras in Duality and Spherical elements. In the previous sub-
section we showed that we can define spherical elements via the language of Hopf algebras:
X.f = 0 = f.X. We will do this for general Hopf algebras in duality and show this is well
defined. Let A and U be Hopf algebras in duality. First we show how the action from U on A is
done. Then we can define what spherical elements are. We will use (8.3) to define a left and right
action from U on A.

Proposition 8.1. Let A and U be Hopf algebras in duality, then we can define a left and right
action from u ∈ U on a ∈ A by

u.a = (idA ⊗ 〈u, ·〉) ◦∆(a), a.u = (〈u, ·〉 ⊗ idA) ◦∆(a).

Proof. Linearity is clear. We will show that v.(u.a) = (vu).u for v, u ∈ U and a ∈ A. Indeed, (2.1)
shows that

v.(u.a) = (idA ⊗ 〈v, ·〉 ⊗ idA) ◦ (∆⊗ 〈u, ·〉) ◦∆(a)

= (idA ⊗ 〈v, ·〉 ⊗ 〈u, ·〉) ◦ (∆⊗ idA) ◦∆(a)

= (idA ⊗ 〈v ⊗ u, ·〉) ◦ (idA ⊗∆) ◦∆(a)

= (idA ⊗ 〈vu, ·〉) ◦∆(a) = (vu).a,

where we used that by the first line of (7.2) we have 〈v ⊗ u, ·〉 ◦∆ = 〈uv, ·〉. Similarly, we have for
the right action that (a.u).v = a.(uv). �



49

Remark 8.2. The definition of on action might not seem very intuitive at first sight. However, do
not get confused by the abstract notation. There are several ways to look at this action. Often,
the context of the element u.a ∈ A will be in the duality with v ∈ U . Writing this out gives

〈v, u.a〉 =
∑
(a)

〈
v, a(1)

〉 〈
u, a(2)

〉
= 〈vu, a〉 . (8.4)

and similarly

〈v, a.u〉 = 〈uv, a〉 . (8.5)

We can also look at u.a just as an element in A. Then we take the coproduct of a and apply the
right side of the tensor ’a(2)’ to u. Thus we just have an element in A given by

u.a =
∑
(a)

〈
u, a(2)

〉
a(1).

Now we are ready to define spherical elements.

Definition 8.3. Let A and U be Hopf algebras in duality. Then a ∈ A is called a spherical element
with respect to u ∈ U if u.a = 0 = a.u, where U acts on A.
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9. Generalised matrix elements

In the previous section we defined spherical elements using that X ∈ sl(2,C) generates a
subgroup of SL(2,C). Recall that the twisted primitive elements in Uq(sl(2,C)) are the analogues
of X ∈ sl(2,C) in the classical universal enveloping algebra U(sl(2,C)). Therefore, we will find
the spherical elements in Aq(SL(2,C)) with respect to the twisted primitive elements. We can
do this explicitly for the ones that are self-adjoint: Xσ and Xτ . We will do this via the explicit
eigenvalues and eigenvectors of XσK from theorem 6.1 and remark 6.2.

9.1. Generalised matrix elements and (τ, σ)-spherical elements. We want to find spherical
elements in η ∈ Aq(SL(2,C)) with respect to the twisted primitive elements in X ∈ Uq(sl(2,C)),
i.e.

X.η = 0 = η.X

conform definition 8.3. Here, X acts on the left, respectively right, on η. This poses the question
how to approach this. First of all, observe that all constants in Aq(SU(2)) are spherical elements
with respect to the twisted primitive elements X ∈ Uq(sl(2,C)). Indeed, for 1 ∈ Aq(SL(2,C)) and
Y ∈ Uq(sl(2,C)) we have by (4.2) and (8.4),

〈Y,X.1〉 = 〈Y X, 1〉 = ε(Y )ε(X) = 0,

since X is twisted primitive. In the same way we find 1.X = 0. To find other spherical elements,
let us look at the twisted primitive element K −K−1 ∈ Uq(sl(2,C)) as an example. We can now
see the usefulness of (8.4) again. We obtain〈

X, (K −K−1).tlij
〉

=
〈
X(K −K−1), tlij

〉
=
〈
tl(X(K −K−1))ej , ei

〉
=
〈
tl(X)tl(K −K−1)ej , ei

〉
= (q−j − qj)

〈
X, tlij

〉
,

where we used theorem 4.12 in the last step. Therefore,

(K −K−1).tij = (q−j − qj)tij .
Similarly, by using (8.5) we get

tij .(K −K−1) = (q−i − qi)tij .
Thus tij is a spherical element with respect to K −K−1 if i = 0 = j. Since the matrix elements
tlij form a linear basis for Aq(SL(2,C)), all spherical elements with respect to K −K−1 are tl00,

l ∈ Z+, where t000 = 1 ∈ Aq(SL(2,C)). We want to find more general spherical elements. For what
follows after, we will need the ∗-structure of Uq(su(2)) and Aq(SU(2)). Let us focus on the often
used self-adjoint twisted primitive element

Xσ = Xσ,π/2 = iq
1
2E − iq− 1

2F − qσ − q−σ

q − q−1
(K −K−1), σ ∈ R,

from remark 6.2. Then we define the following.

Definition 9.1. η ∈ Aq(SU(2)) is a (τ, σ)-spherical element if

Xσ.η = 0 and η.Xτ = 0.

We found the spherical elements with respect to K −K−1 by using its eigenvectors and eigen-
values. In particular, we needed its null space. Because tij are eigenvectors of K −K−1, but not
of E and F we define generalised matrix elements by using the eigenvectors of XσK we found in
theorem 6.1.

Definition 9.2. Define the generalised matrix elements blij(τ, σ) ∈ Aq(SU(2)) by

blij(τ, σ) = K.alij(τ, σ),

where
alij(τ, σ)(X) =

〈
tl(X)vl,i(τ), vl,j(σ)

〉
,
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and
vl,j(σ) := vll,j(σ, π/2)

are the eigenvectors from theorem 6.1.

The reader might wonder why we take blij(τ, σ) instead of just alij(τ, σ). This is because alij(τ, σ)

will give spherical elements with respect to XσK(τ, σ), and blij(τ, σ) with respect to Xσ. We have
the following proposition.

Proposition 9.3. Let blij(τ, σ) as defined above.

(i) We have

Xσ.b
l
ij(τ, σ) = λj(σ)K−1.blij(τ, σ) and blij(τ, σ).Xτ = λi(τ)blij(τ, σ).K−1,

where λj(σ) are the eigenvalues of XσK from theorem 6.1. In particular, bl00 are (τ, σ)-
spherical elements if l ∈ Z+.

(ii) Fix l ∈ 1
2Z+. Then blij(τ, σ) ∈ Al

q, where Al
q is defined in (7.15). Explicitly,

blij(τ, σ) =

l∑
n,m=−l

vl,jn (σ)vl,im (τ)q−ntlmn.

Proof. (i). This follows from (8.4),〈
Y,Xσ.b

l
ij(τ, σ)

〉
=
〈
Y XσK, a

l
ij(τ, σ)

〉
=
〈
tl(Y )tl(XσK)vl,j(σ), vl,i(τ)

〉
= λj(σ)

〈
tl(Y ), alij(τ, σ)

〉
= λj(σ)

〈
Y,K−1.blij(τ, σ)

〉
.

In the same way we obtain blij(τ, σ).Xτ = λi(τ)blij(τ, σ).K−1 with (8.5).

(ii) Using theorem 6.1 for the explicit expressions of vl,j(σ) and vl,i(τ), we get〈
X,K.alij(τ, σ)

〉
=
〈
tl(XK)vl,j(σ), vl,i(τ)

〉
=

l∑
n,m=−l

〈
tl(X)tl(K)vl,jn (σ)en, v

l,i
m (τ)em

〉
=

l∑
n,m=−l

vl,jn (σ)vl,im (τ)q−n
〈
tl(X)en, em

〉
. �

9.2. The ∗-subalgebra of (τ, σ)-spherical elements. In this subsection we will show that the
(τ, σ)-spherical elements form a ∗-subalgebra of Aq(SU(2)). Then we will proof that the (τ, σ)-
spherical elements bl00(τ, σ), l ∈ Z+ we found are in fact a linear basis for this subalgebra. Lastly,
we will show that this subalgebra is generated27 by one single (τ, σ)-spherical element called ρτ,σ.
This is the non-constant part of b100(τ, σ). We can then interpret this algebra of (τ, σ)-spherical
elements as polynomials in the ’variable’ ρτ,σ. In section 11 we will show that the generalised
matrix element blij(τ, σ) can be seen as an Askey-Wilson polynomial of degree l in the variable
ρτ,σ with two continuous parameters, σ and τ , and two discrete ones, i and j.

Let us first show that the algebra generated by the (τ, σ)-spherical elements is a ∗-subalgebra,
i.e. it is a subset of Aq(SU(2)) and it is a ∗-algebra on its own. This means that we have to
show that it is closed under multiplication and taking the ∗-operation. We have the following
proposition. This is a more general statement then we need right now, since we only use the case
λ = 0 = µ in this section. However, in section 11 we will use the full proposition.

Proposition 9.4. Let η ∈ Aq(SU(2)) be a (τ, σ)-spherical element.

(i) η∗ is a (τ, σ)-spherical element.
(ii) If ξ ∈ Aq(SU(2)) satisfies

Xσ.ξ = λK−1.ξ and ξ.Xτ = µξ.K−1, (9.1)

for λ, µ ∈ C, then ξη satisfies (9.1) for the same λ and µ. Furthermore, if λ, µ ∈ R then
ξ∗ξ is a (τ, σ)-spherical element as well.

27This means that all elements of this subsalgebra are of the form
∑l
n=0 an(ρτ,σ)n for some l ∈ Z+ and an ∈ C.
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Proof. (i) We will first show that for arbitrary Hopf ∗-algebras A and U in duality we have
u.a∗ = (S(X)∗, a)

∗
. Since the comultiplication is a ∗-homomorphism, we have

u.a∗ =
∑
(a)

〈
u, a∗(2)

〉
a∗(1).

Using definition 7.2 and the anti-linearity of ∗, this is equal to∑
(a)

〈
S(u)∗, a(2)

〉
a∗(1) = (S(u)∗, a)

∗
.

By a straightforward calculation, S(Xσ)∗ = −Xσ. Therefore,

Xσ.η
∗ = − (Xσ.η)

∗
= 0.

Similarly one can obtain η∗.Xτ = 0.
(ii) Using (7.2), we find

〈v, u.(ab)〉 =
∑

(a),(b),(v),(u)

〈
v(1), a(1)

〉 〈
v(2), b(1)

〉 〈
u(1), a(2)

〉 〈
u(2), b(2)

〉
=

〈
v,
∑
(u)

(
u(1).a

) (
u(2).b

)〉
.

Thus
u.ab =

∑
(u)

(
u(1).a

) (
u(2).b

)
.

Since Xσ is twisted primitive w.r.t K, this gives

Xσ.(ξη) = (K.ξ)(Xσ.η) + (Xσ.ξ)(K
−1.η) = λ(K−1.ξ)(K−1.η) = λK−1.(ξη),

where we used in the last step that K−1 is group-like. In the same way we can prove

(ξη).Xτ = µ(ξη).K−1.

Now, let λ, µ ∈ R. Then

Xσ.(ξ
∗ξ) = (K.ξ∗)(Xσ.ξ) + (Xσ.ξ

∗)(K−1.ξ) = λ(K−1.ξ)∗(K−1.ξ)− (Xσ.ξ)
∗(K−1.ξ)

= (λ− λ)(K−1.ξ)∗(K−1.ξ),

where we used just as in (i) that u.a∗ = (S(u)∗.a)∗. Above expression is 0 for real λ. Similarly we
obtain ξ∗ξ.Xτ = 0. �

Corollary 9.5. The (τ, σ)-spherical elements form a ∗-subalgebra of Aq(SL(2,C)).

Proof. Take λ = 0 = µ in the previous proposition. �

Now we will show that a linear basis for this subalgebra is given by the generalised matrix
elements bl00(τ, σ) with l ∈ Z+. We will again show something more general which we will need
later on.

Proposition 9.6. Fix l ∈ 1
2Z+ and let ξ ∈ Al

q\{0} satisfy (9.1). Then λ = λj(σ) and µ = λi(τ)

and ξ = cblij(τ, σ) for some c ∈ C, where λj(σ) is from theorem 6.1. In particular, the space of

(τ, σ)-spherical elements in Al
q is empty when l 6∈ Z+, and spanned by bl00(τ, σ) if l ∈ Z+.

Proof. We will first prove that

(Xσ − λK−1).ξ = 0 and ξ.(Xτ − µK−1) = 0,

implies that λ is an eigenvalue of tl(XσK) and µ of tl(XτK). Since tlmn form a linear basis for

Al
q, we have

ξ =

l∑
n,m=−l

cm,nt
l
mn, cm,n ∈ C.

Suppose that X.ξ = 0. Then, via propositions 7.10 and 8.1, we get

0 =

l∑
k=−l

l∑
n,m=−l

cm,n
〈
tl(X)en, ek

〉
tlmk.
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Since the tlmk are linearly independent, we need for all m, k,

0 =

l∑
n−l

cm,n
〈
tl(X)en, ek

〉
.

Therefore, we have for all m,

0 = tl(X)

(
l∑

n−l

cm,nen

)
.

Or in other words, v =
∑l
n−l cm,nen is in the null-space of tl(X) for all m. In the same way, we

can derive

ξ.X = 0 =⇒ tl(X∗)

(
l∑

m−l

cm,nem

)
= 0 for all n.

Therefore, (9.1) implies

tl
(
Xσ − λK−1

)( l∑
n−l

cm,nen

)
= 0 for all m =⇒ tl (XσK − λ)

(
l∑

n−l

cm,nq
nen

)
= 0 for all m,

tl
(
Xτ − µK−1)

)∗( l∑
n−l

cm,nem

)
= 0 for all n =⇒ tl (XτK − µ)

(
l∑

n−l

cm,nem

)
= 0 for all n,

where we used that K∗ = K and (XτK)∗ = XτK. From theorem 6.1 we obtain λ = λj(σ) and
µ = λi(τ). Moreover, from the fact that every λj(σ) has multiplicity one, we get

l∑
n−l

cm,nq
nen = cmv

l,j(σ) and

l∑
n−l

cm,nem = cnv
l,i(τ),

for constants cn, cm ∈ C. Combining this with the expression for vl,j(σ), we obtain

cm,n = c vl,jn (σ)vl,im (τ)q−n,

for some constant c ∈ C. Using proposition 9.3(ii), we get

l∑
n−l

cm,nt
l
mn = c blij(τ, σ).

Then, since λj(σ) = 0 only happens if l is a full integer, we get that there are no (τ, σ) spherical el-
ements in Aq(SL(2,C)) if l 6∈ Z+, and that the space of (τ, σ)-spherical elements is one-dimensional
and spanned by bl00(τ, σ) if l ∈ Z+. �

Let us now take a closer look at the spherical element b100(τ, σ). Using (6.3) and proposition
9.3 we can explicitly calculate this element in terms of the 9 matrix elements {t1mn}, where m,n ∈
{−1, 0, 1}. Using (7.14) we can express b100 in terms of the generators α, β, γ and δ of Aq(SU(2)).
That is, b100(τ, σ) can be seen as a polynomial in the four ’variables’ α, β, γ and δ. Explicitly, we
have that b100(τ, σ) is a constant multiple of

2ρτ,σ +
(q−σ − qσ)(q−τ − qτ )

q + q−1
,

where

ρτ,σ =
1

2
(α2 + δ2 + qγ2 + q−1β2 + i(q−σ − qσ)(qδγ + βα)− i(q−τ − qτ )(δβ + qγα)

+ (q−σ − qσ)(q−τ − qτ )βγ.
(9.2)

Since constants are spherical elements, ρτ,σ is a spherical element as well. The following theorem
shows that all spherical elements in Aq(SL(2,C)) are polynomials in ρτ,σ.

Theorem 9.7. The ∗-subalgebra of (τ, σ)-spherical elements in Aq(SU(2)) is generated by the
self-adjoint element ρτ,σ.
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Proof. Using the ∗-structure given in theorem 7.12(ii) together with the explicit expression for ρτ,σ
in (9.2) one can easily compute that ρ∗τ,σ = ρτ,σ. Next, observe that ρlτ,σ = (ρτ,σ)l is a spherical

element by proposition 9.4. We will show that every bl00(τ, σ) is a polynomial of degree l in ρτ,σ.
Since by proposition 9.6 the elements {bl00(τ, σ)}l∈Z+

form a basis for the spherical elements, this
would prove the statement.

The Clebsch-Gordan decomposition from lemma 7.8 gives that ρlτ,σ ∈
⊕l

k=0 Ak
q . Moreover, if

we apply the one-dimensional ∗-representation πθ/2 given in theorem 7.13(i) on ρτ,σ, (9.2) gives
us

πθ/2(ρτ,σ) =
1

2
(eiθ + e−iθ) = cos θ,

since all the terms with β and γ vanish. Therefore,

πθ/2(ρkτ,σ) = πθ/2(ρτ,σ)k = (cos θ)k.

Since {cos θ}k)lk=0 are linearly independent monomials28, {ρkτ,σ}lk=0 will be linearly independent in

Aq(SL(2,C)). Therefore, the space with basis {bk00}lk=0 is equal to the space with basis {ρkτ,σ}lk=0.

It now follows by induction that bl00(τ, σ) is a polynomial of degree l in ρlτ,σ. �

28That is,
∑l
k=0 ck(cos θ)k = 0 for θ ∈ [0, π] implies ck = 0 for all k.
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10. The Haar functional

Until now, we have obtained orthogonality via the inner product on a Hilbert space H. We
looked at representations on H of elements in Uq(su(2)) that are self-adjoint. We then used that
self-adjoint operators have a basis of orthogonal eigenvectors with respect to the inner produt of H.
However, this does not yield orthogonality relations for the matrix elements of a representation,
e.g. tlmn or blij(τ, σ). These matrix elements are elements of Aq(SU(2)), which are polynomials in
the generators α, β, γ and δ of Aq(SU(2)). Thus we need an ’inner product’ on Aq(SU(2)). For
this we will use the Haar functional. The orthogonality arising from this functional are called
Schur’s orthogonality relations. In this section we will introduce this functional, briefly sketch its
usefulness in the classical theory and then explicitly calculate what the Haar functional does on
the quantum group Aq(SU(2)), specifically on the subalgebra of (τ, σ)-spherical elements. Recall
that this subalgebra can be interpreted as polynomials in ρτ,σ. The main result of this section,
theorem 10.10, will be the key between the Askey-Wilson polynomials and the polynomials in ρτ,σ.

10.1. Introduction Haar functional. One important theorem in harmonic analysis is the exis-
tence of a left-invariant measure µ, unique up to a constant, on the open sets of certain29 locally
compact topological groups G. One can think of groups like (Rn,+) and GL(V ), where V is a
finite-dimensional linear space. This is called the left Haar measure and satisfies

µ(gS) = µ(S),

for all open sets S of G and all g ∈ G. Here, gS = {gs : s ∈ S}.

Example 10.1. Take G = (R,+); the group of real numbers with + as operation. Then the left
Haar measure is just the Lebesgue measure on R. For example, take g = 3 and S = (0, 4), then
gS = (3, 7) and

µ((0, 4)) = 4 = µ((3, 7)).

From the Haar measure, we can define a Haar integral on measurable functions f on G by∫
G

f(x) dµ(x)

Because of the left-invariance, we have∫
G

f(gx) dµ(x) =

∫
G

f(x) dµ(x)

for all g ∈ G. Taking again G = (R,+), we indeed have∫
R
f(g + x) dµ(x) =

∫
R
f(g) dµ(x).

Similarly, there exists a right Haar measure as well. In general they do not coincide, but on certain
groups they do. In commutative groups they trivially coincide. For example, the Lebesgue mea-
sure is left and right invariant on (R,+). However, commutative groups are certainly not the only
situation where this happens. For example, the left Haar measure on SU(2) is also right-invariant.

10.2. Classical motivation. The following is some well known classical theory, see for example
[6]. For30 G = SU(2), the Haar measure, denoted by dµ(g), exists and is unique op to a constant.
It satisfies ∫

G

p(hg) dµ(g) =

∫
G

p(g) dµ(g) =

∫
G

p(gh) dµ(g),

29Officially, we have to look at the Borel algebra of a locally compact Hausdorff topological group. This will

not play a role in this thesis.
30Or more general, for any compact Lie group G.
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For any polynomial p on G and all h ∈ G. For p1, p2 ∈ Pol (G), we can then define an inner
product 〈·, ·〉G by

〈p1, p2〉G =

∫
G

p1(g)p2(g) dµ(g).

Via Schur’s lemma, one can then show Schur’s orthogonality relations. Namely, matrix elements
of irreducible representations are orthogonal w.r.t. this inner product.

Theorem 10.2. Let π(1) and π(2) be irreducible inequivalent unitary representations of G = SU(2)

on finite-dimensional complex Hilbert spaces H1 and H2 respectively. Let (e
(1)
n ), n = 1, ..,dim(H1),

and (e
(2)
m ), m = 1, ...,dim(H2), denote orthonormal bases for H1 and H2. Define the matrix

elements π
(1)
mn and π

(2)
mn by

π(k)
mn(g) =

〈
π(k)(g)e(k)

n , e(k)
m

〉
, k = 1, 2 and g ∈ G.

Let k, k′ ∈ {1, 2}, then the following orthogonality relations hold,〈
π

(k)
ij , π

(k′)
mn

〉
G

=
1

dim(Hk)
δk,k′δimδjn.

For example, let πl be the (2l+ 1)-dimensional representation from (3.1). The matrix elements
πlmn w.r.t the basis given there are the product of Jacobi polynomials of degree l−n and complex
exponentials in m, i.e. Pl−n(x)emix, where Pk is a Jacobi polynomial of degree k and x is the
variable. Schur’s orthogonality relations for these matrix elements correspond to the orthogonality
of Jacobi polynomials and complex exponentials31.

10.3. The Haar functional on Aq(SU(2)). Our next step is to put the idea of the Haar measure
into the language of Hopf algebras. Let us take a look at at the Hopf algebra Pol(SL(2,C)). Let
dµ(g) be the Haar measure on SL(2,C). Then we have for p ∈ Pol(SL(2,C)),∫

G

p(g′g) dµ(g) =

∫
G

p(g) dµ(g), ∀g′ ∈ G.

If we define h(p) =
∫
G
p(g) dµ(g), then the above equation can be written as

(id⊗ h)∆(p)(g′) = h(p).

This follows from ∆(p)(g′g) = p(g′g). Similarly, right invariance can be written as

(h⊗ id)∆(p)(g′) = h(p).

We can use this to define a Haar functional on a Hopf algebra.

Definition 10.3. Let A be a Hopf algebra and assume that a linear functional h : A → C exist
that satisfies

(id⊗ h) ◦∆ = η ◦ h = (h⊗ id) ◦∆. (10.1)

Then h is a Haar functional, also called an invariant functional, on A. If it exists, we normalise
it by h(1A) = 1.

Remark 10.4. If only the first or second equation holds in (10.1), we say that h is a left, respectively
right, invariant functional.

Remark 10.5. If the Haar functional exists, it is unique up to a constant. The interest reader can
find a proof, using C∗-algebras, in Woronowicz’s influential article [17]. Dijkhuizen and Koorwinder
[4], later showed that C∗-algebra theory is not necessary for proving the uniqueness of the Haar
functional. However, proving this fundamental result will not be necessary for this thesis, since
we won’t need uniqueness.

We explicitly know the Haar functional on Aq(SL(2,C)).

31Orthogonality for complex exponentials is given by
∫ 2π
0 eimxe−inxdx = 2πδmn.
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Theorem 10.6. Define h : Aq(SL(2,C))→ C by h(1) = 1 and h(tlmn) = 0 for (l,m, n) 6= (0, 0, 0).
Then h is the Haar functional on Aq(SL(2,C)). Moreover, we have

h(S(tlmn)tkij) = δlkδmjδniq
2(l−n) 1− q2

1− q4l+2
. (10.2)

Proof. Let us first show this is well-defined. If t000 := 1 ∈ Aq(SL(2,C)) could be written as a linear
combination of tlmn, where (l,m, n) 6= (0, 0, 0), we would have a problem. Let us check this cannot
happen. Suppose that

t000 =
∑
m,n,l

cmnlt
l
mn.

Via the duality (7.2) we have 〈1, X〉 = ε(X). Therefore, we obtain

ε(X) =
∑
m,n,l

cmnl
〈
tl(X)eln, e

l
m

〉
, ∀X ∈ Uq(sl(2,C)).

In particular, this holds for all Kj , j ∈ Z. This gives

1 = ε(Kj) =
∑
m,n,l

cmnl
〈
tl(Kj)eln, e

l
m

〉
=
∑
m,n,l

cmnlq
−nj 〈eln, elm〉 ∀j ∈ Z.

Since q is not a root of unity,
〈
eln, e

l
m

〉
= δmn and this holds for all j ∈ Z, we must have cnnl = 0

for all n, l : n 6= 0. Repeating this process for KjEi and KjF k, i, k = 0, .., 2l, we can show that
cmnl = 0 for all m,n, l: (m,n) 6= (0, 0). Therefore,

ε(X) =
∑
l

c00l

〈
tl(X)el0, e

l
0

〉
.

However, if c00l 6= 0, then span{el0} is an invariant subspace for tl, contradicting the irreducibility
of tl. Indeed, suppose there exists a Y ∈ Uq(sl(2,C)), such that tl(Y )eL0 has a nonzero component
in elk, k > 0. We apply EkKjY for j ∈ Z and similarly as before we get c00l = 0. Thus h is
well-defined.
Next, we can use proposition 7.10 to show that

(id⊗ h) ◦∆(tlmn) =

l∑
k=−l

tlmkh(tlkn) = δl0t
0
00 = η ◦ h(tlmn).

Therefore, h is a left invariant functional. Similarly, we obtain that h is right invariant. Therefore,
h is the Haar functional on Aq(SL(2,C)).
Next, we will prove (10.2). Using that h is right invariant, the Hopf algebra relations (2.3), one
can show32,

k∑
j=−k

h
(
S(tlmn)tkij

)
tkjp =

l∑
j=−l

tlmjh
(
S(tljn)tkip

)
. (10.3)

Define the matrix
T

(n,i)
mj = h

(
S(tlmn)tkij

)
,

then (10.3) implies(
T (n,i)tk(X)

)
m,p

=
(
tl(X)T (n,i)

)
m,p

for all X ∈ Uq(sl(2,C)).

Invoking Schur’s Lemma now gives T (n,i) = 0 or T (n,i) is bijective. If T (n,i) is bijective, tl and tk

are equivalent, which can only happen if l = k. Therefore,

h
(
S(tlmn)tkij

)
= T

(n,i)
mj = 0 if l 6= k.

In the case l = k, (a corollary of) Schur’s lemma tells us that

T (n,i) = c(n,i)id,

32see e.g. [10]
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for some constants c(n,i) ∈ C. Which implies T
(n,i)
mj = δmjc

(n,i). Next, for a representation t on V ,
we define the contragradient representation tc by

〈tc(X)em, en〉 = 〈t(S(X))en, em〉 .
Note that we switched the m and n in the inner product. The reader should verify that this is
indeed a representation. Equivalently, we can rewrite above expression to tcnn = S(tmn). Looking
at tl, we see that the spectrum of K w.r.t the contragredient representation is also contained in
q

1
2Z. Therefore, the contragredient representation of tl is equivalent to tl. Hence S(tlmn) ∈ Al

q and

S(t000) = t000. This implies h(S(ξ)) = h(ξ), since any ξ ∈ Aq(SL(2,C)) can be written as a linear
combination of tlmn, where at least33 the factor in front of the t000 is unique. Consequently,

T
(n,i)
mj = h

(
S
(
S(tlmn)tkij

))
= h

(
S(tkij)S

2(tlmn)
)
. (10.4)

Now, S2 are the matrix coefficients of the double contragredient representation (tl)cc, and is
therefore equivalent to tl. Thus there exists a bijective linear mapping G such that

(tl)cc(X) = Gtl(X)G−1, for all X ∈ Uq(sl(2,C)). (10.5)

This implies

S2(tlmn) =

l∑
p,r=−l

Gmpt
l
pr(G

−1)rn.

Substituting this into (10.4) gives,

δklδmjc
(n,i) = T

(n,i)
mj =

l∑
p,r=−l

Gmph(S(tkij)t
l
pr)(G

−1)rn =

l∑
p,r=−l

δklδirGmpc
(j,p)(G−1)rn

= δkl(G
−1)in

l∑
p=−l

Gmpc
(j,p).

This means that c(n,i) = c(G−1)in for some constant c ∈ C. By the relation for the antipode (2.3)
and proposition 7.10, we get

l∑
m=−l

S(tlkmt
l
mr) = ε(tlkr) = δkr.

Applying h on both sides gives

1 =

l∑
m=−l

h
(
S(tlkmt

l
mk)

)
=

l∑
m=−l

T
(m,m)
kk =

l∑
m=−l

c(m,m).

Therefore,

c

l∑
m=−l

(G−1)mm = 1 =⇒ c−1 = tr
(
G−1

)
.

Combining everything so far, we have

h
(
S(tlmn)tkij

)
= δklδmj

(G−1)in
tr (G−1)

. (10.6)

Let us explicitly find such a bijective mapping G for which (10.5) holds. Since

S2(K) = K, S2(E) = q−2E, S2(F ) = q2F,

we see that G defined by Gen = q2nen is such a mapping. Indeed, we have

Gtl(E)G−1en = q−2nGtl(E)en = q−2n+2(n−1)tl(E)en = q−2tl(E)en

= tl(S2(E))en = (tl)cc(E)en,

33The others are unique as well, but at this point we do not know yet whether the tlmn are linearly independent
for l > 0.
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and similarly for the other generators of Uq(sl(2,C)). Finally, calculating (10.6) gives the desired
expression,

h
(
S(tlmn)tkij

)
= δklδmjδinq

−2n

 l∑
p=−l

q−2p

−1

= δklδmjδin
1− q2

q−2l − q2l+2

= δlkδmjδniq
2(l−n) 1− q2

1− q4l+2
. �

We will deduce Schur’s orthogonality relations from this, i.e. orthogonality of the matrix elements
tlmn w.r.t the Haar functional.

Proposition 10.7. Let h be the Haar functional on Aq(SU(2)). Then we have

h((tlmn)∗tkij) = δlkδmiδnjq
2(l−n) 1− q2

1− q4l+2
. (10.7)

In particular, h : Aq(SU(2)) → C is a positive functional, i.e. we have h(ξ∗ξ) > 0 for ξ ∈
Aq(SU(2))\{0}.

Proof. Using theorem 10.6 we have to show that S(tlnm) = (tlmn)∗. Note that the order of m and
n is changed. To avoid confusion let 〈·, ·〉H denote the inner product on the Hilbert space induced
by the orthonormal basis (en)ln−l in theorem 4.12 and 〈·, ·〉 denote the duality between the Hopf

∗-algebras Uq(su(2)) and Aq(SU(2)). Using definition 7.2 and the fact that tl is a ∗-representation
of Uq(su(2)), we obtain for all X ∈ Uq(su(2)),〈

(tlmn)∗, X
〉

= 〈tlmn, S(X)∗〉 =
〈
em, t

l (S(X)∗) en
〉
H

=
〈
tl (S(X)) em, en

〉
H

=
〈
tlnm, S(X)

〉
=
〈
S(tlmn), X

〉
,

where we used (7.2) in the last step. Next, let us show that h is a positive functional. Since the
matrix elements tlmn form a basis for Aq(SU(2)) and all tlmn satisfy Schur’s orthogonality relation
(10.7), we only have to show that

h((tlmn)∗tlmn) > 0.

This easily follows from (10.7) and the fact that q ∈ R. �

We will need another explicit expression for the Haar functional. This equation, involving the
trace, will be used to calculate the Haar functional on the subalgebra of (τ, σ)-spherical elements.
We first need the following lemma, which tells us what the Haar functional does on the basis
elements of Aq(SL(2,C)) given in theorem 7.7.

Lemma 10.8. We have h(δkγmβn) = 0 = h(αkγmβn) unless k = 0 and m = n. In that case, we
have

h(γnβn) = (−q)n 1− q2

1− q2n+2
.

Proof. Take a ∈ Aq(SL(2,C)) and X ∈ Uq(sl(2,C)). Using that h is right-invariant in combination
with proposition (8.1), we get

h(X.a) = (h⊗ 〈X, ·〉) ◦∆(a) = 〈X, ·〉 ◦ (h⊗ id) ◦∆(a) = 〈X, η(h(a))〉 = h(a) 〈X, 1〉
= h(a)ε(X). (10.8)

Similarly, we get h(a.X) = h(a)ε(X). Using (8.4), we get for X,Y ∈ Uq(sl(2,C)) and a, b ∈
Aq(SL(2,C)),

〈Y,X.(ab)〉 = 〈Y X, ab〉 = 〈∆(Y )∆(X), a⊗ b〉 =
∑
(X)

〈
Y, (X(1).a)(X(2).b)

〉
,

hence

X.(ab) =
∑
(X)

(X(1).a)(X(2).b). (10.9)
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Therefore, if X is group-like, we get

X.(ab) = (X.a)(X.b).

In the same way, we get that the right action is an algebra homomorphism,

(ab).X = (a.X)(b.X).

Let a = δkγmβn, then we obtain

X.(δkγmβn) = (X.δ)k(X.γ)m(X.β)n and (δkγmβn).X = (δ.X)k(γ.X)m(β.X)n. (10.10)

Let us calculate K.a and a.K for the generators β, γ and δ. Using (7.7) and (7.4), we get

〈Y,K.β〉 = 〈Y K, β〉 = 〈Y ⊗K, δ(β)〉 = 〈Y, α〉 〈K,β〉+ 〈Y, β〉 〈K, δ〉 = q−1/2 〈Y, β〉 ,

thus K.β = q−1/2β. Continuing this way, we obtain

K.

(
α β
γ δ

)
=

(
q1/2α q−1/2β
q1/2γ q−1/2δ

)
and

(
α β
γ δ

)
.K =

(
q1/2α q1/2β
q−1/2γ q−1/2δ

)
. (10.11)

Combining this with (10.8), (10.10) and ε(K) = 1, we get

h(δkγmβn) = ε(K)h(δkγmβn) = h(K.(δkγmβn)) = h
(
(K.δ)k(K.γ)m(K.β)n

)
= q(−k+m−n)/2h(δkγmβn),

and similarly with .K,

h(δkγmβn) = ε(K)h(δkγmβn) = h
(
(δkγmβn).X

)
= q(−k−m+n)/2h(δkγmβn).

Therefore, h(δkγmβn) 6= 0 implies

−k +m− n = 0 and − k −m+ n = 0.

Adding these equations gives k = 0, subtracting them gives m = n. Thus h(δkγmβn) can be non-
zero only if k = 0 and m = n. Similarly, we can find that the exact same holds for h(αkγmβn).

It remain to calculate h(γnβn). Similar to (10.9), we have for the right action

(ab).X =
∑
(X)

(a.X(1))(b.X(2)).

Using this for X = F , a = δγ(−q−1βγ)n−1 and b = −q1βγ, we get,

δγ(−q−1βγ)n.F =
(
δγ(−q−1βγ)n−1.K

) (
−q−1βγ.F

)
+
(
δγ(−q−1βγ)n−1.F

) (
−q−1βγ.K−1

)
.

Similar to (10.11), we can derive(
α β
γ δ

)
.F =

(
0 0
α β

)
and

(
α β
γ δ

)
.K−1 =

(
q−1/2α q−1/2β
q1/2γ q1/2δ

)
.

Therefore,

δγ(−q−1βγ)n.F =
(
q−1δγ(−q−1βγ)n−1

) (
−q−1/2βα

)
+
(
δγ(−q−1βγ)n−1.F

) (
−q−1βγ

)
= q−1/2−2n

(
(−q−1βγ)n

) (
1 +−q−1βγ

)
+
(
δγ(−q−1βγ)n−1.F

) (
−q−1βγ

)
,

where we used the commutation relations (7.9) for Aq(SL(2,C)). Together with the intital condi-
tion

δγ(−q−1βγ)0.F = δγ.F = q−
1
2 (1 + (q−1 + q)βγ),

this recurrence relation gives

δγ(−q−1βγ)n.F =
q−1/2−2n

1− q2

(
(1− q2n+2)(−q−1βγ)n − (1− q2n+4)(−q−1βγ)n+1

)
.

Applying h and using (10.8), gives

h

(
q−1/2−2n

1− q2

(
(1− q2n+2)(−q−1βγ)n − (1− q2n+4)(−q−1βγ)n+1

))
= h(δγ(−q−1βγ)n)ε(F ) = 0.
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Solving this two-term recurrence relation, together with the initial condition h(1) = 1, gives

h(γnβn) = (−q)n 1− q2

1− q2n+2
. �

Using the lemma above, we can prove an explicit expression of the Haar functional in terms of
the infinite-dimensional representation π∞θ from theorem 7.13. This will be crucial, since π∞θ will
act as a tridiagonal operator on ρτ,σ, which will correspond to a three-term recurrence relation of
orthogonal polynomials.

Theorem 10.9. Let D be the diagonal operator on `2(Z+) defined on the orthonormal basis
(en)∞n=0 by Den = q2nen. Then for a ∈ Aq(SU(2)) we have

h(a) =
(1− q2)

2π

∫ 2π

0

tr (Dπ∞θ (a)) dθ, (10.12)

where π∞θ is the infinite-dimensional ∗-representation of Aq(SU(2)) given in theorem 7.13(ii) and
tr is the trace operator.

Proof. Let us first check that the trace and integral is well-defined, i.e. we will prove that Dπ∞θ (a)
is a trace class operator and is uniformly bounded in θ. We will show that π∞θ (a)D is the product
of two Hilbert-Schmidt operators, hence trace class. By the cyclic property of the trace we then
get the same for Dπ∞θ (a).

Observe that D1/2, given by D1/2en = qnen, is Hilbert-Schmidt, since

||D1/2||2HS
∑
n∈Z+

〈
D1/2en, D

1/2en

〉
=
∑
n∈Z+

q2n =
1

1− q2

is finite. Moreover, π∞θ on α, β, γ, δ is bounded. Therefore, the operator π∞θ (a) is bounded for
every a ∈ Aq(SU(2)) by some constant C(a), independent of θ. Thus,

||π∞θ (a)D1/2||2HS =
∑
n∈Z+

〈
π∞θ (a)D1/2en, π

∞
θ (a)D1/2en

〉
≤ C(a)2

1− q2
,

hence π∞θ (a)D1/2 is Hilbert-Schmidt as well. The trace of the product of two Hilbert-Schmidt
operators is well defined. Therefore, by the cyclic property, we have

|tr (Dπ∞θ (a))| = |tr (π∞θ (a)D)| =
∑
n∈Z+

|〈π∞θ (a)Den, en〉| ≤
C(a)

1− q2
.

This also shows that tr (Dπ∞θ (a)) is integrable.
Let us now prove (10.12). Observe that by linearity, it is sufficient to prove it for the basis

elements δkγmβn and αkγmβn, k,m, n ∈ Z+. We will prove this for αkγbβn, the other case is
similar. We check that the RHS of (10.12) coincides with the expression for h(αkγmβn) given in
lemma 10.8. We have

π∞θ (αkγmβn)ej = eiθ(m−n)q(m+n)j(−q)nπ∞θ (αk)ej .

Therefore,

tr
(
Dπ∞θ (αkγmβn)

)
= eiθ(m−n)(−q)n

∑
j∈Z+

q(m+n)j
〈
Dπθ(α

k)ej , ej
〉
. (10.13)

Since 〈
Dπθ(α

k)ej , ej
〉

= C 〈ej−k, ej〉 = Cδk0

for some C ∈ C, (10.13) is 0 if k > 0. If k = 0, we get

tr (Dπ∞θ (γmβn)) = eiθ(m−n)(−q)n
∑
j∈Z+

q(m+n)j 〈Dej , ej〉 = eiθ(m−n)(−q)n
∑
j∈Z+

q(m+n+2)j .

=
(−q)n

1− qm+n+2
eiθ(m−n).
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Since

1

2π

∫ 2π

0

eiθ(m−n) dθ = δmn,

we have

(1− q2)

2π

∫ 2π

0

tr
(
Dπ∞θ (αkγmβn)

)
dθ = δk0δmn

(−q)m(1− q2)

1− q2m+2
,

exactly as in lemma 10.8. �

Now we have all the ingredients to prove the key theorem that links the quantum group
Aq(SU(2)) with the Askey-Wilson polynomials.

Theorem 10.10. The Haar functional on the subalgebra of (τ, σ)-spherical elements, which is
generated by ρτ,σ, is given by

h(p(ρτ,σ)) =

∫
R
p(x) dm(x; a, b, c, d|q2), (10.14)

where p is any polynomial, dm(x; a, b, c, d|q2) is the normalised measure corresponding to the Askey-
Wilson polynomials given in (5.5) and a = −qσ+τ+1, b = −q−σ−τ+1, c = qσ−τ+1 and d =
q−σ+τ+1.

Proof. The proof has quite some computational complexity. Therefore, we will restrict ourselves of
proving a simpler version of the theorem. Namely for the subalgebra generated by the self-adjoint
element α+ α∗. Then we have for any polynomial p that

h

(
p

(
α+ α∗

2

))
=

2

π

∫ 1

−1

p(x)
√

1− x2 dx. (10.15)

All steps in the proof are the same in this case, but the computations done require much less
work. We will proceed in three steps. First, we will show that π∞θ (α+ α∗) is a self-adjoint oper-
ator which is tridiagonal w.r.t the standard basis {en}∞n=0 of `2(Z+). This will then correspond
with a three-term recurrence relation for some orthonormal polynomials {pn(x)}∞n=0. Secondly,
we make a unitary mapping Λ : `2(Z+) → L2(µ) that sends en to the n-th degree orthonormal
polynomial pn. Here, L2(µ) is the weighted L2 space corresponding to the orthogonality mea-
sure µ of {pn(x)}∞n=0. Then lastly, we will use that Λ is unitary in combination with theorem 10.9

to link the Haar functional on p
(
α+α∗

2

)
with the integral coming from the inner product of L2(µ).

From the fact that α+ α∗ is self-adjoint in Aq(SU(2)) and πθ is a ∗-representation, we know that
π∞θ (α+ α∗) is self-adjoint. Moreover, using the explicit expression for π∞θ in theorem 7.13(ii), we
obtain

2π∞θ

(
α+ α∗

2

)
en =

√
1− q2nen−1 +

√
1− q2n+2en+1. (10.16)

The three-term recurrence relation for the continuous q-Hermite polynomials Hn(x|q) is given by

2xHn(x|q) = Hn+1(x|q) + (1− qn)Hn−1(x|q), H−1(x|q) = 0, H0(x|q) = 1, x = cosφ. (10.17)

They satisfy the orthogonality relation∫ 1

−1

Hn(x|q)Hm(x|q)w(x)
dx√

1− x2
= δmnhn, (10.18)

where

w(x|q) = (e2iφ, e−2iφ; q)∞, x = cosφ,

hn =
2π(q; q)n
(q; q)∞

.
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The continuous q-Hermite polynomials are the special case34 a = b = c = d = 0 of Askey-
Wilson polynomials. Since a self-adjoint operator has orthonormal eigenvectors, we normalize the
polynomials Hn and the measure w(x) dx, i.e.

pn(x|q) =

√
h0

hn
Hn(x|q2) =

Hn(x|q2)√
(q : q)n

,

dm(x|q) = w(x|q)h−1
0

dx√
1− x2

= w(x|q) (q; q)∞
2π

dx√
1− x2

.

Substituting pn(x|q2) into (10.17) and multiplying by
√

h0

hn
, gives

2xpn(x|q2) =

√
hn+1

hn
pn+1(x|q2) + (1− q2n)

√
hn−1

hn
pn−1(x|q2).

Since √
hn+1

hn
=
√

1− q2n+2 and

√
hn−1

hn
=

1√
1− q2n

,

we obtain
2xpn(x|q2) =

√
1− q2n+2pn+1(x|q2) +

√
1− q2npn−1(x|q2).

Comparing this with (10.16), gives that πθ

(
α+α∗

2

)
works as multiplication operator on pn(x|q2).

That is, if we define Λ : `2(Z+)→ L2
(
dm(x|q2)

)
by Λen = pn(x|q2), where

〈f, g〉L2(dm(x|q2)) =

∫ 1

−1

f(x)g(x) dm(x|q2),

we have [
Λ ◦ πθ

((
α+ α∗

2

)k)
en

]
(x) = xk · [Λen] (x).

Therefore, for any polynomial p,[
Λ ◦ πθ

(
p

(
α+ α∗

2

))
en

]
(x) = p(x) · [Λen] (x).

Moreover, using the orthonormality of {en}∞n=0 in `2(Z+) and {pn}∞n=0 in L2
(
dm(x|q2)

)
, we can

see that Λ is unitary:

〈en, em〉`2(Z+) = δmn = 〈pn, pm〉L2(dm(x|q2)) = 〈Λen,Λem〉L2(dm(x|q2)) .

We want to use theorem 10.9, so let us calculate the trace. We get

tr

(
Dπθ

(
p

(
α+ α∗

2

)))
=
∑
n∈Z+

q2n

〈
πθ

(
p

(
α+ α∗

2

))
en, en

〉
`2(Z+)

=
∑
n∈Z+

q2n

〈
Λπθ

(
p

(
α+ α∗

2

))
en,Λen

〉
L2(dm(x|q2))

=
∑
n∈Z+

q2n 〈p(x)Λen,Λen〉L2(dm(x|q2))

=
(q; q)∞

2π

∑
n∈Z+

q2n

∫ 1

−1

p(x)
(
pn(x|q2)

)2
w(x|q2)

dx√
1− x2

.

Observe that
N∑
n=0

q2np(x)
(
pn(x|q2)

)2
w(x|q2) ≤ C dx√

1− x2
,

34One has to be careful with directly taking the limit in the definition 5.17 of Askey-Wilson polynomials due

to the appearance of an in the denominator. The weight function is more insightful here, since we can just take
a = b = c = d = 0 there.
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for some constant C independent of N . Since the latter is integrable, we can interchange the
summation and integral using dominated convergence. We obtain,

tr

(
Dπθ

(
p

(
α+ α∗

2

)))
=

(q; q)∞
2π

∫ 1

−1

p(x)Pq2(x, x|q2)2w(x|q2)
dx√

1− x2
, (10.19)

where Pt(x, y|q) is the Poisson kernel for the continuous q-Hermite polynomials given by

Pt(cosφ, cosψ|q) =
∑
n∈Z+

tn (pn(cosφ|q)(pn(cosψ|q)) =
(t2; q)∞

(teiφ+iψ, teiφ−iψ, te−iφ+iψ, te−iφ−iψ, ; q)∞
.

The second identity is known as Mehler’s formula for Hermite polynomials (see e.g. [1]). After a
nice calculation, where many terms cancel, we obtain

w(x|q2)Pq2(x, x|q2) =
4(1− x2)

(1− q2)(q2; q2)∞
.

Therefore,

tr

(
Dπθ

(
p

(
α+ α∗

2

)))
=

(q; q)∞
2π

∫ 1

−1

p(x)
4(1− x2)

(1− q2)(q2; q2)∞

dx√
1− x2

,

which implies

tr

(
Dπθ

(
p

(
α+ α∗

2

)))
=

2

π(1− q2)

∫ 1

−1

p(x)
√

1− x2 dx.

Note that the RHS is independent of θ. Therefore, the result (10.15) now easily follows from
theorem 10.9 after a simple integration. �
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11. Generalised matrix elements and Askey-Wilson polynomials

In this section we will put all pieces of the puzzle together. We link the matrix elements of
the quantum group Aq(SU(2)) with the Askey-Wilson polynomials. We will establish this by
combining Schur’s orthogonality relations for the generalised matrix elements blij(τ, σ) in (10.2)
with the measure for the Askey-Wilson polynomials obtained in theorem 10.10.

11.1. Generalised matrix elements and orthogonal polynomials. First, we will show that
for fixed i and j the generalised matrix elements blij , l ≥ |i|, |j| can be written as a product of
a polynomial in ρτ,σ and a lower degree generalised matrix element. These polynomials will be
orthogonal w.r.t. a certain measure. In the next subsection we will prove that this measure
corresponds to the one for Askey-Wilson polynomials by explicitly computing it. The conditions
for i, j and l might seem a bit technical at first sight. The idea behind this is that i, j and l differ
from each other by full integers and that l is larger than |i| and |j|. So either

(i) i, j, l ∈ Z and l ≥ |i|, |j|, or
(ii) i, j, l ∈ 1

2 + Z and l ≥ |i|, |j|.

Theorem 11.1. Take i, j ∈ 1
2Z such that i− j ∈ Z and let m = max(|i|, |j|). Then there exists a

system of orthogonal polynomials (pk)∞k=0 such that for all l ≥ m and l −m ∈ Z+ we have

blij(τ, σ) = bmij (τ, σ)pl−m(ρτ,σ). (11.1)

The measure for these orthogonal polynomials is given by wm(x)dm(x; a, b, c, d|q2) on R, where
dm(x; a, b, c, d|q2) is the normalised measure corresponding to the Askey-Wilson polynomials with
the same parameters as in theorem 10.10 and

wm(cos θ) =
∣∣πθ/2 (bmij (τ, σ)

)∣∣2 .
Here πθ/2 is the one dimensional ∗-representation of Aq(SU(2)) given in 7.13(i).

Proof. Let us first show polynomials pl−m exist such that (11.1) holds. We will start with in-
vestigating the RHS of (11.1) for an arbitrary polynomial of degree l − m. That is, we take a
polynomial sl−m of degree l −m and consider

bmij (τ, σ)sl−m(ρτ,σ).

By theorem 7.9, Aq(SU(2)) has a linear basis formed by the matrix elements tlmn. Therefore, there

must be bk ∈ Ak
q such that

bmij (τ, σ)sl−m(ρτ,σ) =

N∑
k=0

bk.

We will show that these bk are multiples of our generalised matrix elements bkij , where m ≤ k ≤ l.
Since

bmij (τ, σ) ∈ Am
q and sl−m(ρτ,σ) ∈ Al−m

q ,

the Clebsch-Gordan decomposition (lemma 7.8) tells us that we have the upper bound N =
m+ (l −m) = l and lower bound |m− (l −m)| = |2m− l|. Thus,

bmij (τ, σ)sl−m(ρτ,σ) =

l∑
k=|2m−l|

bk.

Since sl−m(ρτ,σ) is a (τ, σ)-spherical element, proposition 9.4 tell us that bmij (τ, σ)sl−m(ρτ,σ) sat-
isfies (9.1) with λ = λj(σ) and µ = µi(τ). Therefore,

l∑
k=|2m−l|

Xσ.b
k =

l∑
k=|2m−l|

λj(σ)D.bk and

l∑
k=|2m−l|

bk.Xτ =

l∑
k=|2m−l|

µi(τ)bk.D. (11.2)



66

Observe that for X ∈ Uq(su(2)), we still have X.bk ∈ Ak
q and bk.X ∈ Ak

q . Therefore, X.bk1 and

X.bk2 are linearly independent for k1 6= k2. Consequently, we conclude from (11.2) that for each
k = |2m− l|, ..., l − 1, l, we must have

Xσ.b
k = λj(σ)D.bk and bk.Xτ = µi(τ)bk.D.

Now, proposition 9.6 tells us that bk = 0 for k < max(|i|, |j|) = m and bk = ckb
k
ij(τ, σ) for k ≥ m

and some constants ck ∈ C. Thus,

bmij (τ, σ)sl−m(ρτ,σ) =

l∑
k=m

ckb
k
ij(τ, σ).

Since sl−m is of the form,

sl−m(ρτ,σ) =

l−m∑
k=0

akρ
k
τ,σ,

we can see the linear mapping sl−m(ρτ,σ) → bmij (τ, σ)sl−m(ρτ,σ) as a function f : Cl−m+1 →
Cl−m+1 given by (a0, .., al−m) → (cm, .., cl). If we can show that f is injective, we know there
exist ak such that ck = δkl. Consequently, polynomials pl−m exist such that (11.1) holds. So let
us show that f is injective. Suppose that f(sl−m) = f(s′l−m), i.e.

bmij (τ, σ)sl−m(ρτ,σ) = bmij (τ, σ)s′l−m(ρτ,σ).

Applying the one-dimensional ∗-representation πθ gives

πθ(b
m
ij (τ, σ))

[
πθ(sl−m(ρτ,σ))− πθ(s′l−m(ρτ,σ))

]
= 0

Using the explicit expression for blij(τ, σ) in proposition 9.3 in combination with proposition 7.15
gives that there exist infinitely many θ ∈ (0, π) such that πθ(b

m
ij (τ, σ)) 6= 0. Hence, for these θ we

must have
πθ(sl−m(ρτ,σ)) = πθ(s

′
l−m(ρτ,σ).

As we saw in the proof of theorem 9.7, we have πθ(ρτ,σ) = cos(2θ). Thus, we get

sl−m(cos(2θ))− s′l−m(cos(2θ)) = 0.

The only polynomial of degree ≤ l −m with infinitely many roots is 0, hence sl−m = s′l−m and f
is injective. Therefore, we can find polynomials {pl−m}l≥m such that (11.1) holds.

Next, we will use the Haar functional to show that these polynomials are orthogonal. Let l, l′ ≥ m
such that l − m, l′ − m ∈ Z+. Since blij(τ, σ) ∈ Al

q and bl
′

ij(τ, σ) ∈ Al′

q , Schur’s orthogonality
relations (10.7) give

h
(

(blij(τ, σ))∗bl
′

ij(τ, σ) ∈ Al
q

)
= δl′lhl, hl > 0.

Substituting (11.1) and using that ρτ,σ is self-adjoint, we obtain

h(pl−m(ρτ,σ)(bmij (τ, σ))∗bmij (τ, σ)pl′−m(ρτ,σ)) = δl′lhl. (11.3)

By proposition 9.4, (bmij (τ, σ))∗bmij is a (τ, σ)-spherical element. From theorem 9.7 and the Clebsch-
Gordan composition, we get

(bmij (τ, σ))∗bmij (τ, σ) = wm(ρτ,σ),

where wm is a polynomial of degree ≤ 2m. Substituting this into (11.3), gives

h(wm(ρτ,σ)pl′−m(ρτ,σ)pl−m(ρτ,σ)) = δl′lhl

Finally, since wm(ρτ,σ)pl′−m(ρτ,σ)pl−m(ρτ,σ) is a polynomial in ρτ,σ, we can use theorem 10.10 to
obtain ∫

R
wm(x)pl′−m(x)pl−m(x) dm(x; a, b, c, d|q2) = δl′lhl,

for the parameters given in the theorem. This shows that the polynomials (pk)∞k=0 are orthogonal
with respect to the measure wm(x) dm(x; a, b, c, d|q2). Applying πθ/2 to wm(ρτ,σ) gives

wm(cos θ) = |πθ/2(bmij (τ, σ))|2,
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proving the theorem. �

11.2. Generalised matrix elements and Askey-Wilson polynomials. In this subsection, fix
i, j ∈ 1

2Z such that i−j ∈ Z. Take again m = max(|i|, |j|). This means there are four possibilities,
namely m ∈ {±i,±j}. We will treat the case m = i. The other cases are done similarly or can
be obtained using symmetry relations for the matrix elements in Aq(SU(2)). First, we need a
proposition which shows that the measure wm(x) dm(x; a, b, c, d|q2) is also a measure for Askey-
Wilson polynomials, but with some integer shifts in the parameters a and d.

Lemma 11.2. We have

|πθ/2
(
biij(τ, σ)

)
|2 dm(x; a, b, c, d|q2) = Cτ,σi,j dm(x; aq2i+2j , b, c, dq2i−2j |q2),

where Cτ,σij is a constant independent of x.

Sketch of proof. The proof is quite technical and we will not show it here. The idea is to write
πθ/2

(
biij(τ, σ)

)
in terms of q-shifted factorials including z = eIθ, where I is the imaginary unit.

Then derive the formula

(az, a/z; q)r dm(x; a, b, c, d|q2) =
(ab, ac, ad; q)r

(abcd; q)r
dm(x; aqr, b, c, d|q2),

to incorporate the eIθ terms into the measure of the Askey-Wilson polynomials. See e.g. [10] for
a proof. �

Let us now prove the key theorem of part II of this thesis, where we interpret generalised matrix
elements from Aq(SU(2)) as Askey-Wilson polynomials with two continuous and two discrete
parameters in the variable ρτ,σ.

Theorem 11.3. Define the constant

dlij(τ, σ) =
cl,jσ c

l,i
τ

ci,jσ c
i,i
τ

qi−l

(q4l; q−2)l−i
, (11.4)

and the polynomial35

p(α,β)
n (x; s, t|q) := pn(x; q

1
2 t/s, q

1
2 +αs/t,−q 1

2 /(st),−stq 1
2 +β |q),

where cl,j(σ) is the constant from theorem 6.1 and pn(x, a, b, c, d|q) is the Askey-Wilson polynomial
from definition 5.17. Then we have

blij(τ, σ) = dlij(τ, σ)biij(τ, σ)p
(i−j,i+j)
l−i (ρτ,σ; qτ , qσ|q2).

Proof. From theorem 11.1 and lemma 11.2, we immediately get

blij(τ, σ) = dlij(τ, σ)biij(τ, σ)p
(i−j,i+j)
l−m (ρτ,σ; qσ, qτ |q2),

for some (at this point unknown) constants dlij(τ, σ). We will show these are given by (11.4). For

this proof, let us use I for the imaginary unit to avoid confusion with our i ∈ 1
2Z+. Apply πθ/2 on

both sides of the equation above. Using the explicit expression for blij(τ, σ) in proposition 9.3 and

πθ/2(tlmn) = δmne
−Iθ (proposition 7.15), we obtain

l∑
n=−l

vl,jn (σ)vl,in (τ)q−ne−Inθ = dlij(τ, σ)

(
i∑

n=−i
vi,jn (σ)vi,in (τ)q−ne−Inθ

)
× πθ/2

(
p

(i−j,i+j)
l−m (ρτ,σ; qσ, qτ |q2)

)
.

35In this way, Askey-Wilson polynomials p
(α,β)
n (x; s, t|q) can be seen as the q-analogue of the Jacobi polynomials

of definition 5.14. If s = t = 1, they are called continuous q-Jacobi polynomials.
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Let us compare the terms with e−Ilθ. For the LHS, we have vl,jl (σ)vl,il (τ)q−l. For the RHS, we

must look at the coefficient belonging to the term e−I(i−l)θ in πθ/2

(
p

(i−j,i+j)
l−i (ρτ,σ; qσ, qτ |q2)

)
.

One can calculate, using definition 5.17, that this is (q4l; q−2)l−i. Therefore, we have

vl,jl (σ)vl,il (τ)q−l = dlij(τ, σ)vl,ji (σ)vl,ii (τ)q−i(q4l; q−2)l−i,

which implies

dlij(τ, σ) =
vl,jl (σ)vl,il (τ)qi−l

vl,ji (σ)vl,ii (τ)(q4l; q−2)l−i
.

Using theorem 6.1, we see that

vk,jk (σ) = ck,jσ ,

which proves (11.4). �

The above theorem was first proven in 1993 by Koornwinder [13] in the special case i = j = 0,
i.e. in the case of (τ, σ)-spherical elements. The method Koornwinder used is notably different.
His approach uses the Casimir and q-difference equation for Askey-Wilson polynomials instead
of the method used here. Where we used that the Haar functional on the subalgebra of (τ, σ)-
spherical elements is equal to an integral involving the normalised Askey-Wilson measure. The
latter (theorem 10.10) actually is a consequence of Koornwinder’s result.
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Part III. Twisted Primitive Elements and Askey-Wilson
Polynomials
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12. The Askey-Wilson algebra AW(3)

This section will be similar to the Zhedanov’s article [18], where the Askey-Wilson algebra
AW(3) was first introduced and its connection with q-Racah polynomials was described. These
discrete Askey-Wilson polynomials will appear as overlap functions between the eigenvectors of
finite dimensinoal operators representing the two generators K0 and K1 of AW(3). We will work
out the first part of [18] in more detail. In this way, we set the stage for section 13, where the
primary result of this thesis is proven: the embedding of AW(3) into Uq(sl(2,C)).

12.1. The algebra AW(3). For convenience, let us introduce the following notation,

sinhq(x) := qx − q−x and coshq(x) := qx + q−x.

This relates to

sinh(x) =
ex − e−x

2
and cosh(x) =

ex + e−x

2
,

which is used in [18]. We omit the constant ’1
2 ’ to avoid extra factors later on. Note that in part

I and II of this thesis, we often encountered sinhq and coshq already, e.g.

q + q−1 = coshq(1),
q−2j−σ − q2j+σ + qσ − q−σ

q − q−1
=
−sinhq(2j + σ) + sinhq(σ)

sinhq(1)
.

We only start to introduce this notation here since we want to stick to the notation used in the
corresponding literature. Let AW (3) be the Askey-Wilson algebra defined by Zhedanov in [18].
This is the algebra generated by three generators K0,K1 and K2 subject to the relations

[K0,K1]q = K2,

[K1,K2]q = BK1 + C0K0 +D0,

[K2,K0]q = BK0 + C1K1 +D1,

(12.1)

where B,C0, C1, D0, D1 are central elements of the algebra and [·, ·]q is the so-called q-commutator
defined by

[X,Y ]q = qXY − q−1Y X.

By substituting the first equation of (12.1) into the second and third, AW (3) can equivalently be
described as the algebra generated by two generators K0 and K1 subject to the relations

coshq(2)K1K0K1 −K2
1K0 −K0K

2
1 = BK1 + C0K0 +D0, (12.2)

coshq(2)K0K1K0 −K2
0K1 −K1K

2
0 = BK0 + C1K1 +D1. (12.3)

In this section, we will take B,C0, C1, D0, D1 ∈ R. Moreover, AW(3) has a Casimir operator Q,
which commutes with every X ∈ AW(3), given by

Q =(q−1 − q3)K0K1K2 + q2K2
2 +B(K0K1 +K1K0) + C0q

2K2
0 + C1q

−2K2
1

+D0(1 + q2)K0 +D1(1 + q−2)K1.
(12.4)

We will denote by Q0 ∈ C the value of Q in a representation of AW(3).

12.2. Representations of AW(3). It turns out that, under mild conditions, AW(3) has two
families of inequivalent representations. In these representations, the generators (K0,K1) will
have a special property. We define a finite-dimensional matrix A tridiagonal if Aij , its entry in
the i-th row and j-th column, is 0 when |i − j| > 1. It turns out that we can make a ’ladder’
representation of AW(3) such that K0 is diagonal and K1 is tridiagonal with respect to the same
basis and the other way around as well. We first need a lemma that shows that a certain quadratic
equation, arising naturally in AW(3), generates a sequence (λn(p))∞n=0 in C such that (λn, λn+1)
are solutions of this equation. The idea of the proof is taken from [14].
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Lemma 12.1. Let C1 ∈ R. Define the quadratic function p : C2 → C by

p(λ, µ) = λ2 + µ2 − coshq(2)λµ+ C1. (12.5)

Then the equation
p(λn, λn+1) = 0,

generates two families of real sequences, (λn(p))∞n=0 and (−λn(p))∞n=0, depending on p ∈ R\Z, that
are non-degenerate36. These are given by

λn(p) =



√
C1

coshq(2n+ p+ 1)

sinhq(2)
if C1 > 0,

q±(2n+p+1) if C1 = 0,√
−C1

sinhq(2n+ p+ 1)

sinhq(2)
if C1 < 0,

(12.6)

where n ∈ Z.

Proof. Fix a value λn. Observe that the equation p(λ, λn) = 0 has, by its quadratic nature, two
’neighbouring’ solutions λn−1, λn+1. Let us assume that λn−1, λn and λn+1 are all distinct, since
otherwise the sequence could have cycles. Then, λn+1 and λn−1 are the two zeroes of p(λ, λn).
Therefore,

p(λ, λn) = (λ− λn+1)(λ− λn−1) = λ2 − (λn+1 + λn−1)λ+ λn+1λn−1.

Combining this with (12.5) gives,

coshq(2)λn = λn+1 + λn−1 and λ2
n + C1 = λn+1λn−1 (12.7)

The first is a linear recurrence relation. Solving this using λn = rn gives

0 = −coshq(2)rn + rn+1 + rn−1 = rn−1(r2 − coshq(2) + 1),

which leads to r = q2 or r = q−2. Therefore, we have solutions of the form λn = aq2n + bq−2n

for a, b ∈ C. The second part of (12.7) leads to conditions on a and b. Indeed, substituting our
expression for λn gives

(aq2n + bq−2n)2 + C1 = (aq2n+2 + bq−2n−2)(aq2n−2 + bq−2n+2).

Working this out, we obtain

ab =
C1

sinhq(2)2
.

We split three cases for C1. They all have two sequences of solutions, λn or −λn, and depend on
the starting parameter p ∈ R. If C1 > 0, we have

λn =

√
C1

sinhq(2)
coshq(2n+ p+ 1).

Taking C1 < 0, gives

λn =

√
−C1

sinhq(2)
sinhq(2n+ p+ 1).

Then finally, C1 = 0 leads to
λn = q±(2n+p+1).

The degeneracy λm = λn can only happen if 2n + p + 1 = −2m − p − 1 for certain n,m ∈ Z+.
This implies p = 1− (n+m), which leads to the condition on p. �

Let t be a representation of AW(3). Mathematicians like short notations. Therefore, in the
literature the ’t’ is often omitted when the representation is clear from the context. That is, for
X ∈ AW(3), we just write ’X’ for the operator t(X).
The following theorem shows that a representation of AW(3) has a ladder structure. That is, once
we have a single eigenvector ψ of K0, we can create a whole sequence of eigenvectors of K0 from
ψ. Moreover, the operator K1 will be tridiagonal with respect to these eigenvectors.

36That is, λn 6= λm if m 6= n.
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Theorem 12.2. Let B,C0, C1, D0, D1 ∈ R. If there exists a N + 1-dimensional representation
of AW(3) on V such that K0 has a non-zero eigenvalue λ of the form specified below, then it is
irreducible and there exists a linear basis {ψ0, . . . , ψN} of V for which K0 is diagonal and K1 is
tridiagonal. By rescaling the basis, this can be written in the form

K0ψn = kλnψn, (12.8)

K1ψn = anψn−1 + bnψn + an+1ψn+1, (12.9)

where k ∈ {−1, 1} and with the convention ψ−1 = 0 = ψN+1. Here

λn =



√
C1

coshq(2n+ p+ 1)

sinhq(2)
if C1 > 0,

q±(2n+p+1) if C1 = 0,√
−C1

sinhq(2n+ p+ 1)

sinhq(2)
if C1 < 0,

(12.10)

where n = 0, ..., N and p ∈ C\{0,−1, ..,−2N} is the spectral parameter. We need λ = kλn for
certain k, p, n. Moreover, the matrix elements an and bn satisfy,

fnfn−1a
2
n =

(Bλn +D1)(Bλn−1 +D1)

g2
n

+ C0λnλn−1 +D0(λn + λn−1)−Q0, (12.11)

bn =
Bλn +D1

gngn+1
, (12.12)

where gn = λn−λn−1, fn = λn+1−λn−1 and Q0 is the value corresponding to the representation
of the Casimir element Q given in (12.4).

Proof. Let us first show existence. Suppose that ψp is an eigenvector of K0 with eigenvalue λp,

K0ψp = λpψp (12.13)

We will show the ladder property of AW(3). That is, there exist α, β, γ ∈ C such that

ψs = (αK0 + βK1 + γK2)ψp (12.14)

is also an eigenvector of K0 with a different eigenvalue λs. Now, K0ψs = λsψs implies(
αK2

0 + βK0K1 + γK0K2

)
ψp = λs (αK0 + βK1 + γK2)ψp.

and using (12.13), this becomes(
αλ2

p + βK0K1 + γK0K2

)
ψp = λs (αλp + βK1 + γK2)ψp. (12.15)

We want to use (12.13) again to remove the rest of K0 from this equation. In order to do that, we
will use the algebra relations (12.1) to get K0 to the right side. Using the first and third equation
of (12.1), we have

K0K1 = q−2K1K0 + q−1K2 and K0K2 = q2K2K0 − qBK0 − qC1K1 − qD1.

Substituting this into (12.15) and then using (12.13) gives,(
αλ2

p + β
(
q−2λpK1 + q−1K2

)
+ γ

(
q2λpK2 − qλpB − qC1K1 − qD1

))
ψp

= λs (αλp + βK1 + γK2)ψp.

Comparing the coefficients of ψp, K1ψp and K2ψp gives three linear equations in α, β and γ,

0 = α(λ2
p − λsλp)− qγ(λpB +D1), (12.16)

0 = β(q−2λp − λs)− qγC1, (12.17)

0 = q−1β + γ(q2λp − λs). (12.18)

Multiplying (12.16) with q gives β = −qγ(q2λp − λs). Substitute this into (12.17) to obtain,

−qγ(C1 + (q−2λp − λs)(q2λp − λs)) = 0
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If we take γ = 0, (12.18) immediately gives β = 0. Since we want λp 6= λs, (12.16) gives α = 0 as
well, resulting into ψs = 0. Therefore, we need

0 = C1 + (q−2λp − λs)(q2λp − λs) = λ2
p + λ2

s − (q2 + q−2)λpλs + C1. (12.19)

Lemma 12.1 in combination with the dimension N+1 then gives us that there are two possibilities
for the spectrum of K0. Namely, one of the sequences (λn)Nn=0 or (−λn)Nn=0, where

λn =



√
C1

coshq(2n+ p+ 1)

sinhq(2)
if C1 > 0

q±(2n+p+1) if C1 = 0√
−C1

sinhq(2n+ p+ 1)

sinhq(2)
if C1 < 0

(12.20)

with p ∈ R. We will focus on the positive branch (λn)Nn=0, the other one can easily be obtained
by the transformation K0 ↔ −K0. We now have a basis given by (ψn)Nn=0. Moreover, every ψn
has two ’neighbours’: ψn−1 and ψn+1, except for the end points ψ0 and ψN . Both neighbouring
eigenvectors can be obtained from ψn, i.e.

ψn+1 = (α1K0 + β1K1 + γ1K2)ψn and ψn−1 = (α−1K0 + β−1K1 + γ−1K2)ψn,

for suitable constants αj , βj , γj ∈ C. Using both equations above, we can eliminate K2ψn from
the equation and write K1ψp in terms of ψn−1, ψn and ψn+1. Therefore, K1 is tridiagonal w.r.t
the (ψn)Nn=1 basis37, which proves existence of the representation. Then we can immediately see
that it is irreducible. Let V be non-zero invariant subspace of span{ψ0, ..., ψN}. Take v ∈ V , then
there is a smallest integer n such that ψn has a non-zero component in v. In this way, define the
function k : V → {0, ..., N}. We claim that by the ladder property, there is a X ∈ AW(3) such
that k(Xv) = n+ 1. Indeed, using this property one can find Y ∈ AW(3) such that Y ψn = ψn+1.
By the tridiagonality of K0, we then have k(Y v) ≥ n. The situation k(Y v) = n can be solved

by taking a suitable combination X = Y + cKj
0 , where c ∈ C and j ∈ {1, 2}. By repeating this

process, we can find ψN ∈ V . By laddering down to ψ0 again one obtains V = {ψ0, ..., ψN} which
proves the irreducibility.

Let us now explicitly calculate the matrix elements of the tridiagonal matrix K1. By rescaling the
eigenvectors, we can write this in the form,

K1ψn = anψn−1 + bnψn + an+1ψn+1, (12.21)

for n = 0, ..., N and ψ−1 = 0 = ψN+1. Let us calculate the matrix elements an and bn. We start
with the easiest, bn. Substituting (12.21) into the AW(3) relation (12.3) and equating coefficients
of the diagonal terms ψn, we get

(coshq(2)− 2)λ2
nbn = Bλn + C1bn +D1.

Solving this gives

bn =
Bλn −D1

(coshq(2)− 2)λ2
n − C1

.

From (12.7), we obtain

coshq(2)λ2
n − λ2

n − (λ2
n + C1 = (λn+1 + λn−1)λn − λ2

n − λn+1λn−1 = gngn+1,

where gn = λn − λn−1, which proves (12.12). For an, substitute (12.21) into the other AW(3)
relation (12.2) and again equate the diagonal terms. We get

fn+1a
2
n+1 − fn−1a

2
n = −sinhq(1)2λnb

2
n +Bbn + C0λn +D0, (12.22)

37Similarly we have that K2 is tridiagonal w.r.t the same basis. However, we won’t need that here since we will
focus on K0 and K1 and K2 = [K0,K1]q .
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where fn = λn+1 − λn−1. Another condition for an can be obtained by substituting (12.21) into
(12.4). This gives

fn+1fna
2
n+1 + fnfn−1a

2
n =− 2Q0 − 2(sinhq(1)λnbn)2 − coshq(2)

(
C0λ

2
n + C1b

2
n

)
+ 4Bλnbn + coshq(1)2 (D0λn +D1bn) ,

(12.23)

where Q0 ∈ C is the constant belonging to the Casimir Q of AW(3). Combining (12.22) and
(12.23) gives an explicit expression for an,

fnfn−1a
2
n =

(Bλn +D1)(Bλn−1 +D1)

g2
n

+ C0λnλn−1 +D0(λn + λn−1)−Q0. (12.24)

Similarly, solving this for an+1 gives the same expression, only with ’n + 1’ instead of ’n’. This
shows consistency of the two equations (12.22) and (12.23). �

The condition for the eigenvalue λ in the theorem is only to make sure that the sequence λn are
all distinct. It is a very mild condition since only the cases where p = 0,−1, ...,−2N are excluded.
When the eigenvalues of K0 are all distinct, we say that the spectrum of K0 is non-degenerate.
At this point it is not clear whether a finite-dimensional representation of AW(3) always exists,
since we need an to vanishes at some point for that. The condition (12.11) shows that this happens
only if

(Bλn +D1)(Bλn−1 +D1)

g2
n

+ C0λnλn−1 +D0(λn + λn−1)−Q0 = 0.

Therefore, will analyse an further to see when it becomes zero. We can write an in a compact
form using a fourth degree polynomial, of which the roots will be of major interest.

Proposition 12.3. We can rewrite (12.11) into

a2
n =

P(Λn)

g2
nfnfn−1

, (12.25)

where P is a polynomial of degree ≤ 4 in the variable Λn = λn + λn−1. It is given by

P(Λn) = C0
sinhq(1)2

coshq(1)4
Λ4
n +D0

sinhq(1)2

coshq(1)2
Λ3
n +

(
B2 − sinhq(1)2Q0

coshq(1)2
+

(
sinhq(1)2 − 4

)
C0C1

coshq(1)4

)
Λ2
n

+

(
BD1 −

4C1D0

coshq(1)2

)
Λn +D2

1 + C1
B2 + 4Q0

coshq(1)2
− 4C0C

2
1

coshq(1)4
.

(12.26)

P is called the characteristic polynomial of AW(3).

Proof. To see this, let us first multiply both sides of (12.24) by fnfn−1. Then we need to show
that the numerator of

a2
n =

B2λnλn−1 +BD1Λn +D2
1 + g2

n(C0λnλn−1 +D0Λn −Q0)

g2
nfnfn−1

, (12.27)

is polynomial in Λn of degree ≤ 4. It suffices to show that λnλn−1 and g2
n are polynomials in Λn

of degree two. We have

Λ2
n = λ2

n + λ2
n−1 + 2λnλn−1.

Combining this with (12.19) gives

λnλn−1 =
Λ2
n + C1

coshq(1)2
and g2

n =
sinhq(1)2Λ2

n − 4C1

coshq(1)2
.

substituting this into the numerator of (12.27) gives the explicit expression for P. �

Remark 12.4. The name characteristic polynomial of AW(3) makes sense since P is independent
of the representation. Moreover, the four zeroes of P will be very convenient for analysis. For
example, the structure constants of AW(3) can be expressed in terms of the pk, as we will see
later.
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For a finite-dimensional representation, we need an to vanish at some point. This happens when
P(Λn) = 0. Therefore, we can formulate the condition for the existence of a finite-dimensional
representation, in terms of a condition on the zeroes of P. From now on, take C0, C1 < 0, which
will correspond to the setting of subsection 13.2. Other cases can be obtained similarly.

We can rescale our generators, i.e. K ′0 = λK0 and K ′1 = µK1 with λ, µ ∈ R, without loss of
generality . Then K ′0 and K ′1 satisfy the AW(3) relations (12.2) and (12.3). The rescaling leads
to the transformation of structure constants

(B,C0, C1, D0, D1)↔ (λµB, µ2C0, λ
2C1, λµ

2D0, λ
2µD1).

Therefore, we can assign any value we want to C0 and C1, as long as we don’t change their sign.
We rescale K0 and K1 such that the spectrum of K0 is given by

λn = sinhq(2n+ p+ 1).

For this to happen we take

C0 = C1 = −sinhq(2)2.

Furthermore, by rescaling we can also consider only the positive branch, i.e. k = 1 in theorem
12.2. Observe that we now have,

Λn = λn + λn−1 = sinhq(2n+ p+ 1) + sinhq(2n+ p− 1) = coshq(1)sinhq(2n+ p).

We will rewrite the four roots of P into a similar form. Note that the function sinhq : A→ C is
bijective, where A = {z ∈ C : 1

2π < Im(ln(q)z) ≤ 1
2π}. Therefore, we can always write the four

roots in the form of Λn. That is, they can be uniquely written as

coshq(1)sinhq(pk), pk ∈ A, k = 0, 1, 2, 3.

Note that every polynomial Pn(x) of degree n, can be written as a product using its n roots
{xk}n−1

k=0 . That is,

Pn(x) = c

n−1∏
k=0

(x− xk),

where c ∈ C is the constant in front of xn. We will rewrite our polynomial P, and therefore a2
n

as well, into this more convenient form.

Proposition 12.5. We have

P(Λn) = −sinhq(2)2sinhq(1)2
3∏
k=0

(sinhq(2n+ p)− sinhq(pk)) . (12.28)

Therefore, the expression (12.25) can be written as

a2
n =

−
∏3
k=0 (sinhq(2n+ p)− sinhq(pk))

coshq(2n+ p)2coshq(2n+ p+ 1)coshq(2n+ p− 1)
. (12.29)

Proof. We can write P into a product of its roots. That is,

P(Λn) = A

3∏
k=0

(Λn − coshq(1)sinhq(pk)) .

Comparing this with (12.26) gives

A =
C0sinhq(1)2

coshq(1)4
= − sinhq(2)2sinhq(1)2

coshq(1)4
.

Since Λn = coshq(1)sinhq(2n+ p), we get

P(Λn) = −sinhq(2)2sinhq(1)2
3∏
k=0

(sinhq(2n+ p)− sinhq(pk)) .
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Let us now work out the denominator of (12.25). Using the formula

sinhq(a)− sinhq(b) = sinhq

(
a+ b

2

)
coshq

(
a− b

2

)
,

we obtain

fn = λn+1 − λn−1 = sinhq(2n+ p+ 3)− sinhq(2n+ p− 1)

= sinhq(2)coshq(2n+ p+ 1),

and

gn = λn − λn−1 = sinhq(2n+ p+ 1)− sinhq(2n+ p− 1)

= sinhq(1)coshq(2n+ p).

Substituting this into (12.25) proves the proposition. �

Corollary 12.6. AW(3) has an irreducible (N+1)-dimensional representation with non-degenerate
spectrum of K0 if and only two of the parameters {pk}3k=0, say p0 and p1 satisfy the ’quantisation
condition’

p1 − p0 = 2(N + 1).

In this case, p = p0 and the representation is unique up to the sign of the spectrum of K0.
Moreover, the spectrum of K0 determines the representation up to equivalence.

Proof. From theorem 12.2, we know that a0 = 0 = aN+1 is a necessary and sufficient condition
for AW(3) to have a representation of dimension N + 1. Using (12.29), this implies for two roots
of P, say sinhq(p0) and sinhq(p1), to be equal to sinhq(p) and sinhq(2(N + 1) + p) respectively.
Consequently, we have p0 = p and p1 = 2(N + 1) + p. This implies p1− p0 = 2(N + 1) and p = p0.
Therefore, the spectrum of K0 is now fixed up to a sign, i.e.

λn = ksinhq(2n+ p0 + 1).

To prove that the spectrum of K0 determines the representation up to equivalence, let us assume
we have an irreducible (N + 1)-dimensional representation of AW(3). Then by theorem 12.2, the
matrix elements of K0 and K1 are fixed up to equivalence38 by (12.11) and (12.12). �

Remark 12.7. Writing the roots of P in the form coshq(1)sinhq(2n+pk) is convenient for analysis.
Most importantly, because the parameters of the q-Racah polynomials will depend on simple linear
combinations of the pk. Moreover, note the symmetry in the pk: interchanging any two parameters
or change of sign simultaneously of an even number of the pk does not change AW(3). This
corresponds with some of the remarkable symmetry properties of the Askey-Wilson polynomials.

The structure constants B,D0 and D1 as well as the value of the Casimir Q can be expressed
in terms of the roots of the characteristic polynomial P.

Proposition 12.8. We have

B =
sinhq(1)

coshq(1)
sinhq(2)

(
sinhq

(
p0 + p1

2

)
sinhq

(
p2 + p3

2

)
+ coshq

(
p0 − p1

2

)
coshq

(
p2 − p3

2

))
,

D0 =
sinhq(2)2

coshq(1)

3∑
k=0

sinhq(pk),

D1 = −sinhq(1)sinhq(2)

(
sinhq

(
p0 + p1

2

)
coshq

(
p2 − p3

2

)
+ coshq

(
p0 − p1

2

)
sinhq

(
p2 − p3

2

))
,

Q0 = sinhq(2)2

(
3∏
k=0

sinhq

(
1

2
pk

)
+ sinhq(1)2 − Bsinhq(1)2 +D2

1

sinhq(1)2sinhq(2)2

)
.

38The equation (12.11) gives two possibilities for an. However, these lead to equivalent representations which

can be obtained from the case where all an > 0 by doing the basis transformation ψn → knψn, where kn/kn−1 =
sign(an).
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Proof. Equating the coefficients in front of Λkn in (12.26) with (12.28) for k = 0, 1, 2, 3 gives four
equations for B,D0, D1 and Q. Working out the term (12.28) corresponding to Λ3

n, we obtain

−sinhq(2)2sinhq(1)2

(
3∑
k=0

sinhq(pk)

)
sinhq(2n+p)3 = − sinhq(2)2sinhq(1)2

coshq(1)3

(
−

3∑
k=0

sinhq(pk)

)
Λ3
n.

Comparing this with (12.28) gives

D0
sinhq(1)2

coshq(1)2
=

sinhq(2)2sinhq(1)2

coshq(1)3

(
3∑
k=0

sinhq(pk)

)
,

which leads to the desired expression for D0. Looking at the coefficients of Λkn for k = 0, 1, 2 and
solving for B,D1 and Q gives the other formulas. �

Because of the symmetry between K0 and K1, we can interchange the roles of these operators and
find the following theorem, which shows the remarkable duality property of AW(3).

Theorem 12.9. If there exists a representation of AW(3) on V with dim(V ) = N + 1, then there
exists a dual basis {φ0, . . . , φN} of V for which K1 is diagonal and K0 tridiagonal. Explicitly we
have

K1φm = µmφm (12.30)

K0φm = cmφm−1 + dmφm + cm+1φm+1, (12.31)

for m = 0, ..., N . The matrix elements of K0 and K1 w.r.t the basis {φ0, . . . , φN} are determined

by µm = λ̃m, cm = ãm and dm = b̃m, where (λ̃m, ãm, b̃m) can be obtained from (λm, am, bm) after
interchanging C0 ↔ C1 and D0 ↔ D1. Moreover, in the case C0 = C1 = −sinhq(2)2 we have

c2m =
−
∏3
k=0 (sinhq(2m+ s0)− sinhq(s0))

coshq(2m+ s0)2coshq(2m+ s0 + 1)coshq(2m+ s0 − 1)
, (12.32)

where sinhq(sk) are the roots of the characteristic polynomial P of AW(3) where D0 ↔ D1 are
interchanged. The pk and sk are linked via

s0 =
1

2
Σp − p1, s1 =

1

2
Σp − p2, s2 =

1

2
Σp − p3, s3 =

1

2
Σp − p2, Σp =

3∑
k=0

pk. (12.33)

Proof. Take K̃0 = K1 and K̃1 = K0. Let ÂW(3) denote AW(3) with structure constants

(B̃, C̃0, C̃1, D̃0, D̃1) = (B,C1, C0, D1, D0).

That is, we interchanged C0 ↔ C1 and D0 ↔ D1. Then K̃0 and K̃1 satisfy the relations (12.2)

and (12.3) for ÂW(3). Therefore, we can follow the exact same steps we did before to obtain
expressions for µm, cm and dm. Using proposition 12.8 we can find four equations that relate pk
and sk by equating

B̃ = B, D̃0 = D1, D̃1 = D0, and Q̃0 = Q0,

where Q̃ is the Casimir operator of ÂW(3). Solving these equations gives the desired formulas
relating sk and pk. �

Remark 12.10. The sharp reader might wonder if we have the same representation in both cases.
Once we fix the representation corresponding to the positive branch of eigenvalues for K0, the
operator representing K1 is fixed as well. Then the spectrum of K1 is of the form ±µn. If it might
happen we have the negative branch for K1, we can just look at −K1, which also satisfies the
AW(3) relations. Therefore, we can proceed without loss of generality.
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12.3. Overlap functions of K0 and K1. We want K0 and K1 to be self-adjoint, since their
eigenvectors will then form an orthonormal basis. This requires an, bn, λn ∈ R. Now, we can now
look at the unitary matrix for the change of basis between the eigenvectors {ψn}Nn=0 of K0 and
{φm}Nm=0 of K1. We have

φm =

N∑
n=0

〈φm, ψn〉ψn.

We define overlap functions Pn(µm) by separating ψ0(m) := 〈φm, ψ0〉 from the inner product, i.e.

Pn(µm) =
〈φm, ψn〉
〈φm, ψ0〉

:=
〈φm, ψn〉
ψ0(m)

.

We have to check if this is well defined. If there exists a 0 ≤ m ≤ N such that ψ0(m) = 0, we
would have

0 = ψ0(m) = µ−1
m 〈K1φm, ψ0〉 = µ−1

m 〈φm,K1ψ0〉 = µ−1
m (〈φm, b0ψ0〉+ 〈φm, a1ψ1〉) .

This implies

〈φm, ψ1〉 = 0.

Repeating this, we obtain 〈φm, ψn〉 = 0 for all 0 ≤ n ≤ N . A contradiction since {ψ0, .., ψN}
forms a basis.
Note that at this point, we don’t know what kind of functions Pn(µm) are. We only know what
they do at the points µm. Now we make the crucial observation that we can derive a three-
term recurrence relation for Pn(µm). On the one hand, (12.30) tells us that the operator K1

has eigenvectors {φm}Nm=0. On the other hand, K1 acts as a tridiagonal operator on {φn}Nn=0 by
(12.9). Since K1 is self adjoint we have,

µm 〈φm, ψn〉 = 〈K1φm, ψn〉 = 〈φm,K1ψn〉 = an 〈φm, ψn−1〉+ bn 〈φm, ψn〉+ an+1 〈φm, ψn+1〉 ,

where we used that an, bn ∈ R. Therefore,

µmPn(µm) = anPn−1(µm) + bnPn(µm) + an+1Pn+1(µm). (12.34)

Now it becomes clear why we separated ψ0(m). Since we now have the initial condition

P0(µm) = 1,

for a three-term recurrence relation. Together with the other initial condition P−1(µm) = 0,
(12.34) generates polynomials (Pn)Nn=0 in µm. We will show that these are q-Racah polynomials of
the most general form39. We will do this by comparing the three-term recurrence relations for the
overlap functions and q-Racah polynomials. The parameters for the q-Racah polynomials depend
on p0, p1, p2, p3

Theorem 12.11. Let Pn(µm) be the overlap functions defined by

Pn(µm) =
〈φm, ψn〉
ψ0(m)

,

where ψ0(m) = 〈φm, ψ0〉. Then

Pn(µm) =

√
h0

hn
Rn(ym;α, β, γ, δ; q2),

where Rn(µm;α, β, γ, δ; q) are q-Racah polynomials from definition 5.19 and hn are normalising
constants given in (5.8). The parameters are given by

α = −qp0+p2 , β = qp0−p2 , γ = qp0−p1 , δ = −qp2+p3 , m = 0, 1, ..., N. (12.35)

39I.e., we have as much freedom as possible in choosing the parameters.
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Proof. We have to check that the three-term recurrence relation for the overlap functions (12.34)
are the same as the one for q-Racah polynomials (5.9). Note that the first only depends on (an)Nn=0

and (bn)Nn=0, while the latter has three coefficients for each n: An, Bn and Cn. This is because the
q-Racah polynomials in definition 5.19 are not normalised. Orthonormal polynomials pn always
have a three-term recurrence relation of the form

xpn(x) = ãn+1pn+1(x) + b̃npn(x) + ãnpn−1(x).

Therefore, we normalise (5.9) by substituting the normalised q-Racah polynomials pn(ym;α, β, γ, δ; q2)
given by

pn(ym;α, β, γ, δ; q2) =

√
h0

hn
Rn(ym;α, β, γ, δ; q2).

If we also divide the recurrence relation by
√
hn, we get

ympn(ym) =

√
hn+1

hn
Anpn+1(ym) +Bnpn(ym) +

√
hn−1

hn
Cnpn−1(ym). (12.36)

Let us first find the right eigenvalues. Filling in the parameters from (12.35), gives

ym = q−2m + γδq2m+2 = q−2m − qp0−p1+p2+p3+2m+2 = q−2m − q2Σp−2p1+2m+2.

By the link (12.33) between pk and sk, this becomes

ym = q−2m − q2s0+2m+2 = −qs0+1sinhq(2m+ s0 + 1) = −
√
−γδq2µm.

Therefore, dividing (12.36) by −
√
−γδq2 and equating this with (12.34) gives

−

√
hn+1

−γδq2hn
An = an+1, −

Bn√
−γδq2

= bn, −

√
hn−1

−γδq2hn
Cn = an. (12.37)

We have to check if these equations hold. We will not show the full computations here. The idea
is quite simple: square the first and the third term of (12.37) and fill in the explicit expressions
for a2

n, bn, hn, An, Bn and Cn using (12.12), (12.29), (5.8) and (5.10) respectively. After a precise
calculation one can verify (12.37), proving the theorem. �

Remark 12.12. The orthogonality of the q-Racah polynomials correspond to the orthogonality of
the eigenvectors ψn of K0 and φm of K1. Indeed, since {φm}Nm=0 is an orthonormal basis, we have

ψn =

N∑
m=0

〈ψn, φm〉φm.

Therefore, by the orthogonality of ψn,

δkn = 〈ψk, ψn〉 =

N∑
m=0

〈ψk, φm〉 〈φm, ψn〉 =

N∑
m=0

w(m)Pk(µm)Pn(µm),

where w(m) is the weight function given by

w(m) = | 〈φm, ψ0〉 |2. (12.38)

Similarly, we can get

δkm = w̃(m)

N∑
n=0

Pn(µk)Pn(µm),

where
w̃(m) = ψ0(k)ψ0(m).
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13. Twisted primitive elements and the Askey-Wilson algebra

In this section we will show that the algebra AW(3) is embedded as a subalgebra in Uq(sl(2,C)).
Namely, the subalgebra generated by the twisted primitive elements40 XaK+aσI and K−1Xb−bτI
and the Casimir Ω, where

Xa = q
1
2 aEE + q−

1
2 aFF + aσ(K −K−1), Xb = q

1
2 bEE + q−

1
2 bFF + bσ(K −K−1).

After writing the article [5], the author had the idea that there might be such an embedding possi-
ble. Earlier, embeddings of AW(3) in algebras related to Uq(sl(2,C)) had been done. For example,
[2] did an embedding with 3 parameters and [7] in the threefold tensor product of Uq(sl(2,C)).
In this section, we will show that AW(3) is directly embedded as a subalgebra in Uq (sl(2,C),Ω0)
with all parameters of AW(3) available. The algebra Uq (sl(2,C),Ω0) is Uq(sl(2,C)) where a value
Ω0 ∈ C for the Casimir Ω is fixed. Formally, this is the algebra Uq(sl(2,C)) with the extra relation
Ω = Ω0 · 1. Note that this makes sense, since in an irreducible representation t of Uq(sl(2,C)), the
Casimir operator acts as a constant times the identity,

t(Ω) = c · id, c ∈ C.

We will use this embedding in combination with the results of section 12 to show that the overlap
functions between twisted primitive elements of Uq(su(2)) in a finite-dimensional representation
are q-Racah polynomials in their most general form. This result has been shown for infinite-
dimensional representations of Uq(su(1, 1)) in [5] by a direct computation in Uq(sl(2,C)).

13.1. Embedding AW(3) in Uq (sl(2,C),Ω0). Recall from (1.4), that the Casimir Ω of Uq(sl(2,C))
is given by

Ω =
q−1K2 + qK−2

(q − q−1)2
+ EF =

qK2 + q−1K−2

(q − q−1)2
+ FE,

is a central element. We have the following main result of this section.

Theorem 13.1. Let K0 and K1 to be the twisted primitive elements given by,

K0 = q
1
2 aEEK + q−

1
2 aFFK + aσK

2 (13.1)

= q−
1
2 aEKE + q

1
2 aFKF + aσK

2,

K1 = q
1
2 bEK

−1E + q−
1
2 bFK

−1F − bτK−2 (13.2)

= q−
1
2 bEEK

−1 + q
1
2 bFFK

−1 − bτK−2,

where aE , aF , aσ, bE , bF , bτ ∈ C. Then K0 and K1 satisfy the AW(3) relations (12.2) and (12.3)
with

B = sinhq(1)2 ((aEbF + aF bE)Ω− aσbτ ) ,

C0 = −coshq(1)2bEbF ,

C1 = −coshq(1)2aEaF ,

D0 = coshq(1)
(
sinhq(1)2bEbFaσΩ + (aEbF + aF bE)bτ

)
,

D1 = −coshq(1)
(
sinhq(1)2aEaF bτΩ + (aEbF + aF bE)aσ

)
.

(13.3)

Note that B,D0, D1 are in general no complex numbers, but central elements.

Remark 13.2. Observe that taking

aE = bE = eiθ, aF = bE = e−iθ, aσ = − sinhq(σ)

sinhq(1)
and bτ = − sinhq(τ)

sinhq(1)
,

gives K0 = Xσ,θK − aσ and K1 = K−1Xτ,θ + bτ , where Xσ,θ is defined by (6.2).

40We have changed the twisted primitive elements by a constant. Because otherwise the calculations do not give

the desired answer when taken aσ and bτ nonzero. As a consequence, the eigenvalues of the operators are shifted.
However, it does not change the eigenvectors.
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Proof. The proof requires a long and precise calculation. For the readability of this thesis, the
full proof can be found in appendix A. The idea of the proof is quite simple. Fill in the twisted
primitive elements K0 and K1 in the AW(3) relation (12.2) and then do a precise calculation, where
we use the relations (1.3) in Uq(sl(2,C)) and that Ω is central. The hard part is to be precise and
recognise how to deal with the many terms that arise in the expression. The computation is done
for the first relation (12.2). Then, we can exploit the symmetry between K0 and K1 by doing the
transformation K ↔ K−1, q ↔ q−1 and aσ ↔ −bτ and obtain (12.3). �

It is interesting and quite tricky what the above theorem implies. It cannot be seen as a direct
embedding of AW(3), with complex parameters, as a subalgebra into Uq(sl(2,C)) because of the
appearance of the Casimir Ω. Although Ω is a central element, it is of course no element of C.
However, in an irreducible representation, Ω always acts as a scalar times the identity. To solve
this problem, we define the algebra Uq (sl(2,C),Ω0), where we add an extra relation to Uq(sl(2,C)):

Ω = Ω0 · 1, Ω0 ∈ C, 1 ∈ Uq (sl(2,C),Ω0) .

By theorem 4.3, a (2l + 1)-dimensional irreducible representation of Uq (sl(2,C),Ω0) exists if and
only if

Ω0 · id = tlλ(Ω), where λ4 = 1.

The natural question arises whether every instance of AW(3) can be obtained from K0,K1 ∈
Uq (sl(2,C),Ω0). That is, given a set of structure constants

(B,C0, C1, D0, D1) ∈ C5

for AW(3), can we always find

(aE , aF , aσ, bE , bF , bτ ,Ω0) ∈ C7,

such that AW(3) is isomorphic to the subalgebra of Uq (sl(2,C),Ω0) generated by (K0,K1) given
in (13.1) and (13.2). We show that the answer is, almost always, yes. The only exception is when
B = C0 = C1 = 0, D0D1 = 0 but either D0 or D1 is non-zero. We first define the function
ζ : C7 → C5 which sends (aE , aF , aσ, bE , bF , bτ ,Ω0) to the values for (B,C0, C1, D0, D1) given in
(13.3). That is

ζ(aE , aF , aσ, bE , bF , bτ ,Ω0) =


sinhq(1)2 ((aEbF + aF bE)Ω0 − aσbτ )

−coshq(1)2bEbF
−coshq(1)2aEaF

coshq(1)
(
sinhq(1)2bEbFaσΩ0 + (aEbF + aF bE)bτ

)
−coshq(1)

(
sinhq(1)2aEaF bτΩ0 + (aEbF + aF bE)aσ

)

 .

Theorem 13.3. Let z = (B,C0, C1, D0, D1) ∈ C5 be structure constants of AW(3) such that D0

or D1 is not the only non-zero constant. Then there exists a w ∈ C7 that satisfies ζ(w) = z. In
particular, for every instance of AW(3), there exist K0,K1 ∈ Uq (sl(2,C),Ω0) such that AW(3) is
isomorphic to the subalgebra of Uq (sl(2,C),Ω0) generated by K0 and K1.

Proof. Take structure constants z = (B,C0, C1, D0, D1) ∈ C5 for AW(3) arbitrary. If we can find
a w ∈ C7 such that ζ(w) = z, we can take (aE , aF , aσ, bE , bF , bτ ,Ω0) = w in theorem 13.1 to find
K0,K1 ∈ Uq (sl(2,C),Ω0) that satisfy the AW(3) relations (12.2) and (12.3) for the given structure
constants. This induces an isomorphism between AW(3) and the subalgebra of Uq (sl(2,C),Ω0)
generated by K0,K1. So let us show we can always find such a w ∈ C7, or in other words, that
ζ is surjective. Note that there has to be a certain redundancy in ζ since we go from 7 degrees
of freedom to 5. One of the redundancies comes from Ω0, the other one from aE , aF , bE and bF ,
which appear only in three different ways: ’aEaF ’, ’bEbF ’ and ’aEbF + aF bE ’. Let us fix Ω0 6= 0
and take

bE = − C0

coshq(1)2bF
and aF = − C1

coshq(1)2aE
, (13.4)

and

x = aEbF + aF bE = aEbF +
C0C1

coshq(1)4aEbF
. (13.5)
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For arbitrary C0, C1, x, we can find aE , aF , bE , bF that satisfy (13.4) and (13.5). Therefore, we
have to solve the following three equations

B = sinhq(1)2 (xΩ0 − aσbτ )

D0 = coshq(1)

(
−sinhq(1)2

coshq(1)2
C0aσΩ0 + xbτ

)
D1 = −coshq(1)

(
−sinhq(1)2

coshq(1)2
C1bτΩ0 + xaσ

)
,

where we have three variables x, aσ, bτ . Note the symmetry in how these variables appear. Let us
assume that C0, C1 6= 0. Then we can rewrite above equations to the following form,

x1 − a1x2x3 = b1, (13.6)

x2 − a2x1x3 = b2, (13.7)

x3 − a3x1x2 = b3, (13.8)

with three variables x1, x2, x3 and where a1, a2, a3 6= 0, since C0, C1,Ω0 6= 0. We will show the
above system always has a solution. We can eliminate x1 by substituting (13.6) into (13.7). We
obtain

x2 − a2(b1 + a1x2x3)x3 = b2,

x3 − a3(b1 + a1x2x3)x2 = b3.

Which we can rewrite to the system

x2 − c1x2(x3)2 = d1, (13.9)

x3 − c2(x2)2x3 = d2, (13.10)

where c1, c2 6= 0, since a1, a2, a3 are non-zero. The first equation implies

x2 =
d1

1− c1(x3)2
. (13.11)

If x3 6= ±(c1)−1/2, we can substitute this into the second. We then get

(x3 − d2)(1− c1(x3)2)2 − c2(d1)2x3

(1− c1(x3)2)2
= 0. (13.12)

Since c1 6= 0, the numerator is a polynomial of degree 5 in x3. It always has five (in general
complex) roots, since C is algebraically closed. If it has a root which is not of the form x3 =
±(c1)−1/2, we can use (13.11) to find x2 and (13.6) to find x1 and we are done. If it has a solution
of the form x3 = ±(c1)−1/2, it follows from (13.12) that

±c2(d1)2(c1)−1/2 = 0.

Since c1, c2 6= 0, this implies

d1 = 0.

However, in that case the system (13.9) and (13.10) can be solved by taking x2 = 0 and x3 = d2.

If C0 = 0, C1 = 0 or both, the system 13.9,(13.10) becomes

x1 − a1x2x3 = b1, (1− δC00)x2 − a2x1x3 = b2,

(1− δC10)x3 − a3x1x2 = b3.

This can be solved similarly as before, the only two exceptions being C0 = C1 = b1 = b2 = 0, b3 6= 0
and C0 = C1 = b1 = b3 = 0, b2 6= 0. If we are in one of those cases, say the first, we obtain

x1 − a1x2x3 = 0, (13.13)

− a2x1x3 = 0, (13.14)

− a3x1x2 = b3. (13.15)



83

The second equation (13.14) demands x1 or x3 to be zero, while the third one (13.15) requires x1

and x2 to be non-zero. Therefore, we need x3 = 0. However, then (13.13) tells us that x1 = 0
has to hold, which violates (13.15). This corresponds to the case B = C0 = C1 = D0 = 0 and
D1 6= 0. �

13.2. q-Racah polynomials as overlap functions of twisted primitive elements. Up to
this point we know that AW(3) is embedded in Uq(sl(2,C)) and that there exists a representation
of AW(3) such that the overlap functions of K0 and K1 are q-Racah polynomials. In general, a
representation of a subalgebra need not necessarily be extendable to the whole algebra41. Since
a representation of an algebra is always a representation of its subalgebras, we suspect that the
representation of AW(3) is the same as one of the four representations of Uq(sl(2,C)) in theorem
4.3. We will show42 that this is indeed the case for the ∗-representation of Uq(su(2)). Then we can
apply theorem 12.11 to show that the overlap functions of twisted primitive elements are q-Racah
polynomials.

We will approach as follows. From corollary 12.6, we know that if a representation of AW(3)
exists, it is unique if the spectrum of K0 is fixed43and non-degenerate. Therefore, if we can show
this for our twisted primitive elements in Uq(sl(2,C)), we know we must have the same represen-
tation. We will focus on the generators K0 and K1 that are self-adjoint. From the expression for
K0 and K1 given in theorem 13.1 this requires

aF = aE and bF = bE .

This leads to
C0 = −coshq(1)2|aE |2 and C1− = coshq(1)2|bE |2,

and thus C0, C1 < 0. Similarly as in the previous section, we will reduce the spectrum of K0 to
the simplest case. That is, we take

C0 = C1 = −sinhq(2)2.

Since sinhq(1)coshq(1) = sinhq(2), this is satisfied if

aE = −eiθsinhq(1) and bE = eiφsinhq(1).

The resulting parameters will depend on the difference ’θ − φ’. Therefore, we can take φ = 0
without loss of generality. Recall that we know the eigenvalues of XσK and K−1Xτ . We will
write our generators K0 and K1 as a linear combination of those,

K̂0 = sinhq(1)

(
sinhq(σ)

sinhq(1)
−Xσ,θK

)
= −q 1

2 eiθsinhq(1)EK − q− 1
2 e−iθsinhq(1)FK + sinhq(σ)K2,

K̂1 = sinhq(1)

(
K−1Xτ +

sinhq(τ)

sinhq(1)

)
= q−

1
2 sinhq(1)K−1E + q

1
2 sinhq(1)K−1F + sinhq(τ)K−2.

We can now easily calculate the eigenvalues and eigenvectors of K̂0 and K̂1 using theorem 6.1 and
corollary 6.4. It follows the spectrum of K0 is non-degenerate. Therefore, the representation of
Uq(su(2)) corresponds to the one for AW(3) that leads to q-Racah polynomials. We will use theo-
rem 13.3 to find an isomorphism between AW(3) and the subalgebra of Uq (sl(2,C),Ω0) generated

by K̂0, K̂1. Note that tl from theorem 4.12 is a representation of Uq (sl(2,C),Ω0) if and only if we
have

Ω0 = tl(Ω) =
coshq(2l + 1)

sinhq(1)2
,

41For example, the subalgebra of Uq(sl(2,C)) generated by {K,K−1} has a one-dimensional representation t

given by t(K) = 2 and t(K−1) = 1
2

which cannot be extended to Uq(sl(2,C)). Indeed, from KE = qEK and q 6= 1

it follows that E = 0. Therefore, the relation EF − FE = K2−K−2

q−q−1 can never be satisfied.
42Other representations of Uq(sl(2,C)) also correspond to representations of AW(3). However, we will focus on

the case when K0 and K1 are self-adjoint. The cases λ = 1,−1 in theorem 4.3 are equivalent. The representations
for λ = i,−i are equivalent as well and can be obtained from the case λ = 1,−1 by doing the substitution of
structure constants in AW(3).

43That is, we know we have the positive or negative branch of eigenvalues for K0
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where we used (4.6).

Corollary 13.4. Fix

Ω0 =
coshq(2l + 1)

sinhq(1)2
,

and let AW(3) be the algebra with constants given by

(B,C0, C1, D0, D1) = ζ(aE , aF , aσ, bE , bF , bτ ,Ω0),

where aE , aF , aσ, bE , bF , bτ come from K̂0, K̂1, i.e.

aE = −q 1
2 qiθsinhq(1), aF = −q− 1

2 q−iθsinhq(1), aσ = sinhq(σ),

bE = q−
1
2 sinhq(1), bF = q

1
2 sinhq(1), aτ = −sinhq(τ).

Denote by A be the subalgebra of Uq (sl(2,C),Ω0) generated by K̂0, K̂1. Let Φ : AW(3)→ A be the
isomorphism from theorem 13.3 and let π be the irreducible (2l+ 1)-dimensional representation of
AW(3) given in corollary 12.6 corresponding to the positive branch of eigenvalues for K0. Then
tl, the (2l + 1)-dimensional ∗-representation of Uq(su(2)), is a representation of Uq (sl(2,C),Ω0)
and for X ∈ AW(3), we have

tl (Φ(X)) = π(X).

Proof. First observe that the ∗-representation of Uq(su(2)) is automatically a representation of
Uq (sl(2,C),Ω0), since Ω0 is equal to the constant belonging to the operator tl(Ω). Using the
isomorphism given in theorem 13.3, tl is also a representation of AW(3). From corollary 12.6 we
know that the spectrum of K0, if non-degenerate, uniquely determines44 the finite-dimensional
representation. Since

K̂0 = sinhq(1)

(
sinhq(σ)

sinhq(1)
−Xσ,θK

)
,

we can use the eigenvalues for Xσ,θK from theorem 6.1 and find the spectrum {λj}lj=−l of K̂0, we
get

λj = sinhq(2j + σ), j = −l, ..., l.
By the injectivity of sinhq on the real line, the spectrum of K̂0 is non-degenerate. Moreover,

observe that the spectrum of K̂0 and K̂1 in Uq(su(2)) indeed correspond to the one given by
(12.10). By doing the substitution n = j + l in λj above, we get

λn = sinhq(2n+ σ − 2l), n = 0, ..., 2l, (13.16)

as spectrum for K̂0. Similarly, we can find that the eigenvalues µm of K̂0 are given by

µm = sinhq(2n+ τ − 2l).

This shows that we have the positive branch (i.e. k = 1 in theorem 12.2) of eigenvalues for both
generators. �

K̂0 and K̂1 have the same eigenvectors as Xσ,θ+πK and K−1Xτ respectively. That is,

K̂0λn = λnv
l,n(σ, θ − π) and K̂0λn = µmṽ

l,n(τ),

where vl,n(σ, θ − π) and ṽl,n(τ) are given by theorem 6.1 and corollary 6.4 after the substitution
n = j + l. Let us show that the overlap functions Pn(µm) of our twisted primitive elements are
q-Racah polynomials. They are defined similarly as in theorem 12.11,

Pn(µm) =

〈
ṽl,m(τ), vl,n(σ, θ)

〉
v0(m)

,

where v0(m) =
〈
ṽl,m(τ), vl,0(σ, θ)

〉
is separated to get the initial condition P0(µm) = 1. Recall

from theorem 12.11 that the parameters of these polynomials are determined by {pk}3k=0, where

44If the spectrum K0 is non-degenerate, it is unique op to a sign. Therefore, if the spectrum of K0 is fixed, the
representation is unique.
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sinhq(pk) are the roots of the characteristic polynomial P. We can get the parameters p0, p1 from
the spectrum of K0 and the quantisation condition,

p1 − p0 = 2(N + 1).

From proposition 12.8 we can determine p2 and p3. In order to make calculation simpler, we
replace θ by q log(e)θ, which leads to the replacing eiθ by qiθ.

Theorem 13.5. The overlap functions Pn(µm) of the twisted primitive elements

K̂0 = −q 1
2 qiθsinhq(1)EK − q− 1

2 q−iθsinhq(1)FK + sinhq(σ)K2,

K̂1 = q−
1
2 sinhq(1)K−1E + q

1
2 sinhq(1)K−1F + sinhq(τ)K−2,

are normalised q-Racah polynomials√
h0

hn
Rn(ym;α, β, γ, δ; q2), m, n = 0, ..., N.

Here, Rn(ym;α, β, γ, δ; q2) and hn are from definition 5.19 and (5.8) respectively. The parameters
are given by

α = −qσ−2l−1+iθ+τ , β = qσ−2l−1−iθ−τ , γ = q−4l−2, δ = −q2τ . (13.17)

Moreover, the normalised weight function of the q-Racah polynomials is linked with v0(m) via the
formula

|v0(m)|2 =
w(ym, α, β, γ, δ; q

2)

h0
, (13.18)

where w(ym, α, β, γ, δ; q
2) is given in (5.7).

Proof. From corollary 13.4 we know that the ∗-representation of Uq(su(2)) corresponds to the
representation of AW(3) used in theorem 12.11. The parameters (α, β, γ, δ) of the q-Racah poly-
nomials are expressed in p0, p1, p2 and p3. We claim that

p0 = σ − 2l − 1, p1 = σ + 2l + 1, (13.19)

p2 = τ + iθ, p3 = τ − iθ. (13.20)

First of all, using (13.16) and the second part of corollary 12.6, we can read of the spectral
parameter p0 = σ − 2l − 1. Then, by the quantisation condition of the same corollary, we have

p1 = 2(2l + 1) + p0 = σ + 2l + 1, (13.21)

proving (13.19). For p2 and p3, we will use that we have two expressions for B and D0. In theorem

13.1, B and D0 are expressed in terms of (aE , aF , aσ, bE , bF , bτ ,Ω0) we used for K̂0 and K̂1 and
Uq (sl(2,C),Ω0). On the other hand, proposition 12.8 gives B and D0 as a function of the pk. We
know that (aE , aF , aσ, bE , bF , bτ ,Ω0) is equal to(
−q 1

2 qiθsinhq(1),−q− 1
2 q−iθsinhq(1), sinhq(σ), q−

1
2 sinhq(1), q

1
2 sinhq(1),−sinhq(τ),

coshq(2l + 1)

sinhq(1)2

)
.

Therefore, we have for D0,

sinhq(2)2

coshq(1)

3∑
k=0

sinhq(pk) = coshq(1)
(
sinhq(1)2bEbFaσΩ0 + (aEbF + aF bE)bτ

)
= coshq(1)

(
sinhq(1)2sinhq(σ)coshq(2l + 1) + sinhq(1)2coshq(iθ)sinhq(τ)

)
=

sinhq(2)2

coshq(1)
(sinhq(σ)coshq(2l + 1) + coshq(iθ)sinhq(τ)) .

Since sinhq(a)coshq(b) = sinhq(a+ b) + sinhq(a− b) and this becomes

3∑
k=0

sinhq(pk) = sinhq(σ + 2l + 1) + sinhq(σ − 2l − 1) + sinhq(τ + iθ) + sinhq(τ − iθ).
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Using our expressions for p0 and p1, the first two terms on both sides cancel. Therefore, we obtain

sinhq(p2) + sinhq(p3) = sinhq(τ + iθ) + sinhq(τ − iθ). (13.22)

Let us derive another equation for p2 and p3, using the two expressions for B. We have

sinhq(1)

coshq(1)
sinhq(2)

(
sinhq

(
p0 + p1

2

)
sinhq

(
p2 + p3

2

)
+ coshq

(
p0 − p1

2

)
coshq

(
p2 − p3

2

))
= sinhq(1)2 ((aEbF + aF bE)Ω0 − aσbτ )

= sinhq(1)2 (−coshq(iθ)coshq(2l + 1) + sinhq(σ)sinhq(τ))

=
sinhq(1)

coshq(1)
sinhq(2) (−coshq(iθ)coshq(2l + 1) + sinhq(σ)sinhq(τ)) .

Using that p0 + p1 = 2σ and p0 − p1 = −2(2l + 1), we obtain

sinhq(σ)sinhq

(
p2 + p3

2

)
+ coshq (−2l − 1) coshq

(
p2 − p3

2

)
= sinhq(σ)sinhq(τ) + coshq(iθ)coshq(−2l + 1).

(13.23)

Together with (13.22), this proves our claim (13.20) for p2 and p3. We can now derive the
parameters for the q-Racah polynomials using (12.35). The formula for the weight function follows
from (12.38). �

Since we know our overlap functions explicitly, we can derive the following, quite difficult,
summation formula for dual q-Krawtchouk and q-Racah polynomials.

Corollary 13.6. We have

N∑
k=0

C(N, k, σ, τ, θ,m)(−qiθ)kRk(ỹn;αβγ−1; N ; q)Rk(ỹm; δ−1;N ; q−1)

=
√
w(ym, α, β, γ, δ; q)Rn(ym;α, β, γ, δ; q),

where Rn(yj ; q
c, N ; q) are dual q-Krawtchouk polynomials from definition 5.21, Rn(yj ;α, β, γ, δ; q)

are q-Racah polynomials, w(ym, α, β, γ, δ; q) its weight function given by (5.7), αβ, δ < 0 and
γq = q−N . The constant can be explicitly computed.

Proof. From theorem 13.5 we get〈
ṽl,m(τ), vl,n(σ, θ)

〉
〈ṽl,m(τ), vl,0(σ, θ)〉

=

√
h0

hn
Rn(ym;−qσ−2l−1+iθ+τ , qσ−2l−1−iθ−τ , q−4l−2,−q2τ ; q2).

Using the explicit formulas for vl,n(σ, θ) and ṽl,m(τ) in theorem 6.1 and corollary 6.4 we get a
summation formula close to the form we want. From (13.18), we obtain

|
〈
ṽl,m(τ), vl,0(σ, θ)

〉
|2 = w(ym, α, β, γ, δ; q).

Thus we get 〈
ṽl,m(τ), vl,0(σ, θ)

〉
= ηm

√
w(ym, α, β, γ, δ; q),

where ηm is a phase factor which can be explicitly calculated for every m. Putting this ηm into
the constant C(N, k, σ, τ, θ,m) gives the desired formula. �
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Summary and concluding remarks

This thesis provides a small insight into the remarkable connection between quantum groups
and orthogonal polynomials. The first two parts showed known results from the literature, while
in the last part, we proved a new and interesting embedding of the Askey-Wilson algebra AW(3)
into Uq(sl(2,C)).

In part I and II, we put some focus on the similarities and differences between the representation
theory in the classical- and quantum setting. We saw that the latter is often an extension of the
first and in many cases a non-trivial one. This makes researching quantum groups worthwhile.
For example, we saw that choice of the subgroup for invariant functions did not matter in the
classical case, but it did in the quantum setting. Some results, such as theorem 10.9 do not even
have a classical equivalent, since all representations of Pol(SL(2,C)) are one-dimensional.

In all three parts, we saw the crucial role of Koornwinder’s twisted primitive elements. They
facilitate an important link between Uq(sl(2,C)) and Askey-Wilson polynomials. In part II, they
were used for finding the space of (τ, σ)-spherical elements, while in part III we showed they can
be seen as generators of Zhedanov’s Askey-Wilson algebra AW(3). Interestingly, both approaches
lead to different Askey-Wilson polynomials.

Lastly, the new result proved in this thesis raises some interesting questions. For example,
the embedding of AW(3) into the threefold tensor product of Uq(sl(2,C)) (see [7]) was linked
with higher-rank Askey-Wilson algebras [3]. We suspect that our result can be extended to these
higher-rank Askey-Wilson algebras as well. Moreover, we proved that q-Racah polynomials are
overlap functions of twisted primitive elements in the Uq(su(2)) setting. This corresponds to the
case C1 < 0 in AW(3). Self-adjointness of twisted primitive elements for C1 > 0 corresponds to
Uq(su(1, 1)), which has no finite-dimensional representations. It is of interest to see if for C1 > 0,
there exist representations of Uq(sl(2,C)) as well where the overlap functions of the twisted primi-
tive elements are q-Racah polynomials. If this would be the case, the ∗-structure of AW(3) would
not correspond to a real form of Uq(sl(2,C)).
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Appendix A. Proof theorem 13.1

Let K0,K1 ∈ Uq(sl(2,C)) be given by

K0 = q
1
2 aEEK + q−

1
2 aFFK + aσK

2,

= q−
1
2 aEKE + q

1
2 aFKF + aσK

2.

K1 = q
1
2 bEK

−1E + q−
1
2 bFK

−1F − bτK−2,

= q−
1
2 bEEK

−1 + q
1
2 bFFK

−1 − bτK−2,

where aE , aF , aσ, bE , bF , bτ ∈ C. We will show that K0 and K1 satisfy the AW(3) relations

coshq(2)K1K0K1 −K2
1K0 −K0K

2
1 = BK1 + C0K0 +D0,

coshq(2)K0K1K0 −K2
0K1 −K1K

2
0 = BK0 + C1K1 +D1,

with

B = sinhq(1)2 ((aEbF + aF bE)Ω− aσbτ ) ,

C0 = −coshq(1)2bEbF ,

C1 = −coshq(1)2aEaF ,

D0 = coshq(1)
(
sinhq(1)2bEbFaσΩ + (aEbF + aF bE)bτ

)
,

D1 = −coshq(1)
(
sinhq(1)2aEaF bτΩ + (aEbF + aF bE)aσ

)
.

First, take aσ = 0 = bτ and calculating K1K0K1, K2
1K0 and K0K

2
1 gives

K1K0K1 =q−1 1
2 b3EK

−1 + q−
1
2 bEaEbFE

2FK−1 + q−
1
2 bEaF bEEFEK

−1

+ q
1
2 bEaF bFEF

2K−1 + q−
1
2 bFaEbEFE

2K−1 + q
1
2 bFaEbFFEFK

−1

+ q
1
2 bFaF bEF

2EK−1 + q1 1
2 bFaF bFF

3K−1.

K2
1K0 =q−3 1

2 bEbEaEE
3K−1 + q−

1
2 bEbEaFE

2FK−1 + q−
1
2 bEbFaEEFEK

−1

+ q2 1
2 bEbFaFEF

2K−1 + q−2 1
2 bF bEaEFE

2K−1 + q
1
2 bF bEaFFEFK

−1

+ q
1
2 bF bFaEF

2EK−1 + q3 1
2 bF bFaFF

3K−1.

K0K
2
1 =q

1
2 bEbEbEE

3K−1 + q1 1
2 aEbEbFE

2FK−1 + q−
1
2 aEbF bEEFEK

−1

+ q
1
2 aEbF bFEF

2K−1 + q−
1
2 aF bEbEFE

2K−1 + q
1
2 aF bEbFFEFK

−1

+ q−1 1
2 aF bF bEF

2EK−1 + q−
1
2 aF bF bFF

3K−1.

This gives

(q2 + q−2)K1K0K1 −K2
1K0 −K0K

2
1 = bEE

2FK−1(q−2 1
2 aEbF − q−

1
2 bEaF )

+ bEEFE
(

(q1 1
2 aF bE + q−2 1

2 )− 2q−
1
2 aEbF

)
+ bFEF

2K−1(q−1 1
2 bEaF − q

1
2 aEbF )

+ bEFE
2K−1(q1 1

2 bFaE − q−
1
2 aF bE)

+ bFFEFK
−1
(

(q2 1
2 + q−1 1

2 )aEbF − 2q
1
2 bEaF

)
+ bFF

2EK−1(q2 1
2 aF bE − q

1
2 bFaE).

Note that the E3 and F 3 exactly cancel out. We now put the terms with two E’s first and two
F ’s second. Then, if we give the constants that arise a (temporary) name, we have

bE
(
c1E

2F + c2EFE + c3FE
2
)
K−1 + bF

(
c4EF

2 + c5FEF + c6F
2E
)
K−1. (A.1)

If we now use

EF − FE =
K2 −K−2

q − q−1
,
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we obtain

c1E
2F + c2EFE + c3FE

2 = (c1 + c2 + c3)EFE + c1E
K2 −K−2

q − q−1
− c3

K2 −K−2

q − q−1
E

= (c1 + c2 + c3)EFE +
c1 − q2c3
q − q−1

EK2 +
c3 − q2c1
q − q−1

K−2E.

Similarly we get

c4EF
2 + c5FEF + c6F

2E = (c4 + c5 + c6)FEF − c6F
K2 −K−2

q − q−1
+ c4

K2 −K−2

q − q−1
F

= (c4 + c5 + c6)FEF +
q−2c4 − c6
q − q−1

FK2 +
q−2c6 − c4
q − q−1

K−2F.

Now the magic starts to happen. A calculation shows that

c1 + c2 + c3 = q−
1
2 (aEbF + aF bE)(q − q−1)2 = q−1(c3 − c1q2)(q − q−1)

and

c4 + c5 + c6 = q
1
2 (aEbF + aF bE)(q − q−1)2 = q(q−2c6 − c4)(q − q−1).

Furthermore,

c1 − q2c3
q − q−1

EK2 = q
1
2

(
aF bE − (q2 + 1 + q−2)aEbF

)
,

as well as
q−2c4 − c6
q − q−1

= q−
1
2

(
aEbF − (q2 + 1 + q−2)aF bE

)
.

Therefore, (A.1) is equal to

(aEbF + aF bE)(q − q−1)2

[(
EF +

qK−2

(q − q−1)2

)
bEq
− 1

2E +

(
FE +

q−1K−2

(q − q−1)2

)
bF q

1
2F

]
K−1

+
(
aF bE − (q2 + 1 + q−2)aEbF

)
q

1
2 bEEK +

(
aEbF − (q2 + 1 + q−2)aF bE

)
q−

1
2 bFFK.

If we now add and substract

(aEbF + aF bE)
(
q

1
2 bEEK + q−

1
2 bFFK

)
,

we obtain

(q2 + q−2)K1K0K1 −K2
1K0 −K0K

2
1 =(aEbF + aF bE)(q − q−1)2ΩK1

− (q + q−1)2bEbFK0. (A.2)

If we make this slightly more interesting and take σ ∈ R (and still τ = 0), we obtain as extra term
compared to the case σ = 0

(q2 + q−2)aσK1K
2K1 − aσK2

1K
2 − aσK2K2

1 . (A.3)

We have

K1K
2K1 = (bEq

− 1
2EK−1 + bF q

1
2FK−1)K2(bEq

1
2K−1E + bF q

− 1
2K−1F )

= b2EE
2 + bEbF

(
q−1EF + qFE

)
− b2FF 2,

K2
1K

2 =
(
b2EEK

−2E + bEbF
(
q−1EK−2F + qFK−2E

)
− b2FFK−2F

)
K2,

= q−2b2EE
2 + bEbF

(
qEF + q−1FE

)
− q2b2FF

2,

K2K2
1 = K2

(
b2EEK

−2E + bEbF
(
q−1EK−2F + qFK−2E

)
− b2FFK−2F

)
= q2b2EE

2 + bEbF
(
qEF + q−1FE

)
− q−2b2FF

2.

This gives that (A.3) is equal to

aσbEbF
(
q−1(q−2 − q2)EF + q(q2 − q−2)FE

)
.
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Note that the E2 and F 2 terms exactly cancel each other. Using that

EF = FE +
K2 −K−2

q − q−1

we obtain

q−1(q2 − q−2)EF = q−1
(
(q2 − q−2)FE + (q + q−1)(K2 −K−2)

)
.

Since

(q − q−1)2(q + q−1)FE = (q − q−1)2(q + q−1)Ω− (q + q−1)
(
qK2 − q−1K−2

)
,

we get,

−q−1(q2 − q−2)EF + q(q2 − q−2)FE = (q − q−1)(q2 − q−2)FE − q−1(q + q−1)(K2 −K−2)

= (q − q−1)2(q + q−1)FE − q−1(q + q−1)(K2 −K−2)

= (q − q−1)2(q + q−1)Ω− (q + q−1)2K2.

Therefore, (A.3) is equal to

aσbEbF (q − q−1)2(q + q−1)Ω− aσbEbF (q + q−1)2K2. (A.4)

The second term in front of the aσK
2 is exactly the same as the constant in front of the K0 in

(A.2), just like we wanted. So (A.2) stays the same for σ nonzero, only now with a added central
element,

(q2 + q−2)K1K0K1 −K2
1K0 −K0K

2
1 =(aEbF + aF bE)(q − q−1)2ΩK1 − (q + q−1)2bEbFK0

+ aσbEbF (q − q−1)2(q + q−1)Ω. (A.5)

Let us now take σ = 0 but τ nonzero. Denote by K1(0) the term K1 where τ is taken to be 0.
We now obtain the extra term, compared to (A.2),

(q2 + q−2)
(
−bτK1(0)K0K

−2 − bτK−2K0K1(0) + b2τK
−2K0K

−2
)

−K0

(
b2τK

−4 − bτ
(
K1(0)K−2 +K−2K1(0)

))
−
(
b2τK

−4 − bτ
(
K1(0)K−2 +K−2K1(0)

))
K0. (A.6)

We have

K0K1(0) = qaEbEE
2 + aEbFEF + aF bEFE + q−1aF bFF

2,

K1(0)K0 = q−1aEbEE
2 + aF bEEF + aEbFFE + qaF bFF

2.

Therefore, we get for the terms of (A.6),

K1(0)K0K
−2 = (q−1aEbEE

2 + aF bEEF + aEbFFE + qaF bFF
2)K−2,

K−2K0K1(0) = (q−1aEbEE
2 + aEbFEF + aF bEFE + qaF bFF

2)K−2,

K−2K0K
−2 = (q−1 1

2 aEE + q1 1
2 aFF )K−3,

K0K
−4 = (q

1
2 aEE + q−

1
2 aFF )K−3,

K0K1(0)K−2 = (qaEbEE
2 + aEbFEF + aF bEFE + q−1aF bFF

2)K−2,

K0K
−2K1(0) = (qaEbEE

2 + q2aEbFEF + q−2aF bEFE + q−1aF bFF
2)K−2,

K−4K0 = (q−3 1
2 aEE + q3 1

2 aFF )K−3,

K1(0)K−2K0 = (q−3aEbEE
2 + q2aF bEEF + q−2aEbFFE + q3aF bFF

2)K−2,

K−2K1(0)K0 = (q−3aEbEE
2 + aF bEEF + aEbFFE + q3aF bFF

2)K−2.

Observe that all the terms with E2K−2, EK−3 and FK−3 in (A.6) cancel each other. Therefore,
only the terms with EFK−2 and FEK−2 remain,

− bτ (q2 + q−2)(aF bE + aEbF ) (EF + FE)K−2 + bτ (aF bE + aEbF )
(
(1 + q2)EF + (1 + q−2FE

)
= −bτ (aF bE + aEbF )

(
(q−2 − 1)EF + (q2 − 1)FE

)
K−2
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Using again that

EF = FE +
K2 −K−2

q − q−1
,

we obtain(
(q−2 − 1)EF + (q2 − 1)FE

)
K−2 =

(
(q − q−1)2FE + q−1K−2 − q−1K2

)
K−2

= (q − q−1)2ΩK−2 − (q + q−1)I.

Thus (A.6) is equal to

−bτ (aF bE + aEbF )(q − q−1)2ΩK−2 + (aF bE + aEbF )bτ (q + q−1).

Again, this first term in front of K−2 is exactly what we need to get a similar outcome as (A.2),
only again with an added constant,

(q2 + q−2)K1K0K1 −K2
1K0 −K0K

2
1 = (aF bE + aEbF )(q − q−1)2ΩK1 − (q + q−1)2K0

+(aF bE + aEbF )bτ (q + q−1)I.
(A.7)

Now finally, taking both σ and τ nonzero gives us the extra terms where both aσ and bτ appear.
That is,

(q2 + q−2)
(
aσb

2
τK
−2 − 2aσbτK1(0)

)
− (2aσb

2
τK
−2 − 2aσbτK1(0)

− aσbτK−2K1(0)K2 − aσbτK2K1(0)K−2).
(A.8)

Since
K−2K1(0)K2 = q−2bEq

1
2EK + q2bF q

− 1
2FK,

and
K2K1(0)K−2 = q2bEq

1
2EK + q−2bF q

− 1
2FK,

we have for the last part of (A.8) that,

−aσbτK−2K1(0)K2 − aσbτK2K1(0)K−2 = −aσbτ (q2 + q−2)K1(0).

Therefore, the expression (A.8) is equal to

−aσbτ (q − q−1)2(K1(0)− bτK−2) = −aσbτ (q − q−1)2K1.

Adding everything together we obtain

(q2 + q−2)K1K0K1 −K2
1K0 −K0K

2
1 = (q − q−1)2 ((aEbF + aF bE)Ω− aσbτ )K1

−(q + q−1)2bEbFK0 + (q + q−1)
(
aσ(q − q−1)2bEbFΩ + (aF bE + aEbF )bτ

)
,

(A.9)

as desired. Now lastly, let us now do the transformation q ↔ q−1, K ↔ K−1 and σ ↔ −τ in the
equation above. Note that this does not change Ω and most important, the structure relations
of Uq(sl(2,C)) remain the same. It leads to interchanging K0 ↔ K1 and aσ ↔ −bτ , while the
computations done remain the same
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