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a b s t r a c t

This paper presents a general framework for estimating the state and unknown inputs at
the level of a system subdomain using a limited number of output measurements, enabling
thus the component-based vibration monitoring or control and providing a novel approach
to model updating and hybrid testing applications. Under the premise that the system sub-
domain dynamics are driven by the unknown (i) externally applied inputs and (ii) interface
forces, with the latter representing the unmodeled system components, the problem of
output-only response prediction at the substructure level can be tailored to a Bayesian
input-state estimation context. As such, the solution is recursively obtained by fusing a
Reduced Order Model (ROM) of the structural subdomain of interest with the available
response measurements via a Bayesian filter. The proposed framework is without loss of
generality established on the basis of fixed- and free-interface domain decomposition
methods and verified by means of three simulated Wind Turbine (WT) structure applica-
tions of increasing complexity. The performance is assessed in terms of the achieved accu-
racy on the estimated unknown quantities.
� 2020 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

The problem of model-based response prediction on the basis of a limited number of vibration measurements has
received significant attention in recent years. Within this context, research has been oriented towards methodologies for
input reconstruction [1–3], with the aim of relaxing the requirement for excitation measurements, while considerable
emphasis has been also placed on recursive methodologies for online applications [4,5]. As such, a number of Bayesian algo-
rithms [6–9] for the joint estimation of states, unknown input and/or parameters [10] of linear and non-linear systems has
been to date well established, and validated [11]. Although the predictions of such estimators are naturally suited for struc-
tural control implementations [12], they can be alternatively exploited for numerous objectives, such as system identifica-
tion [13,14], damage detection [15,16] and fatigue assessment [17–20] among others.

Despite their efficient performance in terms of the estimated state, input and parameters, the existing inverse method-
ologies for state estimation with unknown inputs have been so far formulated and applied in the full system domain, which
implies that their implementation requires modeling information of the entire system. The latter is oftentimes a limiting fac-
tor for actual engineering applications, since the various noise sources existing at the system level are not straightforwardly
quantifiable through the filter covariance matrices. Bridges are typical civil structures of such applications, where significant
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model errors are inevitably introduced from the unknown loads due to wind, as well as from the unaccounted for traffic-
induced vibrations. Similarly, the model-based prediction of the dynamic state of Wind Turbines (WTs) in a global frame-
work becomes a challenging and computationally prohibitive task. This is due to the inherently stochastic nature of WTs,
which originates from a number of uncertain environmental, operational and structural factors that are to a large extent
related to the aerodynamics. To overcome this hurdle, a subdomain inverse approach would be required [21–25], which
would thus circumvent the requirement for modeling intricate and time-varying dynamics and would further reduce the
level of modeling errors and allow for optimal estimation.

In this contribution, a general component-based Bayesian framework for output-only response prediction of systems
with limited sensing points is proposed. The methodology is based on the decomposition of a system into substructures that
can be treated and modeled independently of the entire system. As such, the response prediction at the level of a subsystem
can be viewed as an input-state estimation problem with the interface forces acting as unknown inputs on top of the prob-
ably existing external loads. Apart from the fact that a subdomain-based solution to the problem of dynamic state estimation
is thereby enabled, the proposed methodology features a number of additional benefits that can be exploited for various
engineering applications. Namely, the assumptions associated with the spatial distribution of the unknown, and oftentimes
equivalent [26], inputs can be avoided, especially when dealing with components whose dynamics are solely driven by the
interface forces. With model uncertainty constituting one of the major issues related to the tuning of Kalman-type filters, a
component-based approach leads to considerably reduced modeling errors which in turn facilitate the tuning process. The
methodology is further well suited for component-based model updating [27] as well as for hybrid-testing applications [28]
and limited-resource monitoring projects [29], where instrumentation of the entire system is not feasible.

The structure of this paper is organized as follows: the general framework for dynamic substructuring using either fixed-
or free-interface approaches is presented in Section 2, along with the reduction ingredients of each method, including inter-
face and rigid body modes. The integration of substructure models into the context of input and state estimation on the basis
of limited vibration response measurements is documented in Section 3. Lastly, Section 4 presents a set of case studies illus-
trating the performance and outlining the specifics of the proposed framework for different engineering problems, while the
conclusions are summarized in Section 5.

2. Substructuring formulation

This section provides the necessary background for substructure reduced-order modeling, whereon the proposed frame-
work for vibration-based response prediction using limited output measurements is based. In view of the extensive litera-
ture on substructuring, this section aims at comprehensively presenting the different substructure ingredients required for
establishing the proposed framework and further introducing the notation to be used in the following section for Bayesian
filtering. In so doing, a linear Finite Element (FE) model, defined on a domain X, is initially considered, whose continuous-
time dynamics are described by the second-order differential equations
M €uðtÞ þ C _uðtÞ þ KuðtÞ ¼ fðtÞ ð1Þ

with initial conditions uð0Þ ¼ u 0 and _uð0Þ ¼ _u 0, where uðtÞ 2 R n is the displacement vector, M;C;K 2 R n�n are the mass,
damping and stiffness matrices and fðtÞ 2 R n is the excitation vector.

The FE domain X described by Eq. (1) may be further divided into a number of non-overlapping subdomains X ðsÞ, for
s ¼ 1;2; . . . ;Ns, so that each node of the FE model belongs to exactly one substructure, except for those lying on the inter-
faces. Upon omitting the explicit time-dependency, the dynamic response of the Ns uncoupled substructures may be
described by the block-diagonal system of equations
M ð1Þ
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whereby the equations of the sth substructure can be isolated and subsequently rewritten in partitioned form as follows
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The superscript(s) in Eq. (3) denotes the quantities referring to the subdomain X ðsÞ;g ðsÞ 2 R n ðsÞ
indicates the vector of internal

forces at the interfaces, n ðsÞ is the number of degrees of freedom of the sth substructure and the subscripts i and b refer to the

internal u ðsÞ
i 2 R n ðsÞ

i and boundary u ðsÞ
b 2 R n ðsÞ

b degrees of freedom, respectively. The right-hand side of Eq. (3) is further sim-

plified, containing only gðsÞ
b , for non-externally excited substructures whose dynamics are exclusively driven by the interface

forces
In order to ensure equivalence between the initial model, described by Eq. (1), and the one obtained by dividing the

domain into a number of uncoupled substructures, the latter should additionally satisfy the compatibility and equilibrium
conditions. According to the former, any pair of connected degrees of freedom at the interface should have identical displace-
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ment, while the latter requires that interface forces on connected degrees of freedom sum to zero. These can be written in
compact form as
B ~u b ¼ 0 ð4aÞ
LT ~gb ¼ 0 ð4bÞ
where ~ub ¼ vec u ð1Þ
b u ð2Þ

b . . . u ðNsÞ
b

h i� �
and ~g b ¼ vec g ð1Þ

b g ð2Þ
b . . . g ðNsÞ

b

h i� �
, with vecð�Þ indicating the operator that stacks the

matrices vertically, and the operators B and L are Boolean matrices, with the one representing the null space of the other,
describing the connectivity of the substructures interface degrees of freedom.

In the context of structural dynamics, substructuring is typically used for the component-wise analysis of large-size and
complex systems that are difficult and cumbersome to be processed as single entities. As such, the systems are partitioned
into substructures, whose models are constructed independently and thereafter assembled in order to form the model of the
total system, in either a primal or dual way. According to the former, a unique set of interface degrees of freedom is retained
in Eq. (2), and the corresponding interface forces are eliminated through the equilibrium. This assembly is materialized by
imposing the following constraint equation
~u b ¼ Lu b ð5Þ

where u b 2 Rn b is the unique set of interface degrees of freedom for the system represented by Eq. (1). On the contrary, the
entire set of interface degrees of freedom is retained in a dual assembly, which is carried out by imposing the interface equi-
librium as follows
~g b ¼ �BT
k ð6Þ
where k are the Lagrange multipliers representing the interface force intensities.
In this contribution, the substructuring step is utilized for the independent modeling of system components, with the aim

of devising a monitoring scheme able to circumvent the need of modelling the entire system, as graphically communicated in
Fig. 1. In such formulation, the assembly step is also bypassed and the coupling of the substructure of interest with the rest of
the system is achieved by fusing the former with measured structural response at the interfaces. For this reason, the super-
script � ðsÞ is henceforth omitted and all symbols refer to a single substructure. A first step towards this end, comprises the
order reduction of the substructure model, which is demonstrated in the following sections using the Craig-Bampton and
Rubin methods. It should be noted that the applicability of the proposed framework is not limited to these two specific meth-
ods, but can be also fused with other substructuring and condensation works [30–35]. With the main difference among them
consisting in the reduction ingredients, substructure methods can be classified into fixed- and free-interface approaches.
Therefore, in order to highlight the specifics and advantages of each class, Craig-Bampton and Rubin methods are selected
as the most indicative and widely used ones belonging to the fixed- and free-interface classes, respectively.

2.1. Fixed-interface methods

In the Craig-Bampton method [32], the partitioned equations of motion of the substructure, as established in Eq. (3), are
reduced by introducing the following approximation for the internal displacement field
u i � U i q i þW b u b ð7Þ

in which U i 2 Rn i�n / contains a truncated set of fixed-interface vibration modes, with n / � n i, and q i 2 Rn / is the corre-
sponding modal coordinate vector. Such modes are obtained from the solution of the generalized eigenvalue problem related
to the internal degrees of freedom
Kii �x2
i;jMii

� �
/ i;j ¼ 0 ð8Þ
Fig. 1. Schematic representation of the full-domain (left) and substructure-based (right) problem of input-state estimation.
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with x i;j, for j ¼ 1; . . . ;n / representing the associated eigenfrequencies. On the other hand, matrix W b 2 Rn i�n b contains the
static constraint modes
W b ¼ �K�1
ii K ib ð9Þ
which are obtained upon static condensation of the internal degrees of freedom of Eq. (3). Each one of these modes describes
the static deformation of the internal part of the substructure when a unit displacement is applied to an interface degree of
freedom and the remaining interface is kept restrained.

2.2. Free-interface methods

In contrast to the Craig-Bampton method, which is based on fixed-interface modes, free-interface methods,such as the
Rubin and dual Craig-Bampton, are based on the vibration shapes obtained in absence of boundary conditions. These modes
seem to be a more natural system or component feature since they can be experimentally extracted from a free-free vibra-
tion test. Under this assumption, the displacement field of the substructure is approximated as follows
u � Nq f þ Rq r þ Kg b ð10Þ

where N 2 Rn�n f is a truncated basis of free-free vibration modes, such that n f � n, and q f 2 Rn f are the associated gener-
alized coordinates. The former can be obtained by solving the eigenvalue problem associated with the full substructure
matrices of Eq. (3), according to
K�x2
f ;jM

� �
nj ¼ 0 ð11Þ
where x f ;j, for j ¼ 1; . . . ;nf , are the corresponding eigenfrequencies. The second term of Eq. (10) encompasses the rigid body
motion of the substructure, whose computation is elaborated in the following subsection, with R 2 R n�6 and q r 2 R6 repre-
senting the rigid body modes and amplitudes, respectively. Lastly, the third term of Eq. (10) represents the static effect of
interface forces g b 2 R nb , which is mapped to the substructure through the residual attachment modes K 2 R n�n b . For the
sake of brevity, the derivation of such modes is herein omitted however, the reader is referred to [36,37] for a detailed expla-
nation. It should be noted though that in analogy with the constraint modes, the residual attachment modes describe the
displacement field of the substructure due to a unit force applied at the interface degrees of freedom and further satisfy
the orthogonality conditions with respect to the mass and stiffness matrices.

By approximating the substructure displacements using Eq. (10), the generated reduced-order system is represented by a
set of generalized coordinates q f ;q r and the interface forces g b. To allow for conventional assembly of this dual substructure
representation with other components, such as physical substructures in the context of hybrid testing, Eq. (10) is further
transformed in the context of Rubin method, in order to yield a displacement-based superelement. To do so, the interface
forces need to be substituted by the associated displacements, and this is accomplished by partitioning Eq. (10) into two sys-
tems of equations, one referring to the internal degrees of freedom and a second one pertaining to the boundary quantities.
Subsequently, solving the latter for interface displacements results in
g b ¼ K ðKÞ
bb u b � R bq r � N bq fð Þ ð12Þ
where subscript b denotes the submatrices referring to the boundary degrees of freedom and K ðKÞ
bb ¼ K�1

b . Thereafter, the
internal displacements can be expressed in terms of the generalized coordinates and the boundary displacements as follows
u i ¼ N i � K iK
ðKÞ
bb N b

� �
q f þ R i � K iK

ðKÞ
bb R b

� �
q r þ K iK

ðKÞ
bb u b ð13Þ
where similarly, subscript i designates the submatrices pertaining to internal displacements.
On the other hand, although the dual Craig-Bampton method is also based on the assumption that the total displacement

field of the substructure is approximated by Eq. (10), the equations of motion are formulated on the basis of generalized dis-
placements and boundary forces. In this sense, Eq. (10) is directly applied to transform Eq. (3) in the reduced space. Although
such a formulation might not facilitate the assembly of reduced-order components, which is the goal in conventional sub-
structure schemes, it provides an explicit expression for the sought for boundary forces in the context of inverse engineering.

2.2.1. Rigid body modes
In the context of substructuring, it might often be the case that a component is not constrained and as a result experiences

rigid body modes, which represent displacement fields without deformation. Evidently, in the context of a forward simula-
tion for the entire system, these modes would vanish upon assemblage of the substructures. However, they need be taken
into account when a substructure is considered as a singleton in an inverse engineering context, where the measured
response quantities might not be related to the deformation alone, as is the case with acceleration and inclination measure-
ments. Although rigid body modes are inherently included in the Craig-Bampton scheme, they need to be additionally com-
puted for the Rubin method, as well as for rigid interface reduction, which may be implemented with both methods. The
extraction of such modes can be performed either by computing the nullspace of stiffness matrix or by solving the eigenvalue
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problem of the unconstrained, i.e., free interface substructure and retaining the zero frequency eigenmodes. Alternatively,
they can be efficiently obtained from the geometry of the structure by assembling the trace of each node as follows
R ¼ RT
1 RT

2 . . . RT
N

� �T ð14Þ

For the general case of three-dimensional FE models with six degrees of freedom per node, the imprint of rigid modes on the
nth node can be computed from the nodal coordinates
R n ¼ R t; n R r; n½ � ¼ I T r; n

0 I

� �
ð15Þ
where R t; n 2 R6�3 represents the translational modes, indicated by the subscript t, while R r; n 2 R6�3 contains the informa-
tion related to the rotational modes, which is denoted by subscript r. The coupling term Tr;n 2 R3�3 for the calculation of dis-
placements due to rotational modes may be obtained as follows
T r; n ¼
0 ðzn � z0Þ �ðyn � y0Þ

�ðzn � z0Þ 0 ðxn � x0Þ
ðyn � y0Þ �ðxn � x0Þ 0

2
64

3
75 ð16Þ
where xn; yn and zn, for n ¼ 1; . . .N, are the nodal coordinates while x0; y0 and z0 designate the coordinates of a reference node
on the substructure. By definition, the translational modes obtained from Eq. (15) are orthogonal to the mass matrix, and by
extension to the stiffness matrix, however, this is not the case for the rotational modes since the reference point ðx0; y0; z0Þ
can be arbitrarily chosen, without necessarily coinciding with the center of mass. In this sense, the rotational modes obtained
from Eq. (15) need to be orthogonalized by removing the translational components from R r through the following operation
R̂ r ¼ I� R t RT
tMR t

� ��1
RT

tM
� 	

R r ð17Þ
where M is the component mass matrix. Lastly, the orthogonalized with respect to mass and stiffness rotational modes can
be assembled with the translational ones to form the normalized rigid body modes
R ¼ R t R̂ r

� �
M�1

R ð18Þ
where MR 2 R6�6 is given by
M R ¼ diag mx; my; mz; mrx ; mry ; mrz


 � ð19Þ

and contains the inertial terms of both translational and rotational modes, which essentially represent the global inertial
terms of the substructure.

2.3. Interface modes

Despite the significant order-reduction that may be achieved with the use of fixed- or free-interface modes for the inter-
nal displacements, the substructure dynamics represented by either Craig-Bampton or Rubin method are still described by
the entire set of interface degrees of freedom. This set may be significantly large for sizable, or finely meshed interfaces,
determining thus the computational efficiency of the overall substructure model [38]. The number of, either physical or gen-
eralized, interface degrees of freedom is an even more critical model aspect in the context of input estimation, where direct
invertibility and problem conditioning are major concerns [39]. To this end, this section is focused on the interface reduction,
with the aim of establishing a computationally efficient model, able to run in real time, which is further well conditioned and
satisfies the conditions for direct invertibility.

2.3.1. Rigid reduction
The first approach for interface reduction is based on the assumption of stiff interfaces, whose behavior may be approx-

imated by rigid body motions. Such an assumption reduces the interface kinematics, and subsequently the degrees of free-
dom, to only six components for a three-dimensional model, namely three translations and three rotations, implying thus
the following transformation of boundary degrees of freedom
u b ¼ C b q b ð20Þ

where q b 2 R 6�1 is the vector of rigid body coordinates, given by q b ¼ ½u b;v b;w b; h b;/ b;w b�T, and C b 2 Rnb�6 is the corre-
sponding rigid body modes vector. The latter may be obtained from a node-basis approach, according to
C b ¼ vec C b;1 C b;2 . . . C b;N

 � ð21Þ
where C b;j 2 R6�6 for j ¼ 1;2; . . . ;N represents the corresponding nodal vector of rigid motions, whose structure resembles
the one of Rn defined in Eq. (15) and is given by
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C b;n ¼ I T r; n

0 I

� �
ð22Þ
The coupling term T r;n 2 R3�3 between rotational and translational degrees of freedom is identical to the one defined in Eq.
(16), with x0; y0 and z0 indicating now the origin coordinates of the interface. Again, the origin may be placed to any position
of the interface, without necessarily coinciding with existing nodes.

2.3.2. Modal reduction
When an interface is significantly flexible and therefore cannot be represented by rigid modes, the displacement field can

be spanned by a set of generalized coordinates, which satisfy the eigenvalue problem
K̂ bb �x2
b;k M̂ bb

� �
c b;k ¼ 0 ð23Þ
with c b;k 2 Rn b denoting the kth interface mode and x b;k representing the corresponding eigenfrequency. The stiffness and

mass terms K̂ bb and M̂ bb are obtained from the assembled interface matrices, which essentially comprise the stiffness and
mass contribution from all connected substructures at the said interface. By retaining a truncated number of eigenmodes, as
typically done in modal analysis, the displacement field of the interface may be described by
u b �
Xn c

k¼1

c b;k q b;k ¼ C bq b ð24Þ
where C b 2 R nb�n c contains the retained eigenvectors, whose dimension n c is typically significantly smaller than the initial
number of degrees of freedom, so that n c � n b.

2.4. Component-level reduction

Regardless of the substructuring approach, the physical degrees of freedom u 2 R n can be transformed to a reduced space,
wherein the substructure dynamics are represented by a set of generalized coordinates ~q 2 R r, such that r � n. Upon estab-
lishing the transformation matrix T 2 R n�r from the original to the reduced space, such that u ¼ Tq, the reduction step may
be carried out by means of a Galerkin projection, to yield the final form of reduced substructure equations
~M€qþ ~C _qþ ~Kq ¼ ~f þ ~g ð25Þ
where the size and form of system matrices ~M; ~C; ~K 2 R r�r and force vectors ~f; ~g 2 R r depends on the substructure approach.
To do so, the projection equation u ¼ Tq is initially substituted in Eq. (3), which gives rise to a residual term. The latter is
subsequently enforced by the Galerkin condition to be orthogonal to the projection basis, yielding thus the reduced-order
equations [40].

For proportionally, or Rayleigh, damped systems, which are considered in this work, the reduced damping matrix ~C is
expressed as a linear combination of the reduced stiffness and mass matrices, ~C ¼ a ~Mþ b ~K, with a and b designating the
Rayleigh coefficients. The selection of these coefficients, at the level of component, is not straightforward however, in the
applications to be demonstrated, the quality of input and state estimation is not affected by the amount of damping, simi-
larly to what is observed in [10], when the latter lies in the regime of typical lightly-damped systems. As such, the coeffi-
cients are herein chosen such that the first two component-based modes are assigned the same amount of damping with
the first two global vibration modes.

2.4.1. Fixed-interface method
For the Craig-Bampton method, the reduced space consists of the fixed-interface mode amplitudes q i and the generalized

interface coordinates q b, so that q ¼ vec q i qb½ �ð Þ 2 R n/þnc . As such, the transformation to the reduced space may be estab-
lished by combining Eq. (7) with either Eq. (20) or Eq. (23), depending on the interface reduction scheme, to yield the fol-
lowing expression
u i

u b

� �
¼ U i W bC b

0 C b

� �
q i

q b

� �
¼ Tq ð26Þ
and subsequently derive the reduced equations of motion by means of a Galerkin projection
I UT
i M ib þM iiW bð ÞC b

CT
b WT

bM ii þM bi

 �

U i CT
b M bb þM biW b þWT

bM ib þWT
bM iiW b


 �
C b

" #
€q i

€q b

� �
þ X2

i 0

0 X2
b

" #
q i

q b

� �
¼

~f i
~f b

" #
þ 0

~gb

� �

ð27Þ

where X i 2 R n/�n/ and X b 2 R nc�nc are the diagonal matrices containing the eigenfrequencies of the fixed-interface and
interface vibration modes, respectively. Lastly, it should be noted that when the interface degrees of freedom are modally
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reduced, the corresponding eigenfrequencies are directly extracted from Eq. (23), while in the case of rigid reduction, X2
b

may be computed as
X2
b ¼ CT

b K bb þ K biWbð ÞC b ð28Þ

which is derived from the analytical transformation of Eq. (3) using Eq. (26). The generalized force terms on the right-hand
side of Eq. (27), are given by
~f i ¼ UT
i f i ð29aÞ

~fb ¼ CT
bW

T
b f i þ CT

bfb ð29bÞ
~gb ¼ CT

b g b ð29cÞ
2.4.2. Free-interface method
In Rubin method the physical degrees of freedom are projected to a reduced space, which consists of the free-interface

modal coordinates q f , the interface mode amplitudes q b and the rigid body coordinates q r, so that
q ¼ vec q f q b q r½ �ð Þ 2 R nfþncþ6. Accordingly, the transformation can be constructed by combining Eq. (13) with either Eq.
(20) or Eq. (23), yielding thus the following relation between physical and generalized degrees of freedom
u i

u b

� �
¼ N i � K iK

ðKÞ
bb N b K iK

ðKÞ
bb C b R i � K iK

ðKÞ
bb R b

0 C b 0

" # q f

q b

q r

2
64

3
75 ¼ Tq ð30Þ
where subscripts i; b indicate the submatrices pertaining to the internal and boundary degrees of freedom, respectively. Sub-
sequently, the Rubin-based reduced-order system is obtained by means of a Galerkin projection, as follows
IþNT
bM̂

ðKÞ
bb Nb �NT

bM̂
ðKÞ
bb Cb NT

bM̂
ðKÞ
bb Rb

�CT
bM̂

ðKÞ
bb Nb CT

bM
ðKÞ
bb Cb �CT

bM̂
ðKÞ
bb Rb

RT
bM̂

ðKÞ
bb Nb �RT

bM̂
ðKÞ
bb Cb IþRT

bM̂
ðKÞ
bb Rb

2
664

3
775

€q f

€qb

€q r

2
64

3
75þ

X2
f þNT

bK
ðKÞ
bb Nb �NT

bK
ðKÞ
bb Cb NT

bK
ðKÞ
bb Rb

�CT
bK

ðKÞ
bb Nb CT

bK
ðKÞ
bb Cb �CT

bK
ðKÞ
bb Rb

RT
bK

ðKÞ
bb Nb �RT

bK
ðKÞ
bb Cb RT

bK
ðKÞ
bb Rb

2
664

3
775

q f

qb

q r

2
64

3
75¼

~f f
~f b
~f r

2
64

3
75þ

0
~gb

0

2
64

3
75

ð31Þ

where M ðKÞ

bb ¼ KTMK and M̂ ðKÞ
bb ¼ K ðKÞ

bb M
ðKÞ
bb K

ðKÞ
bb ;X f 2 R nf�nf is the diagonal matrix of free-free eigenfrequencies, while the

generalized force vectors are expressed as
~f f ¼ NT
i � NT

bK
ðKÞ
bb K

T
i

� �
f i ð32aÞ

~f b ¼ CT
bK

ðKÞ
bb K

T
if i þ CT

bf b ð32bÞ
~f r ¼ RT

i � RT
bK

ðKÞ
bb K

T
i

� �
f i ð32cÞ

~g b ¼ CT
b g b ð32dÞ
3. Input-state estimation

By introducing the state vector x ¼ vec q _q½ �ð Þ 2 R 2 n, the reduced-order governing equations of motion of a substructure,
given in the general case by Eq. (25) and in particular by Eq. (27) for the Craig-Bampton method or Eq. (31) for the Rubin
method, can be transformed into a state-space representation
_x ¼ A c xþ B c p ð33aÞ
y ¼ G c xþ J c p ð33bÞ
where y 2 R ny denotes the observed system outputs and p 2 R np indicates the driving forces. Assuming that no external
loads are exerted on the interfaces, i.e., f b ¼ 0, the substructure dynamics are either driven by the internal interface forces
g b or additionally by the external loads f i acting on the internal degrees of freedom, The latter is typically a sparse vector,
which contains the inputs p i 2 R npi that are exerted on a limited number of locations, so that f i ¼ S pip i, with S pi 2 R ni�npi

being a boolean matrix. Therefore, the matrices of state equation, which are derived from the equations of motion, are writ-
ten as follows
A c ¼
0 I

� ~M�1 ~K � ~M�1~C

� �
;B c ¼

0
~M�1�TT

� �
ð34Þ



8 K.E. Tatsis et al. /Mechanical Systems and Signal Processing 150 (2021) 107223
where �T is the input transformation matrix, whose structure depends on whether the substructure dynamics are driven only
by interface forces, or both by interface and external loads. In the general case, �TT is the transpose of the reduction matrix T,
which may be obtained either by Eq. (26) or by Eq. (30), for Craig-Bampton and Rubin methods, respectively. However, it is
herein slightly modified, in order to reduce the number of identified forces, according to the discussion of the previous para-
graph. Thus, the form of �TT for each one of the two loading cases and for each one of the substructure methods is presented in
Table 1, where it can be seen that the interface forces are not obtained by directly estimating g b as such, but through the
estimation of the generalized interface forces ~g b.

The structure of output influence and direct transmission matrices, G c and J c respectively, is dictated by the measured
response quantities, which for typical civil engineering systems consist of displacements, usually in the form of inclination
measurements, as well as accelerations and strains, yielding thus the following expressions
Table 1
Input tr

Meth

Fixed

Free
G c ¼
S d T 0

S a T ~M�1 ~K S a T ~M�1~C
D e Sd; � T 0

2
64

3
75; J c ¼

0
S a T ~M�1 �TT

0

2
64

3
75 ð35Þ
where S d 2 R n d and S a 2 R n a are selectionmatrices for displacements and accelerations and S d;� 2 R n � denotes the selection
matrix for displacements related to strain measurements. In the context of Finite Element modeling, where strains are
retrieved at the element level, S d;� selects the system displacements that correspond to the element nodal degrees of free-
dom. Thereafter, the displacements are transformed into strains through the block-diagonal matrix D e, which contains the
element deformation matrices.

By temporal discretization of the state-space model of Eqs. (33) with a sampling rate of 1=Dt, and upon adding the noise
terms w k and v k, which represent the modeling and measurement errors respectively, the discrete-time stochastic state-
space model is obtained as
x kþ1 ¼ Ax k þ Bp k þw k ð36aÞ
y k ¼ Gx k þ J p k þ v k ð36bÞ
where both w k 2 R 2n and v k 2 R n y are zero-mean Gaussian processes with known covariance matrices Q w ¼ E w k wT
l

� �
and

Q v ¼ E v k vT
l

� �
. The discrete-time system matrices are accordingly obtained through a zero-order hold scheme as:

A ¼ eA c Dt; B ¼ A� I½ �A�1
c B c; G ¼ G c and J ¼ J c.

A number of recursive Bayesian approaches [7–9] has been recently proposed and implemented for jointly estimating the
input and state of structural systems on the basis of the state-space model described by Eqs. (36). Although the estimation
quality is reported to be dependent on the implemented algorithm [11,41], this paper is focused on establishing and under-
lining the specifics of a component-based vibration monitoring scheme. As such, the results presented in the following sec-
tion are indicatively generated with the Augmented Kalman filter (AKF), where the state vector x k is augmented with the
inputs p k, to form the augmented state vector zk ¼ vec ½xk pk�ð Þ. In such a context, it is additionally postulated that the input
evolution can be captured by a random-walk process
p kþ1 ¼ p k þ r k ð37Þ
where r k 2 R np denotes the zero-mean white Gaussian noise term, with Q pp ¼ E p kpT
l

� �
representing the corresponding

covariance matrix. It should be noted that although the estimation is herein performed using the AKF, any other form of
Bayesian filter for state and input estimation, with different assumptions on the evolution of the latter [42,43], may be well
tailored to the proposed methodology.
ansformation matrix for systems driven i) only by interface and ii) both by interface and external forces.

od p ¼ ~g b p ¼ pT
i
~gT
b

� �T

-interface �TT ¼ 0
I

� �
�TT ¼ UT

iS pi
0

CT
bW

T
bS pi

I

" #

-interface
�TT ¼

0
I
0

2
4

3
5

�TT ¼
NT

i � NT
bK

ðKÞ
bbK

T
i

� �
S pi

0

CT
bK

ðKÞ
bbK

T
i S pi

I

RT
i � RT

bK
ðKÞ
bb KT

i

� �
S pi

0

2
6664

3
7775
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One of the major concerns arising in the proposed framework is the selection of the reduction order and by extension, the
components forming the reduction basis V 2 N;U;Cbf g. In a forward substructure problem the reduction basis of each com-
ponent is chosen such that the dynamic properties of the assembled system are well retained within a specific frequency
range. However, this is not applicable in an inverse context where the substructure model is utilized to locally represent
the system dynamics. When information from forward simulations of the entire system is available, this can be exploited
for the construction of the reduction basis. In the absence however of such information, which is often the case when a
model of the entire system is not readily available, the order may be determined on the basis of the mean square error (MSE)
MSE ¼ 1
N

XN
k¼1

yk � ŷkk k ð38Þ
which need be evaluated for a number of candidate models Mn with different reduction bases VðnÞ. Concretely, the input-
state estimation problem is initially solved using a reference Reduced Order Model (ROM) M0ðVð0ÞÞ, with Vð0Þ being the

underlying reference reduction basis, in order to extract the predicted output sequence Yð0Þ ¼ yð0Þ
1 yð0Þ

2 . . . yð0Þ
N

h i
for a num-

ber of validation points and subsequently compute the corresponding mean square error MSE(0). Thereafter, the ROM is ree-

valuated by appending the first candidate component v1 on the reduction basis, so that Vð1Þ ¼ Vð0Þ v1

h i
, and then the mean

square error MSE(1) obtained using M1 Vð1Þ
� �

is used as a metric for the significance of v1. Therefore, if M1 Vð1Þ
� �

scores a

better mean square error, within a certain tolerance, than the previous best, v1 is retained in the reduction basis and the best
MSE is updated, otherwise v1 is discarded. The algorithm then proceeds to the assessment of the next component until all
candidates vn, for n ¼ 1;2; . . . ;m, are examined. The detailed steps for selecting the reduction basis components are docu-
mented in Algorithm 1.

It should be noted that the range of candidate components for the reduction basis is subjected to certain observability
limitations, which are imposed by the number and location of output measurements. Concretely, it must be ensured that

the state-space model Sn Mnð Þ derived for each ROM Mn VðnÞ
� �

is observable. By generalizing the discrete-time observability

conditions for modally reduced systems [39], it is implied that for a reduced-order substructure model none of the terms
SdT; SaT and Sd;�T, appearing in the measurement equation, contains any zero columns. Furthermore, it might be, depending
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on the problem dynamics, that the error metric is notably reduced by assessing two candidate components together, than
separately. In that case, a slight modification of Algorithm 1 would be required in order to assess the combinatorial score
of candidate basis vectors. Such an effect has not been observed in the considered applications, hence the proposed algo-
rithm. Lastly, it should be underlined that in the context of generalized input estimation, an increase in the number of basis
components might also imply an increase in the number of inputs to be estimated, with the latter being bounded, due to
stability reasons, by the number of strain/displacement measurements.
4. Case studies

In what follows, the proposed framework is demonstrated through simulated examples of WT structures, whereby the
NREL 5.0 MW land-based turbine is simulated under operational conditions and the full-field vibration response and inter-
face, as well as external forces at major components, i.e., tower and blades, are estimated on the basis of a limited number of
output-only measurements. For a detailed description of the NREL 5.0 MW structural properties, the reader is referred to
[44]. The considered WT system is modeled using FAST v8 in order to perform a number of aero-servo-elastic simulations,
which serve for the extraction of synthetic vibration data. In order to loosely illustrate the robustness of the method, each
one of the following case studies represents a different operating point of the WT, which is defined by the mean wind speed,
sampled from a Weibull distribution with mean equal to 11 m/s, and the corresponding turbulence, drawn from a condi-
tional on the mean wind speed lognormal distribution.

The motivation for establishing such a case study stems from the large degree of uncertainty that characterizes the
dynamic response of operating WTs, which constitutes a limiting factor for the implementation of a global response identi-
fication framework. Therefore, in order to reduce this uncertainty, which is primarily associated with the aerodynamic loads
and the various mechanical parts at the level of nacelle, and to further circumvent the construction of an entire WT model,
which constitutes a considerably laborious task and involves the modeling of intricate and time-varying dynamics, the iden-
tification process may be carried out using the proposed substructure framework. The components of interest can be thus
modeled separately and thereafter coupled with the rest of the system through the measured and estimated interface
quantities.
4.1. Case A: wind turbine tower

The first case study is focused on the vibration monitoring of the NREL 5 MW WT. To this end, the entire WT is first sim-
ulated in order to obtain operational response measurements at the virtual sensing points, which are illustrated in Fig. 2(a)
and (b) with red dots. Thereafter, the input and state are jointly estimated at the tower substructure, which is depicted in
Fig. 2(c). Since the wind loads acting on the tower, i.e., drag forces bear only a minor contribution to the global dynamics
[45,46] under normal operational conditions, it is herein assumed that the dynamics of the tower are exclusively driven
by the top interface forces. The effect of distributed drag load on the tower, which might be more pronounced in parked
Fig. 2. Tower model; red points represent the measurement locations; green dots are the estimation/validation points.
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or idling conditions, can be further included in terms of the generalized forces, similarly to the blade aerodynamic loads of
the third case study.

As previously mentioned, the measurement data are generated using FAST v8 however, the substructure is represented by
a three-dimensional shell FE model, so as to ensure the independence from the forward simulator. The substructure full-
order model consists of 28,300 shell elements and 170,400 degrees of freedom, with the bottom cross-section being fixed
and the top one considered as an interface. The model is reduced using both Craig-Bampton and Rubin methods to 8 gen-
eralized coordinates, with the selection of these components relying on the requirement that the entire reduction basis spans
the space of the first two vibration modes of the WT, as suggested by existing knowledge on WT tower dynamics [47]. In the
first case the reduced-order model comprises the first dynamically important [48] fixed-interface mode in each transverse
direction, while the Rubin-reduced model is similarly composed of the first free-interface components in x and y directions.
Lastly, in both cases the tower-top interface is modally reduced, with the first 8 vibration modes depicted in Fig. 3.

It should be noted that although the type of interface reduction, i.e., rigid or modal, depends on the geometry and stiffness
of the interface, the number of generalized forces to be identified is mainly dictated by invertibility, stability and uniqueness
conditions [49,39]. These are in turn directly associated with the size n c of the interface reduction basis, as well as with the
number of displacement/strain and acceleration measurements. Concretely, the number of identified interface forces can
exceed neither the size of the corresponding basis nor the number of acceleration measurements referring to the interface,
while it is further limited by the number of displacements and/or strain sensors for stability and uniqueness of the inversion.

In the present application, where interface forces are estimated in terms of the generalized coordinates, their number
cannot be by definition smaller than or equal to nc. Thereafter, with the adopted sensor layout shown in Fig. 2, stability
and uniqueness are ensured by retaining and therefore estimating only the first six generalized degrees of freedom, whose
corresponding shapes are depicted in Fig. 3 and essentially represent a rigid reduction. Although higher-order interface
modes are not important for WT towers, which are well described by the kinematics of beam theory, they could be included
in the estimation of blade interface forces, where warping effects are significant. In that case, additional sensing points would
be required to meet the above conditions and ensure that the rank of term S aT ~M�1�TT from the feedthrough matrix J defined
in Eq. (35), where T is obtained either by Eq. (26) or Eq. (30), is equal to the number of generalized forces.

The assessment of the proposed approach is performed in terms of the estimated substructure state, whose accuracy is
reflected through the predicted response at unmeasured locations (Fig. 2), as well as through the accuracy of the estimated
interface forces. Regarding the latter, it should be underlined that such estimates do not constitute any type of equivalent
force [26], but represent the ones actually driving the tower response and essentially reflect the unaccounted-for system
dynamics. The simulation outputs are initially corrupted with 3% Gaussian white noise and the estimation results are
obtained using a diagonal covariance matrix for the input process noise, whose values are listed in Table 2. Fig. 4 illustrates
the time histories of the estimated vibration response at the validation points, using both Craig-Bampton and Rubin meth-
ods, along with the actual values. It can be seen that although the dynamics of the rotor are not included in the identification
process, the response at unmeasured locations is estimated with sufficient accuracy.

As mentioned already in Section 3 and discussed in the previous paragraphs, the input estimation is performed in terms of
the generalized forces ~g b, whose estimates are presented and compared with the actual values in Fig. 5. Once these are suc-
cessfully estimated, the corresponding nodal interface forces can be subsequently retrieved according to
Fig. 3.
respect
g b ¼ C b CT
bC b


 ��1
~g b ¼ CT

b


 �y
~g b ð39Þ
where �y denotes the pseudo-inverse operator. In this case study, the proposed approach is implemented for a single com-
ponent and therefore retrieval of the interface forces in nodal space might not be of interest. However, a natural extension of
the approach would include more than one component, as is the case for instance in hybrid testing applications, in which one
part of the system is experimentally tested while the rest is numerically modeled and therefore the retrieval of nodal forces
may be an indispensable task for the coupling of adjacent components. Moreover, the implementation of the proposed
method in such a context would be significantly useful for the optimization and validation of design approaches in offshore
WTs [50].

4.2. Case B: wind turbine tower section

This example is focused on the response prediction of the tower section shown in Fig. 6(a), with the aim of further illus-
trating the effectiveness and applicability of the method in components experiencing rigid body modes. The considered sec-
The first eight components of the reduction basis for the tower-top interface; gray and black lines denote the undeformed and deformed interface
ively.



Table 2
Diagonal entries of the process noise Q pp related to the driving inputs of the tower substructure.

Method Basis size Generalized interface forces

n/ / nf nc ~gb;1 ~gb;2 ~gb;3 ~gb;4 ~gb;5 ~gb;6

Fixed-interface 2 6 2.0e4 5.0e3 1.0e-3 8.0e3 1.0e4 1.0e1
Free-interface 2 6 1.0e5 5.0e3 1.0e-3 1.0e4 2.0e4 4.0e1

Fig. 4. Actual (black) versus estimated fore-aft and side-to-side displacement response at the validation point; estimates using the fixed-interface model
are represented by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Fig. 5. Equilibrium conditions at the tower-top interface - Actual (black) versus estimated fore-aft and side-to-side interface forces; estimates using the
fixed-interface model are represented by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. The tower-section substructure model and the measured interface and internal response quantities.
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tion is 5 m long and constitutes the upper substructure of the tower examined in the previous case study, with the bottom
diameter of 4.00 m located at 82.6 m from the ground level and the top diameter, equal to 3.87 m, being the interface with
rotor-nacelle assembly. It should be noted that the usefulness of such a monitoring approach might not be initially evident,
but it is significantly relevant in the context of vibration assessment and fatigue monitoring of critical weld seams and/or
flanges, whereby tower sections are connected, or even for substructure model updating and hybrid testing applications.
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To this end, the vibration response obtained from the full WT model at the measurement locations shown in Fig. 6 are
fused with the substructure model through the Bayesian filter in order to recursively estimate the entire dynamic state
and the unmeasured generalized interface forces, which are assumed to exclusively drive the tower-section dynamics. Again,
the substructure is modeled using both Craig-Bampton and Rubin methods, with the aim of highlighting the different reduc-
tion ingredients and most importantly the performance and specifics of each model in terms of response prediction and
observability conditions. Based on the discussion of the previous section and given that the tower is well characterized
by the beam theory assumptions, the interface reduction of the substructure is again carried out assuming rigidified
cross-sections, whose response is described by the six rigid body modes, as shown in Fig. 3.

With the global tower response being dominated by the first two vibration modes in fore-aft and side-to-side directions
[47], the bending-induced displacement field of the tower section can be accurately approximated by retaining a limited
number of fixed- or free-interface modes in each direction for the Craig-Bampton or Rubin method, respectively. This
may be conceptually evidenced through Fig. 7(b) and (c), which depicts the first two vibration modes of each method. When
these are coupled with the six rigid body movements of each interface through the constraint and residual attachment
modes, the substructure response spanned by the first two global tower modes can be approximated without the need of
retaining components higher than the first two. It should be noted though that even in that case, the contribution of
higher-order modes might be also statically significant [51], due to the coupling of generalized coordinates qi;qb and qf ;qb.

To investigate the significance of this coupling and determine the required order of the reduction basis for the internal
degrees of freedom, the ROM of the substructure is initially constructed using only one component in each direction from
each basis U and N, for fixed- and free-interface methods, respectively. Upon discarding the components related to purely
axial vibration, the basis vectors required in order to accurately capture the bending behavior in x and y directions are deter-
mined using Algorithm 1, with the displacement response at the validation point being used as reference measurement. The
initial model for each method comprises only the first internal basis vector and the relative tolerance for the assessment of
each candidate model is set to 1%. The results obtained for the bending components in y direction using the two methods are
illustrated in Fig. 8, where circular marks indicate the vectors appended in the basis and ‘‘x” marks denote the ones being
rejected. As evidenced through Fig. 8, an accurate prediction can be obtained using two and three basis vectors for the
fixed- and free-interface schemes, respectively. Such a difference may be attributed to the local behavior contained in the
fixed-interface modes, as opposed to the free ones, which may be indicatively highlighted by comparing /2 with n2 in
Fig. 7. With similar results obtained for bending behavior in x direction, the ROM constructed with Craig-Bampton method
comprises two bending components in each direction x and y, one torsional and six interface modes for each one of the inter-
faces, resulting in a system of 17 basis vectors. On the other hand, the Rubin-based ROM comprises 3 bending components in
each direction, one torsional, twelve interface and another six rigid body modes, leading to a total of 25 generalized degrees
of freedom.

In order for the two reduced-order substructure systems to be observable, none of the terms SdT and SaTmust contain any
zero columns. Moreover, due to the fact that the tower section model experiences rigid-body motions, stability of the system
cannot be ensured using only strain and acceleration measurements. Additional displacement information at the boundaries
should be utilized in order to ensure stability of the inversion and further enable the identification of rigid-body motion.
Although the latter might not be of interest in the context of structural dynamics, it is inevitably contained in acceleration
and inclination measurements and therefore has to be accommodated by the model. In this example, displacements in lon-
gitudinal direction due to bending are obtained through tilt measurements, while the ones in transverse directions are
extracted from accelerations. The latter is not directly measurable in practice, but can be numerically calculated through
the integration of acceleration signals [52,53]. Accordingly, the displacements in longitudinal direction can be also obtained
through integration and in that case tilt measurements would be redundant leading thus to the minimum number of sensors,
namely six acceleration channels in each interface and three in the internal domain.

For the estimation step, the filter of each model is initialized with z0 ¼ 0 and P0 ¼ 103 � I, where I 2 R2n is the identity
matrix. The measurement noise covariance matrix R is adjusted according to the added sensor noise, which amounts to
3% of the signals standard deviation, and the process noise covariance associated with the generalized displacements and
velocities is chosen equal to Q xx ¼ 10�7 � I. The process noise Q pp related to the system inputs is assumed to have a diagonal
Fig. 7. The first two reduction components for bending in y direction using (a) fixed- and (b) free-interface substructure schemes.



Fig. 8. Selection of basis vectors for fixed- (left) and free-interface methods (right).
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structure and is tuned on the basis of the L-curve [53]. The latter is essentially an np-dimensional curve, whose optimal point
is obtained upon separation of the problem into np L-curves, one for each entry of Q pp. As such, the optimal point is sequen-
tially obtained for all curves and the process is repeated until convergence of all entries, with the final values documented in
Table 3. The results obtained in terms of interface force estimates in fore-aft direction are plotted in Fig. 9 against the actual
values, which are obtained upon projecting the interface forces obtained from the forward simulation of the entireWTmodel
on the interface reduction basis CT

b. The estimates of ~gb;1, which essentially represents the thrust force are seen to be slightly
biased which is mainly owed to the fact that this forcing term is strongly associated with the integration-based displacement
measurements. On the other hand, the corresponding fore-aft bending moment estimates, which are strongly related to the
inclination measurements, are very accurately tracked using either model. A similar picture is observed in Fig. 10, where the
estimated displacement response in the unmeasured location, shown in Fig. 6, is also well predicted with both models.
4.3. Wind turbine blade

The last case-study is focused on the NREL 5-MW WT blade, whose structural details are also documented in [44]. To
highlight the capabilities and limitations of the proposed approach, the implementation of this case-study is based on a
three-dimensional FE model of the blade, which is developed independently of the rest of the system. The model is con-
structed using (linear) 4-noded and six-degree-of-freedom thin shell elements, which are employed with a reduced-
integration scheme and hourglass control [54], so as to attenuate numerical artifacts. In the absence of information pertain-
ing to the properties and orientation of each individual layer of the glass-fiber material, the characterization of the composite
material is carried out by an inverse process, whereby the six engineering constants of an effective orthotropic material are
calibrated in order to achieve a satisfactory agreement between the first FE modal properties and those occurring from the
equivalent beam properties reported in [44].

In order to achieve an as close to reality as possible representation of the vibration response, the dynamic behavior of the
blade is obtained by means of an aeroelastic analysis, which is based on the Blade Element Momentum (BEM) [55] theory.
Due to the fact that the one-dimensional loads (drag, lift and aerodynamic moment) obtained from the latter are not directly
applicable to three-dimensional FE models, a hybrid scheme combining BEMwith airfoil pressure distributions, derived from
XFOIL, is devised. Namely, the blade is, similarly to the conventional BEM approach, discretized into a number of blade ele-
ments on which the angle of attack is obtained using BEM theory. Thereafter, the loads are not extracted in the form of drag
and lift terms but instead, the angle of attack is used to compute the pressure distribution over the central section of each
blade element using Xfoil. Lastly, the pressure at intermediate mesh points is computed by interpolation.

The motivation behind this application stems mainly from the fact that blades are currently among the least condition-
monitored WT components, due to their size, the uncertainty related to loading conditions as well as due to the lack of
understanding of the effects induced by local defects. With the instrumentation of existing blades being feasible only at
the vicinity of the root, several practical limitations are imposed in the full-scale vibration monitoring of such structures.
In this sense, the proposed substructure-based approach is well suited for monitoring the transition region between the root
and the zone of airfoil profile, which is the most fatigue- and damage-critical location [56,57] of blades. Moreover, it enables
the implementation of a more sophisticated control scheme that would not only aim at regulating the generator speed but
Table 3
Diagonal entries of the process noise Q pp related to the driving inputs of the tower section.

Method Basis size Interface(1) Interface(2)

n/=nf nc ~gð1Þ
b;1

~gð1Þ
b;2

~gð1Þ
b;3

~gð1Þ
b;4

~gð1Þ
b;5

~gð1Þ
b;6

~gð2Þ
b;1

~gð2Þ
b;2

~gð2Þ
b;3

~gð2Þ
b;4

~gð2Þ
b;5

~gð2Þ
b;6

Fixed 5 12 3.5e4 1.0e3 1.0e�3 2.0e3 1.0e4 5.0e1 3.5e4 1.0e3 1.0e�3 2.0e3 1.0e4 5.0e1
Free 7 12 5.0e4 1.0e3 1.0e�5 5.0e4 1.0e4 1.0e2 5.0e4 1.0e3 1.0e�5 5.0e4 1.0e4 1.0e2



Fig. 9. Actual (black dashed) versus estimated tower-top interface force (left) and moment (right) in fore-aft direction; estimates using the fixed-interface
model are represented by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 10. Actual (black dashed) versus estimated displacement response at the validation point; estimates using the fixed-interface model are represented by
red line; free-interface estimates are denoted by continuous orange line.
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also at minimizing the fatigue-induced damage in these critical regions. Lastly, the modeling of complex dynamics occurring
at the tip of the blade [58], which are characterized by large uncertainties associated with both the aerodynamic damping
and the vortex-dominated behavior, are thereby avoided and their effect on the substructure of interest may be reflected
through the estimated interface forces.

In contrast with the tower, whose cross-section kinematics are in compliance with the rigid interface reduction, blades
are characterized by more complex behavior at the cross-section level, which includes both in-plane and out-of-plane warp-
ing effects [59,60]. Although such information is already contained in a full three-dimensional FE model of the blade, it has to
be additionally injected at the substructure level, through the interface modeling, in order to accurately capture the non-
modeled dynamics. To initially illustrate the dominance of warping at the cross-section deformation, the entire blade is sim-
ulated under realistic operational conditions, as described above, and a snapshot of the deformed airfoil located at the sub-
structure interface is illustrated in Fig. 13(a). It can be seen that apart from rigid body movements, assumed by beam theory,
the interface experiences an out-of-plane deformation which need be taken into account using higher-order interface modes.
As such, the interface reduction is performed using 7 components, including the six rigid-body translations and rotations as
well as one warping component, as shown in Fig. 13(b).

In applications where the system dynamics are driven by concentrated loads with known spatial distribution, the input
can be estimated using the expressions of Table 1 for the transformation matrix �T. However, as the number of excitation
forces increases, the estimation may become quickly ill-conditioned, as is the case in aerodynamic and hydrodynamic prob-
lems, where the load is exerted as time-varying distributed pressure. In this sense, and in order to further ensure a unique
relation between input and state, the input at the level of the blade can be estimated only in the space of generalized coor-
dinates. As such, the input to be estimated, which is also assumed to be driving the substructure dynamics, comprises the
generalized interface forces as well as the fixed- and free-interface modal forces for each method, respectively. These terms
Fig. 11. The WT-blade used for forward simulations (left) and the substructure set-up (right) used for response and input identification.



Table 4
Estimated generalized forces under unknown input spatial distribution using the fixed- and free-
interface methods.

Method Forces Description

Fixed-interface ~fi ¼ UT
i Spi

pi
Generalized fixed-interface forces

~hb ¼ ~fb þ ~gb ¼ CT
b WT

bSpi
pi þ gb


 � Generalized interface forces

Free-interface ~ff ¼ NT
i � NT

bK
ðKÞ
bb KT

i

� �
Spi

pi
Generalized free-interface forces

~hb ¼ ~fb þ ~gb ¼ CT
b KðKÞ

bb KT
i Spi

pi þ gb

� �
Generalized interface forces

~fr ¼ RT
i � RT

bK
ðKÞ
bb KT

i

� �
Spi

pi
Rigid-body forces
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are documented in Table 4, where it is further shown that the contribution of pi and gb is practically inseparable due to the
fact that pi is exerted as distributed load however, the total nodal interface forces can be still retrieved through Eq. (39), by

replacing ~gb with ~fb þ ~gb, to yield f b þ g b ¼ CT
b


 �y ~f b þ ~g b

� �
.

Similarly to the tower dynamics, the blade response is typically dominated by the first few vibration modes [61]. There-
fore, the displacement field of the blade substructure can be well approximated by retaining the first few internal qi and free
qf vibration modes. The importance of each one of those candidate modes is again assessed using Algorithm 1, resulting thus
to 3 and 5 significant components for each method, respectively. As briefly mentioned in Section 3, the number of these
modes is a determinant factor for the maximum number of generalized forces f i and ff to be estimated, which is on the other
side limited by the number of sensors located at the internal degrees of freedom. In this sense, the fixed-interface model
consists in total of ten basis vectors and the substructure dynamics are driven by seven interface and three internal gener-
alized forces. On the other hand, the free-interface model is constructed using twelve free modes and the corresponding
dynamics are assumed to be driven by the same interface forces and another five free-mode generalized loads. In the exam-
ple presented in this paper, only a single point of operational parameters of theWT is considered, which allows for the reduc-
tion basis to be statically defined. However, it should be noted that the dynamics of blades are strongly dependent on the
operational conditions of the WT and therefore the reduction basis components might need be adapted accordingly.

The estimation algorithm is initialized for both models with a zero-mean state z0 and a corresponding error covariance
estimate P0 ¼ 105 � I, where I 2 R2n denotes the identity matrix. The values of the measurement noise covariance matrix R
are specified in accordance with the added sensor noise, while the process noise covariance matrix related to the non-
augmented states, i.e., the displacement and velocity terms, are for both models adjusted to Q xx ¼ 10�8 � I. The major differ-
ence in the performance of the two estimators, which is assessed in terms of the accuracy in tracking the unmeasured state,
input and response at validation points, is owed to the noise term Q pp, which is related to the augmented part of the state,
i.e., the driving inputs. As such, Q pp is assumed to be a diagonal matrix, whose values are tuned by means of the L-curve,
upon following the same process described in Section 4.2. This results in the values reported in Table 5 for the diagonal
entries related to the fixed- and free-mode generalized forces as well as for the corresponding values of the interface forces.
Fig. 12. The first two fixed- and free-interface components of the blade substructure.

Table 5
Diagonal entries of the process noise Q pp related to the driving inputs of the blade substructure

Method Basis size Generalized Generalized

fixed/free-interface forces interface forces

nc ~fi;1=~ff ;1 ~fi;2=~ff;2 ~fi;3=~ff ;3 ~hb;1
~hb;2

~hb;3
~hb;4

~hb;5
~hb;6

~hb;7

Fixed-interface 3 7 5.0e1 8.5e�1 7.0e�1 1.0e4 1.0e4 1.0e4 1.0e4 1.0e4 1.0e4 1.0e4
Free-interface 5 7 1.2e�1 0.5e�1 0.4e�1 1.0e4 1.0e4 1.0e4 1.0e4 1.0e6 1.0e6 1.0e7



Fig. 13. Deformed shape of the substructure interface (a) and the corresponding reduction basis components (b); gray and black lines denote the
undeformed and deformed interface respectively.
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The estimates of the first fixed- and free-interface mode are plotted on the left-hand side of Fig. 14 against their actual
values. It should be noted that the forward problem for the generation of simulation measurements is performed on the
entire WT blade and therefore the actual values of such quantities, i.e., qi;1 and qf ;1 are not readily available. However, these

are extracted by projecting the aerodynamic loads and interface forces of the full WT blade model into the reduction basis �TT

and subsequently solving the forward problem for each substructure model. As evidenced from Fig. 14, a sufficiently accu-
rate estimate is obtained for both qi;1 and qf ;1, while it is further seen that the vibration mode n1 associated with the latter is
evidently more significant than /1 for the representation of the substructure displacement field. Such a conclusion may be
also intuitively drawn from Fig. 12 which illustrates the local nature of the first two fixed-interface modes against their free-
interface counterparts. The right-hand side of Fig. 14 depicts the estimated edgewise and flapwise bending moments at the
interface respectively, with the Rubin-based estimates showing an offset with respect to the actual values, which may be
attributed to the biased estimates of the corresponding generalized forces, as will be further discussed in the following
paragraphs.

The estimated generalized interface forces are presented in Fig. 15, along with the actual values, which are again obtained

by projecting the load components pi and gb into the reduction basis �TT. It is seen that the three plotted components ~hb;4;
~hb;6

and ~hb;7, which essentially represent the edgewise bending moment, flapwise bending moment and warping force respec-

tively, are accurately and almost identically predicted using both models. The estimates of force terms ~f i and ~ff , which
are related to the aerodynamic loads exerted on the internal degrees of freedom of the substructure, are depicted in
Fig. 16. Due to the fact that these loads are projected on the reduced space through different basis vectors for each method,
they are not directly comparable. As such, the left-hand side column of Fig. 16 depicts the fixed-mode loads while the free-
mode counterparts are presented on the right-hand side column. Except for the first two components of the free-method,
which are proven to be significantly sensitive to the corresponding noise terms due to their major contribution in the total
response, all inputs are accurately identified.

Lastly, the predicted flapwise response in the two validation points located at the transition zone, as shown in Fig. 11, is
plotted in Fig. 17. A small offset can be observed on the estimated displacements obtained with the fixed-interface model,
despite the accurate prediction of both states and loads. On the other hand, the offset noticed in the interface force estimates
obtained with the free-interface model appears to be compensated by the opposite bias in the corresponding generalized
Fig. 14. Actual (black dashed) versus estimated internal (left) and interface (right) state; estimates using the fixed-interface model are represented by red
line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)



Fig. 15. Actual (black dashed) versus estimated edgewise moment (bottom), flapwise moment (middle) and warping force (top) at the interface; estimates
using the fixed-interface model are represented by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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internal loads, resulting thus in a highly accurate estimate of the unmeasured quantities. It should be noted that the two
methods are generally not equivalent for the same number of basis vectors [62], which is also evidenced from the fact that
a different number of components is required, using the proposed selection algorithm, in order to succeed a comparable per-
formance in terms of the estimated unknown quantities with the two models. Moreover, the presented results indicate that
the superiority of one method against the other is not easily deducible, but has to be assessed in the context of a specific
target application.
Fig. 16. Actual (black dashed) versus estimated fixed- (left) and free-interface (right) generalized forces; estimates using the fixed-interface model are
represented by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)



Fig. 17. Actual (black dashed) versus estimated flapwise displacement in the validation points; estimates using the fixed-interface model are represented
by red line; free-interface estimates are denoted by continuous orange line. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
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5. Conclusions

This study established the theoretical formulation and presented the practical implementation of a general framework for
component-based response identification of dynamic systems using output-only sensing information, by coupling substruc-
turing techniques and output-only Bayesian filters. The proposed framework is based on the premise that the dynamics of a
system subdomain are driven by (i) the externally applied loads and (ii) the interface forces, with the latter reflecting the
unaccounted for system components. As such, the problem of substructure response prediction based on a limited number
of vibration measurements is tailored to an input-state estimation context, which is recursively solved using a Bayesian fil-
ter. The methodology is formulated on the basis of both fixed- and free-interface substructure approaches namely, the Craig-
Bampton and Rubin methods.

The proposed framework was tested and assessed via three simulated examples on WT systems, whereby it was shown
that the generalized system state, the dynamic response at unmeasured locations and the unknown driving forces can be
accurately estimated, on the basis of a limited number of output measurements. Within this context, the interface reduction
constitutes a determinant step for the representation of unaccounted for system dynamics and despite the fact that the two
examined modeling methods are not equivalent for the same number of basis vectors, it was demonstrated that comparable
results may be delivered by properly selecting the reduced-order space components. The applicability of the method is fur-
ther extended to systems with unknown or distributed input locations, such as WT blades, by performing the estimation on
the space of generalized input coordinates.

Regarding the performance of the two substructuring methodologies, it can be observed that for most of the cases a
model of lower order is generated by the fixed-interface approach, leading thus to a model of higher computational effi-
ciency, which also favors real-time and online performance. To a certain extent, this is owed to the fact that rigid body modes
are not contained in the free-interface modes but are included as additional basis components, which need be further cal-
culated and create an additional offline cost for the Rubin-based model. However, the major advantage of the latter consists
in the fact that the free-interface modes comprise a more natural, rather than artificial, system feature which can be exper-
imentally extracted from a free-free vibration test, providing thus the possibility of substituting the underlying numerical
model with one that is experimentally determined.

Since the congruence of the underlying model with the actual system dynamics is a critical factor for the performance of
recursive Bayesian estimators, the proposed framework may well serve as means of reducing the model uncertainty, by
focusing only on the domain or component of interest. An indicative example along these lines was presented for a WT
tower, where the entire state can be retrieved without the need for modeling the intricate rotor dynamics. Lastly, the method
can be further implemented for component-based model updating, hybrid testing applications or utilized as a guideline for
monitoring campaigns targeted to specific components rather than the entire system.
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