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XXIX.
Caminante, son tus huellas

el camino, y nada más;
caminante, no hay camino,

se hace camino al andar.
Al andar se hace camino,
y al volver la vista atrás
se ve la senda que nunca
se ha de volver a pisar.

Caminante, no hay camino,
sino estelas en la mar.

XLIV.
Todo pasa y todo queda,
pero lo nuestro es pasar,
pasar haciendo caminos,

caminos sobre la mar.

Antonio Machado,
Proverbios y cantares,

in Campos de Castilla (1912)
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1
INTRODUCTION

“For our improvement we need a mirror.”

— Arthur Schopenhauer,
in The Wisdom of Life (1851)
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1.1 Background & context

E ver since Prometheus stole fire from the Olympus and taught Humankind how
to use it, we have been on the outlook of technological advancements to con-

vert matter to energy. This is especially the case since the onset of the First In-
dustrial Revolution.[1] The obtained energy is subsequently used in production
processes of goods and utilities, that, with increasing automation, results in an
added value to those consuming these products. It is no coincidence that this rev-
olution began with the development of the steam machine: channeling the heat
generated by combustion of a fuel, water is heated, evaporated, and the resulting
steam is used to generate movement in an actionable element in the engine.[2]The
source of the heat generated in the first step is the age-old combustion reaction of
hydrocarbons:

C𝑥H2𝑦 + (𝑥 + 𝑦
2 )O2 ⟶ 𝑥 CO2 + 𝑦 H2O (1.1)

The most popular sources of carbon atoms for this reaction have been, since
the appearance of the steam engine, coal, petroleum, and natural gas; in that or-
der. These sources – so called fossil fuels, due to their biogenic origin – are of
limited quantity and require an extractivist economy that eventually results in
their depletion.[3]

1.1.1 The role of carbon in our economy
Appliances, perfumes, detergents, textiles, toiletries, electronics, luggage, tires, fer-
tilizers, bottles, food additives, food packaging, construction materials, insulation
materials, solar panels, wind turbines, batteries… The large etcetera of products
that sometimes do not come to mind when we ask ourselves is exactly the prob-
lem we face when we get the question: what do we use that carbon for? While
energy and mobility are the most obvious answer (given their link to CO2 emis-
sions in popular imagery), the reality is that carbon is at the very core of a huge
part of our manufacturing economy.

Of all carbon-based molecules processed by industry nowadays, roughly 60%
have a petrochemical origin (oil, coal and gas), and 40% have a biologic or natural
origin.[4] This distribution skews even more if we look at the carbon molecules
processed to chemicals and materials (Fig. 1.1a). In this case, roughly 88% have a
fossil origin, while only 8% are bio-based. The problem of these cycles, clearly, is
the low rate of recycling loops in the ways we treat carbon. Only around 10% of
molecules in the production stream (energy and materials) have previously been
used (i.e. are of recycled origin). If we aim to reduce the extractive nature of our
economy, we must turn our technical attention to ensuring recycling streams of
carbon find their ways to market.
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Figure 1.1: Current state and outlook of embedded carbon in the manufacture industry. (a) Physical
source of used carbon atoms in chemicals and derived materials, year 2020. (b) Current volumes
and origins and target metrics for 2050 at an assumed 5% annual growth rate of demand. Figures
reproduced from [4]

.

As we will see, the first reflexes of technical and political leads in our society
were to seek decoupling from the dependance on carbon by seeking alternative
sources or assuming a reduction in economic capacity. The reality is, however,
that we cannot paint an economic future without carbon value chains. Whereas
the annual current production of C-based materials is 550 Mt (Fig. 1.1b), the de-
mand is expected to grow to 1150 Mt. To do so sustainably, roughly 20% of these
carbon atoms should be bio-based, 25% should stem from CO2 utilization, and the
rest should be a closed recycle loop. To achieve this, recent attention in chemical
manufacturing research has been more and more dedicated to identifying and ex-
ploiting alternative carbon sources. These novel sources must be renewable and
greenhouse gas (GHG) neutral to achieve a sustainable production chain.

1.1.2 Closing the carbon-cycle
Beyond the importance of carbon for the sustenance of our species, it is evident to
assert that humankind has been treating carbon in the same extractivist way we
are used to treating raw materials. After mining, processing, and combusting, the
carbon molecules that drive the economic cycle are exhausted to the atmosphere,
usually in the form of carbon dioxide. This largely explains the accumulation of
this so-called GHG in our atmosphere, which in its turn drives climate change.[5]
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We wouldn’t, however, be humans if we hadn’t come up with possible ways to
solve this problem. On one hand, replacing energy and material streams to al-
ternative materials would reduce our overall carbon footprint. In this light, the
upcoming hydrogen economy aims to divert energy generation and storage from
hydrocarbons to hydrogen molecules, through usage of renewable electricity.

On the other hand, more recent pleas in economic circles call forwhat is known
as ‘degrowth’. The idea behind this movement is to reduce our impact by shifting
economic focus away from growth.[6–9] By collectively assuming a higher degree
of poverty, defenders of this conviction pretend to address the current level of GHG
emissions. This hypothesis, nonetheless, has many critics and undefined boundary
conditions. Firstly, its proponents usually fail to define the degree of ‘acquired
poverty’ needed to lower GHG emissions sufficiently – economists that oppose
the idea speak of a 70% decline in income for Western countries while achieving
little economic growth in developing countries (the world’s GDP per capita was
$12,500 in 2022).[10] Secondly, critics point to the need of a planned economy to
achieve these goals, and call on the proven failure of such systems to provide and
compete with free-market economies throughout the 20th century and to uphold
environmental standards.[11, 12]Thirdly, some are concerned by the authoritarian
tone proponents of the most radical circles within this movement, whereas others
highlight the necessity for a planned economy in order to achieve its goals.[12, 13]

An alternative, interesting way to decouple our economic activity from GHG
emissions involves imposing a circularity on the carbon economy. If we achieve a
sustainable product cycle, where every carbon atom processed can be ultimately
reused, we can envision an economy with net-zero impact on our atmosphere.
While hydrogen on its own will be needed in this transition (as an energy carrier),
we have seen a myriad of industries that are hard if not impossible to decarbonize
on the short term (at least not without involving some carbon-source).[14] Replace-
ment of carbon sources for these industries are then the first step towards abate-
ment of carbon-dioxide emissions. These technological possibilities have sparked
interest by regulators as a way of achieving green growth and stimulating the
productive economy of developed countries.[15]

As a first option, an alternative carbon source lies in direct, raw recycling of
product streams by recollection and reprocessing. The reality of carbon products,
however, is that they are linked with additives and other elements to achieve the
materials desired properties, like the chemical resistance of fluor bonds in polyte-
trafluoroethylene (PTFE, better known as Teflon®) and the rigidness of chloride
in polyvinyl chloride (PVC).These additives complicate the separation steps in the
recycling chain and difficult the recycling process itself, which requires separate
treatment of every embedded carbon product to achieve full recovery.[16, 17]

A second source for carbon atoms is biomass. Carbon atoms from natural
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sources are usually embedded in cyclic olefin chains with a good carbon-density.
Two major problems arise, however, in trying to synthesize products from these
sources. On the one hand, agricultural biomass requires growth on arable land,
which puts it in direct competition with food production, especially in underdevel-
oped countries(sources). In a world with ever-growing population, this is counter-
productive at the least.[18] Secondly, refining sources that contain lignin requires
energy-intensive steps under unfavorable conditions. The product further requires
extensive separation steps to rinse it of hazardous organic compounds.[19]

A final solution, other than the two detailed above, lies in using nature’s CO2
deposits as a source to exploit. Most emitted carbon dioxide ends up either in the
atmosphere in the form of gas or dissolves in the oceans in the form of a bicarbon-
ate solution.[20] These deposits can be exploited through so-called direct-air cap-
ture (DAC) for atmospheric CO2 and bipolar-membrane electrodialysis (BPMED)
for seaborne CO2. Of all carbon sources present, this technology would allow for
collection of CO2 without competing with food production and is less sensitive
to contamination of the feed stream.[21] In addition, both DAC and BPMED are
more easily integrated in downstream processing and conversion of CO2, which
renders them a superior option in terms of scalability.[22–24]

1.2 CO2 electrolysis as a source of renewable carbon
A straightforward way of processing captured CO2 is its electrochemical conver-
sion into other compounds. The electrolysis of CO2 (or the CO2 reduction reac-
tion, CO2RR) involves the reduction of the carbon species in the carbon dioxide
molecule to a higher oxidation – in other words, electrons are used to break the
oxygen bonds to form carbon-based molecules. In this sense, CO2 electrolysis
holds promise in becoming a way to store sustainably sourced electrons in chem-
ical bonds.[25] This is an opportunity to close the carbon cycle while producing
the basic building blocks of the chemical industry in a GHG-neutral way, as we
shall see.

The most elementary cathodic reduction reaction central to CO2 electrolysis
can be written as follows:

CO2 +H2O+2e− ⟶ CO+2OH− (1.2)

From this, the possible pathways of CO2RR give way to a myriad of hydrocar-
bon compounds, like ethylene, formate, methane and higher oxygenates, besides
the simpler carbon monoxide. The pathways towards each molecule are partially
a source of academic debate, and the variety of products makes it difficult to fully
picture a reaction-cascade overview. Some half-cell reactions towards these com-
pounds are compiled in Table 1.1.[26]
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Table 1.1: Overview of CO2RR products. Number of electrons involved, reactions and half-cell
potentials vs. RHE.

Product z Equation E∘, V vs. RHE
CO 2 CO2 + H2O + 2e– ⟶ CO + 2OH– -0.11
HCOO– 2 CO2 + H2O + 2e– ⟶ HCOO– + OH– -0.03¹
CH4 8 CO2 + 6H2O + 8e– ⟶ CH4 + 8OH– 0.17
CH3COO– 8 2CO2 + 5H2O + 8e– ⟶ CH3COO– + 7OH– 0.11¹
C2H4 12 2CO2 + 8H2O + 12e– ⟶ C2H4 + 12OH– 0.08
C2H5OH 12 2CO2 + 9H2O + 12e– ⟶ C2H5OH + 12OH– 0.09
C2H6 14 2CO2 + 10H2O + 14e– ⟶ C2H6 + 14OH– 0.14
C3H7OH 18 3CO2 + 13H2O + 18e– ⟶ C3H7OH + 18OH– 0.10

Establishing a medium to carry out these reactions can be more complex than
it seems. For this, we need a series of technologies and materials described in the
sections below. Beyond the basics of CO2RR, we shall present the most significant
recent advances and research directions in the field and disclose the shortcomings
in literature we aim to cover in this dissertation.

1.2.1 Basic understanding of CO2 electrolysis

Electrolyzers
The study of CO2 electrolysis initiated in the late ‘80s and early ‘90s, thanks to the
groundbreaking work by Yoshio Hori.[27–32] In the first decades of developments
in this field, H-cells dominated the landscape of cell technology. In this setup, the
cathodic electrode, usually a metallic plate, evolves the reactants in an electrolyte
solution, supported by a reference electrode and a counter electrode (anode) that
carries out an oxidation reaction (Fig. 1.2a and b). This architecture runs, however,
into limitations when carrying out CO2 electrolysis. For one, the considerable
overpotential due to ohmic losses limits its industrial applicability. Secondly, and
most importantly, the system develops ponderous mass-transport limitations at
high current densities. This is the consequence of the low availability of the main
reactant, CO2, in aqueous environments.[33, 34]

The move away from this architecture was motivated by a drive for industrial
scalability, which required support of higher currents at equal or better product se-
lectivities. Central to this advancement is the application of so-called gas-diffusion
electrodes (GDEs), a technologymimicked from thewater electrolysis and fuel-cell
fields (Fig. 1.2c). GDEs tackle the shortcomings of H-cells by: i.) separating the gas

¹For formate and acetate, the equivalent pH-independent potential for pH > pKa𝑖 is equivalent to Eo

+ 0.059 ⋅ nOH– /z ⋅ ΔpH
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Figure 1.2: Most commonly used electrolyzer architectures (sketches not to scale). (a) Basic sketch of
an electrolyzer: at the anode, the oxidation reaction releases electrons. When the potential is high
enough, this drives the cathodic reduction reaction. (b) H-cell for aqueous reduction of CO2. (c)
GDE-based FloE, CO2 diffuses through the GDE and reacts at the catalyst aqueous environment. (d)
Zero-gap MEA design for alkaline CO2 electrolysis. The membrane-thickness is exaggerated, this is
usually the same thickness as that of FloE cells, which results in lower ohmic drops for this design.

and liquid environments, dividing the two main reactants (CO2(g) and water), and
ii.) introducing a porous interface between the two regimes – this allows CO2 to
dissolve very close to the reaction interface, reducing mass-transfer strain.[35–38]
This advancement in electrolyzer design is central to all recent reports on metrics
improvement in the CO2 electrolysis field, as the bulk of the catalyst layer has
access to CO2.

Application of these gas-diffusion electrodes has found its way to the field
in the form of two distinct electrolyzer designs. The first, known as a flow elec-
trolyzer (FloE, Fig. 1.2c), is most similar to H-cells, in the sense that it retains
a liquid electrolyte domain (divided into catholyte and anolyte by an ionic ex-
change membrane), and adds a gas compartment behind the cathode as a supply
of reactant and exhaust of produced gasses.[39]The second, more heavily inspired
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by fuel-cell designs, is a so-called zero-gap membrane-electrode assembly (MEA,
Fig. 1.2d). In this electrolyzer, the liquid catholyte layer is replaced by a polymeric
ion exchange membrane. This reduces the ionic pathway of species involved in
the reaction and enables the cell to operate at a lower total voltage due to reduced
ohmic resistance.

Catalysts
The determinant factor on which product (or products) are being formed from the
myriad of possibilities (see table 1.1) lies mainly in the catalyst used. This (usually)
metallic layer, placed at the cathode-electrolyte interface, performs the reaction by
binding dissolved CO2,[40] supplying the electrons to the active site, and releasing
the product compound at one stage of the reduction reaction.

The reality is, however, that most transition metals are not active for this reac-
tion. At CO2RR conditions (that is, in a suitable electrolyte saturated with aqueous
CO2), most metals show no CO2RR products. The cause for this the stabilization
of the intermediate CO• (CO bound to the surface). The energetics of this bound
state are so favorable that this species is unable to leave, effectively poisoning the
surface.[41] Given this process, most metals display selectivity towards hydrogen,
through the hydrogen-evolution reaction (HER) mechanism (Fig. 1.3, left column).

Metals that, on the other hand, bind veryweakly to CO• and have an affinity for
CO2, result in the formation of carbon monoxide (CO). These metals reduce CO2
and, as soon as CO is formed, immediately expel it from the surface due to the
unfavorable energetic state this creates. Such metals are displayed in the second
column in Fig. 1.3. Of these, the most widely used catalyst for CO production in
literature is silver.[42]

Similarly to CO•-stabilizing metals, there’s a group of metals that binds inter-
mediates of the reactionwell enough until it forms an adsorbed COOH• group. The
resulting product for these metals is formic acid (or, in alkaline conditions, a for-
mate salt). In addition, these metals show an unfavorable adsorption-strength for
H•, which means their selectivity under CO2RR conditions is almost exclusively
towards formic acid/formate.[43] Of this group, the most occurring catalysts are
tin and bismuth (and their oxide forms).[44, 45]

A special case that merits attention is that of copper. The unique electronic
structure of copper allows it to stabilize CO• with intermediate strength while
having no underpotential adsorbed H•. In layman’s language, this means Cu sta-
bilizes CO• sufficiently so that its residence time allows it to evolve to longer
hydrocarbons.[43] This, in effect, results in copper showing selectivity towards
longer chain hydrocarbons like ethylene (C2H4) and propane (C3H8) and also less-
reduced alcohols, like ethanol (C2H5OH) and propanol (C3H7OH). The added eco-



1.2 CO2 electrolysis as a source of renewable carbon

1

9

Figure 1.3: Main selectivity for some transition metals at CO2RR conditions. Metals are depicted in
increasing period and atomic number.

nomic value of these heavier compounds make copper into a valuable catalyst to
study and scale towards industrial hydrocarbon production processes.[46–48]

Electrolytes
As the ionic support for the reaction, the electrolyte influences the CO2RR inmany
different dimensions. An example of these is the local pH of the solution. Most
research on CO2RR reports uses neutral bicarbonate or alkaline hydroxide solu-
tions. While bicarbonate buffers the production of hydroxide ions to a degree,
more alkaline solutions do not, resulting in the formation of carbonate close to
the dissolution interface.[49] The acidity of an electrolyte has also been shown to
directly affect electron-transfer processes at an electrode.[50]

In addition to the effect on electron transfer, the cations employed in the
solution have been shown to have a direct influence on the electrosynthesis in
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CO2RR.[51, 52] While the exact influence is still under debate, it is argued that
cations in the inner Helmholtz-plane close to the catalyst enhance the local elec-
trical field and help stabilize adsorbed CO2.[53] In line with this hypothesis, bigger
cations like cesium (Cs), which have a smaller hydration shell, have been shown
to have a bigger enhancing effect than smaller cations with big hydration shells,
like lithium (Li). Finally, cations have been shown to have a direct influence on
local CO2(aq) concentration, increasing threefold for ions like K+ and Cs+.[54]

1.2.2 Recent advances: intensification and scale-up
All these insights have, in recent years, been used extensively to test and showcase
improvements towards intensification and scale-up of CO2 electrolysis. Among
these, three distinct development pathwaysmerit attention: interface design of the
catalyst, physical scale-up of the electrolyzer, and steering of product selectivity
and stability.

As the first of these, design and tuning of the catalyst interface has been a
way of improving understanding of the electrochemical synthesis routes in the
cathode.[55, 56] By applying super-hydrophobic gas-diffusion layers (GDLs), the
field has seen the rise of current density metrics in the order of -500 mA cm−2,
which had long been considered unattainable.[57] Combining this design with a
catalyst environment that improves diffusion of the dissolved CO2 further resulted
in current densities of over -1 A cm−2, well beyond what is considered to be an
industrially attractive current density.[58–60] Functionalization of attractive cata-
lysts like copper to tune the selectivity towards high-value products like ethylene
and ethanol has further contributed to understanding the effects of meso-scale
tuning on selectivity of the catalysts.[61, 62] Interface design efforts like the ones
mentioned here have shown extended operational life-spans, breaking the 100h
mark repeatedly, albeit at limited current densities.

A second relevant trend has been the push to achieve bigger scales and, with
these, higher throughput of CO2RR products. The crux of scale-up of electro-
chemical devices is, however, that one of the dimensions is barely scalable: the
depth direction imposes an intrinsic resistance to transport of ions, so most in-
dustrial solutions aim to reduce the thickness of this direction by scaling up in
the x-y-direction and stacking multiple reactor units (i.e., electrolyzers).[63] Steps
towards expanding in the x-y direction have made appearances in literature in
the last years,[64, 65] although most of the corpus still employs geometric sur-
face areas in the 1-10 cm2 range. On the other hand, though little works exploit
as a research objective in itself, CO2 electrolyzer stacks are starting to make an
appearance.[66, 67]

As a final note it is important to realize the influence of selectivities on the
integration of this process in industrial environments. This technology cannot
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be implemented if it results in a product stream that requires extensive separation
costs for chemicals towards ≥ 99% purity. An option to overcome this is the integra-
tion of a CO2RR electrolyzer into dimerization technology. This way, longer (C4)
hydrocarbons can be formed with considerable selectivity using widely-studied
thermocatalysts.[68] Similar results can be achieved by integrating a CO2 to CO
electrolyzer into the up-stream of a Fischer-Tropsch process.[69]

1.3 Limitations of CO2 electrolysis
Despite this list of advances, CO2 electrolysis is still hampered by intrinsic lim-
itations due to the chemical nature of the reaction environment and cell design
choices. This section discusses the consequences of said barriers and wades into
possible solutions to them.

1.3.1 Utilization of CO2 at the cathodic interface
Most applications of CO2RR in literature employ an alkaline environment. The
main reason for this is avoiding the competing hydrogen formation in acidicmedia:
note the potentials of most CO2 electrolysis reactions (see Table 1.1) are very close
to the 0V vs. RHE of HER.

The alkaline nature of most electrolytes used for this reaction transform CO2
electrolyzers in natural fuel-wasting electrolyzers. Carbon dioxide experiences, in
basic and neutral environments, a quick reaction that buffers it to bicarbonate first,
and then carbonate, following the reactions:

CO2 +OH− ⇌ HCO3
− (1.3)

HCO3
− +OH− ⇌ CO3

2− +H2O (1.4)

The ease of this reaction condemns CO2 electrolyzers to a maximum fuel effi-
ciency of 50% (see eq. 1.2, for every CO2 molecule consumed, 2 OH– anions are
produced, which in their turn buffer an additional CO2 molecule following eqs. 1.3
and 1.4). For C2+-products, this efficiency further reduces, thus, to 25%. This short-
coming has, however, several workarounds. The first of these is to reduce CO2
to CO in a high-temperature electrolyzer (so-called solid-oxide electrolyzer cells,
SOECs) and then reduce CO to hydrocarbons in a separate, low-temperature elec-
trolyzer. CO does not evolve to carbonates, although its solubility in aqueous
media is lower and the product mix of CO electrolysis is notably different to that
of CO2 electrolysis. On the other hand, one may employ bipolar membrane elec-
trolyzers. These bipolar membranes (BPMs) consist of a junction of an anion- and
a cation-exchangemembrane. Herein, the carbonate produced from buffering CO2
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is protonated again to CO2, so the loss in reactant is recovered by the transport
nature of the membrane (or by separation from the anode off-stream).[70, 71]

1.3.2 Formation of salt at the reaction interface
The progressive buffering of more and more CO2 to (bi-)carbonate species leads
to an accumulation of these anions close to the cathode. In addition, the poor
specificity of anion-exchange membranes used in alkaline electrolyzers causes the
accumulation of the cations used in the electrolyte (most commonly potassium,
K+, or cesium, Cs+). This accumulation of both cations and anions at the reaction
interface results in the precipitation of a salt if critical solubility limits or solubility
products are exceeded. For potassium carbonate (K2CO3), this limit is 15.96M for
K+-cations and 7.98M for carbonate anions.

The formation of salt presents a problem for many processes occurring in the
electrolyzer. For once, it can block the gas-channels at the back of the GDE, espe-
cially so for zero-gap designs. This blocks gas-flow and results in pressure spikes
that can rupture the assembly. On the other hand, salt precipitation at the micro-
scale can block the pores of the gas-diffusion layer in the GDE and limit the avail-
ability of CO2, which in its turn results in a loss of selectivity and increased HER-
rate.[42] Finally, carbonate salts may block specific catalytic sites of the cathode,
which also results in a loss of overall activity.[72, 73]

Avoiding accumulation of the cations and anions responsible for this precip-
itation is, then, a crucial step in ensuring long-term operation of CO2 electrolyz-
ers. As it stands, solutions to this problem can be achieved by either tweaking
the operational parameters of the electrolyzer, or by actively engineering alter-
native components. As most obvious examples of operational improvement we
can distinguish the periodic rinsing of the backbone of the GDE.[65, 66] Another
possibility reported is periodically switching the polarity of the cell from highly ca-
thodic to mildly anodic. This creates periods of time where the positively charged
K+-ions are drawn to the anolyte and flushed from the vicinity of the cathode. By
studying transport models, the ideal off-duty length can be calculated. The main
drawback of this approach, however, is the increase in operational costs that this
means in and industrial setting, seeing as the electrolyzer has a lower average duty
cycle.[74, 75]

On the other hand, active engineering of alternative components holds promise
for breakthrough stability metrics. One such example is the usage of bipolar mem-
brane electrode assemblies (BPMEAs). By providing a mildly acidic environment
to the cathode, carbonate ions are regenerated to CO2; the alkaline environment
at the anode means usage of non-platinum group metal (non-PGM) catalysts is
possible, which greatly reduces the capital costs of the electrolyzer. The draw-
back, however, is the increased operating cell potential, as the interface of the
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BPM needs to split water into hydronium and hydroxide ions (which implies an
added minimum potential of 0.83 V, the potential drop of the water dissociation
reaction). Looking beyond the development of BPMEAs, engineering the cathodic
interface to reduce the amount of cations present is a different promising approach.
While it is generally accepted that heavy alkali metal cations improve the condi-
tions for CO2RR,[52] alternative positively charged ionomers have already been
used in pure-water fed electrolyzers which show adequate selectivity and stability
metrics.[76]

1.3.3 Gaps in current understanding of CO2 electrolysis
Given the current developments and limitations described in this chapter, we can
outline a set of gaps present in the understanding, development, and analysis of
CO2 electrolyzers in current literature. While the field has developed at an out-
standing rate (and still is), there are a set of ingrained blind-spots that may become
relevant in further upscaling of this technology.

The first of these blind spots is the lack of spatial awareness in reporting. While
the lack of consideration of local conditions is acceptable when reporting on, say,
an electrolyzer with an active area of 1 cm2, this is not acceptable upon increasing
dimensions. The local reactant concentration, pH, current density, overpotential
and humidity of the gas stream all play a role in the efficiency and selectivity of
the reaction, and should be considered (or, at least, homogenized where possible)
to guarantee honest metric reporting. Adding to this, most developments and
boundary-breaking research is reported using complex designs of catalyst inter-
faces. Without a proper understanding of process conditions in all 3 dimensions,
efforts to scale-up any solution will be greatly hampered.

Secondly, the reliance on technology initially intended for other technologies,
like water electrolysis and PEM fuel-cells has rooted issues in CO2 electrolyzers
that seem very hard to overcome. One example of this is the flooding of porous
carbon-based GDE’s.[77] While this is detrimental for CO2RR, it is exactly what is
needed in vapor-fed hydrogen PEM systems, as accumulation of water results in a
degradation of performance. By relying on off-the-shelf solutions for a long time,
these phenomena seem impossible to overcome. The answer to this problem lies,
however, in usage of alternative designs and technologies for these GDLs.

1.4 Outline of this dissertation
This dissertation aims to increase knowledge and insight into spatial effects in CO2
electrolyzers. More specifically, it presents novel insights into current distribution,
physical effects, and heat development at the cathode interface of these novel de-
vices. To do so, we detail a state-of-the-art measurement system based on infrared
thermography that uses heat generation as a proxy for electrochemical activity.
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Chapter 2 provides insights into the state of literature concerning the scale-up
of CO2 electrolyzers. After consideration of spatial variations and technologies
developed to scope these effects, we proceed to identify common pitfalls and the
necessity for standardization of reporting metrics to advance in the development
of technological workarounds to intrinsic problems of CO2 electrolysis. A publi-
cation based on this work is currently under review.

Chapter 3 presents a novel infrared thermographymeasurement technique that
provides insight in the activity distribution on a cathodic surface. By decoupling
heat generation sources, we can accurately represent current density distributions
and study the effect of the changing fluid media over the interface. After present-
ing cases for possible applications, we proceed to study the applications on CO2
electrolysis and possible limitations of infrared thermography. This work has been
published in ACS Energy Letters and formed the basis for a Dutch patent.[78, 79]

Chapter 4 includes a study on novel, super-hydrophobic electrodes for CO2 elec-
trolysis to C2+-hydrocarbons. These electrodes have been used increasingly in
this field, without ever accounting for the reduced current collection capabilities
of their substrate. In this light, we use our infrared thermography technique to
detail these limitations and develop novel non-invasive current collectors for cop-
per electrocatalysts. These new designs result in a chemically more stable catalyst
interface and improved current density and product distributions. This work has
been published in Nature Communications.[80]

Chapter 5 is a synthesis of the acquired know-how of our lab in the last 5 years.
After intensification of electrolyzer designs, increased awareness of the balance-of-
plant for the lab scale is needed to report accurate metrics. In this chapter we detail
novel cell designs, our back-pressure regulator device and novel characterization
and measurement techniques to further advance the field. The chapter includes an
equipment guide, assembly tutorials and troubleshooting guides to help starting
researchers. This work has been published in ACS Energy Letters.[81]
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2
THE INFLUENCE OF SPATIAL EFFECTS

ON CO2 ELECTROLYSIS

“He is a thinker, that is to say:
he knows how to make things simpler than they are.”

— Friedrich Nietzsche,
in The Gay Science (1882)

CO2 electrolyzers show promise as a clean conversion technology to produce value-added
chemicals. Over the past decade research has shifted from classifying CO2 reduction activity
and selectivity as a catalytic property (0D) to one that includes the complex interactions of
gas, liquid, and solid species taking place between the cathode and anode (1D). To scale up
these electrolyzers, however, 2D and 3D spatial variations in product selectivity, activity and
stability arise due to interactions of reactor components, and variations in concentrations
of reactants, intermediates, and products. Conventional ‘black box’ measurement protocols
are then by themselves insufficient to characterize CO2 electrolyzers. In this perspective, we
discuss the multi-dimensional spatial phenomena occurring inside these systems that can
impact performance. We use recent works to demonstrate how a 2D/3D spatial perspective is
essential for proper data interpretation, design of effective catalysts, prolonging the lifetime
of CO2 electrolyzers, and accelerating scale up efforts.

This chapter is based on amanuscript currently under review atChemCatalysis, titled “Going beyond
one dimension: how spatial effects define CO2 electrolysis systems”, by S. Subramanian, H.P. Iglesias
van Montfort and T. Burdyny.
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2.1 Introduction

L ow temperature CO2 electrolysis using renewable energy sources is an attrac-
tive route to generate fossil-free fuels and base chemicals.[1–3] After years of

rapid advancements in high-performing catalysts, component integration and ef-
ficient interface and reactor designs, the electrochemical CO2 reduction (CO2RR)
has been scaled to >100 cm2 cells and stacks for products such as carbonmonoxide,
formate, acetate and ethylene.[4–6] At the core of these developments is the use of
gas-diffusion electrodes (GDEs) as catalyst supports which are then assembled in a
membrane-electrode assembly (MEA) configuration. In a MEA the cathode, mem-
brane and anode are within ∼ 0.5 mm of each other. The combination of GDE’s and
MEA’s then enables (i) high CO2 access to all cathode sites allowing for current
densities upwards of 200 mA cm−2, (ii) substantial extrinsic gains in catalytic per-
formance through a 3D porous catalyst layer, and (iii) low ohmic losses providing
a pathway to full-cell voltages below 2.5 V.

A consequence of highly confined electrochemical regions and industrially vi-
able reaction rates, however, is the formation of enormous spatial variations in
CO2, products, charge carriers, water and temperature in the one-dimensional (1D)
direction from the cathode to the anode.[7–10]These spatial variations also extend
to the 2D and 3D domain of a cell and stack, implying that the reactivity, selectiv-
ity, and efficiency of a CO2 electrolyzer are not the same everywhere. When we
upscale our systems, we then risk that the performance of our 5 cm2 cells will not
match a 100 or 1000 cm2 cell due to differences in local concentrations, temper-
ature, pressure, and component stability. Such concerns extend to the different
cells within a stack. Translating performance to larger scales then requires un-
derstanding the importance and sensitivity of each parameter, and how they may
vary spatially.

Notably, despite the existence of such 3D effects, the research field primar-
ily uses 0D data to measure performance metrics.[11] Specifically, our standard
electrochemical characterization techniques and gas/liquid product quantification
almost explicitly are done using inlet and outlet measurements at periodic time
intervals, providing only a ‘black box’ perspective of a highly-variable microen-
vironment. These ‘device averaged’ metrics are valuable and currently accepted
in the field. Given the 3D operation of CO2 electrolyzers (and 4D including time),
however, the ‘black box’ measurement approach can lead to an incomplete under-
standing of the underlying behavior of our systems. The consequences of mea-
surement uncertainty is also most pronounced in the operational domain of high
CO2 conversions, reactive products and larger cell/stack sizes[12, 13], specifically
the conditions that the fast-moving field is heading towards. An appreciation and
understanding of these spatial effects and their impact on performance metrics is
then needed now, combined with approaches to approximate or measure spatial
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effects.
In this chapter, we seek to shed light on the criticality of spatial variations

in CO2 electrolyzers, highlighting a body of recent studies employing operando
techniques and multi-physics modeling tools that have identified these effects and
their importance. We then provide instances where spatial effects can be used
effectively for enhancing performance andmitigating instability for increasing the
lifetime of an electrolyzer.

2.2 From 0D to 4D effects inside CO2 electrolyzers
The electrochemical performance (activity, selectivity, efficiency, stability) of CO2
electrolyzers is known to be governed by several factors. For example, we can
tailor performance through our choice of components. These include the type, de-
position and loading of cathode and anode catalysts, the type and dimensions of
membrane/ionomers, and the choice of electrolyte and its concentration. The as-
sembly and component configuration further plays a substantial role, as does the
compression and gasketing of the system. And lastly operating parameters such
as CO2 flow rate, temperature, pressure, current density, and voltage will directly
impact our measured performance. Each of these choices by themselves alter the
initial (t = 0) measurable performance. However, as electrochemical reactions oc-
cur (t > 0) and species begin being transported throughout the system, the above
factors will also separately cause an initially homogeneous reaction environment
to evolve into a temporally and spatially varying one. Within this section we dis-
cuss spatial effects from the perspective of 0D (catalyst particle), 1D (cathode to
anode direction), 2D (planar catalyst surface), 3D (multi-layer stack cells) and 4D
(time).

At the core of our CO2 electrolyzers is undoubtedly the atomistic catalyst sur-
face with the domain being roughly a nanoparticle, here what we describe as 0D
from a macroscopic perspective (Figure 2.1a). The rate of electrochemical CO2RR
is governed by the catalyst, applied potential and local microenvironment sur-
rounding the catalyst surface.[14–16] The intrinsic catalytic activity of a single
catalyst particle is, in principle, determined by the turnover number (TON) and
turnover frequencies (TOF).[17] However, we are unable to easily characterize
the activity of individual particles and precisely resolve the local electrochem-
ical environment, meaning that we must estimate performance through device-
average metrics (e.g. current density and Faradaic efficiency) normalized by the
electrochemically active surface area.[18] By using precisely controlled catalyst
layers (e.g. single crystals) and well-controlled conditions (e.g. excess CO2 ac-
cess, highly buffered solutions) we can use in operando techniques (e.g., X-ray
Absorption Spectroscopy, Online Electrochemical Mass Spectroscopy, In-situ Ra-
man and Infrared spectroscopy, neutron diffraction, etc.) to more closely link ob-
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Figure 2.1: Study of CO2RR electrolyzers requires a focus shift. Where in recent years the attention
has been devoted to dimension-independent (0D) metrics, like faradaic efficiencies of specific cata-
lyst species, modeling studies have recently picked up on depth-profiles of species (1D). To further
advance knowledge in our field, more attention is required on 2D metrics, like special reactant dis-
tribution, and 3D aspects like heat production and accumulation.

served device-averaged performance to 0D surfaces. However, these studies are
less representative of systems operating at elevated current densities.

The next dimensional direction of interest is the 1D regions between the cath-
ode and anode which for a MEA system encompasses the gas-diffusion and mi-
croporous layers, the catalyst layer, ion exchange membrane, anode and anolyte
(Figure 2.1b). This region, constituting less than 1 mm in distance, has extremely
high variations in concentrations of CO2, products, ions and water as evidenced
through continuum transport modeling and observed experimental effects such
as flooding and salt precipitation.[9, 10, 19] Without accounting for 1D effects in
choosing components and system design, the achievable current densities, selec-
tivity, and stability are substantially reduced. A deep understanding of the trans-
port phenomena of this region has directly led to the development of new anion
exchangemembranes, the use of Cs+ as a cation, the lowering of anolyte concentra-
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tions, appropriate catalyst deposition procedures and optimum cell compression.[20,
21] While much greater detail can be discussed regarding the critical 1D domain,
these considerations are well accepted in the research field and covered elsewhere.
For this perspective we then put greater emphasis on the 2D-3D spatial effects
which are more under-explored, but critical for scale-up efforts of the technology.

Zooming out from the dominant 1D profile, we can consider a large variety of
2D planes. The 2D plane of most spatial importance and performance criticality,
however, is assuredly the in-plane dimension of an individual cell that is perpen-
dicular to the aforementioned 1D region. Slices of this region include the CO2
gas channel, the gas-diffusion electrode (GDE), catalyst layer, membrane, and an-
ode. For example in the anode compartment, pure liquid anolyte typically enters
a cell, but this quickly becomes a two-phase mixture of anolyte and CO2/O2 gas
as products evolve and carbonate crosses over the membrane. Near the latter part
of the cell these gases can block active sites on the anode, as well as spatially in-
fluence the ohmic drops within a system. Combined the anode effects can then
cause CO2RR local current densities and applied voltages to vary, which impact
the observed performance metrics. In small cell research we then typically over-
flow anolyte (e.g. 20 mL min−1 for a 5 cm2) to avoid void fraction issues and boost
performance. At very large cell areas though, pressure drop and pumping work
become importance considerations, and excess anolyte flow may not be a viable
option. We then must begin to form non-dimensional relationships and consider
increasing pressure to lower void fractions as systems are scaled.

We would like to center most of our discussion, however, on the CO2 gas chan-
nel, GDL and catalyst layer spatial variations as there are clear reports of how
spatial effects impact the measured performance metrics. Within these three com-
ponents from the inlet to the outlet of the reactor we have CO2 being consumed
and products being produced, resulting in a concentration gradient across a singu-
lar cell. Additionally, our systems use flow fields of various patterns to supply gas,
remove products, and compress of cell together, all of which adds additional spa-
tial complexities. Here we briefly discuss three dominant spatial considerations of
the 2D planes of the cathodic side.

Firstly, due to CO2 and product gradients across even small 5 cm2 cells, the
cathodic Faradaic efficiency can vary greatly from the inlet to the outlet of the re-
actor, particularly for CO2 𝜆 values (also called CO2 excess) of 2-5. Such local FE
values were first shown in our work for CO2 to CO on a silver (Ag) catalyst where
we noticed there were regions of the catalyst layer that were deplete of CO2, even
though the gas channel still contained abundant reactant.[13] In this work we dis-
cuss the implications of local FE versus device averaged FE’s. We then followed up
this work utilizing different flow field patterns (FFP’s) which showed even greater
spatial variations in concentrations, as well as discussed resistance to blockages of
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different FFP’s due to single versus multiple gas pathways.[22] Recently, further
considerations were applied for a copper (Cu) catalyst where the residence time
of intermediate CO was considered.[23] Lastly, in a case of direct CO electrolysis,
Simonson et al. measured faradaic efficiencies at different locations using a cop-
per and a segmented cell reactor.[24] Here spatial differences in ethylene and H2
partial current densities were observed at various inlet flow rates and CO partial
pressures. Collectively each of these examples provides motivation to contrast 2D
FE’s versus 0D measured FE’s to sufficiently characterize the phenomena happen-
ing within systems.

A second conclusion resulting from acknowledging 2D concentration gradi-
ents across the gas channel is that there can be selectivity benefits by varying the
composition of the catalyst layer spatially, which in turn can tune CO2/CO ratios
and shift C2+ production. This strategy has been shown widely in a number of
studies employing tandem Ag/Cu or Zn/Cu catalyst systems to tune CO coverage
and enhance C2+ or oxygenate production.[25–27] For instance, Zhang et al. de-
signed a segmented Cu/Ag GDE (s-GDE) and found that a CO selective catalyst
near the inlet (Ag) of the reactor and a Cu catalyst at subsequent segments max-
imizes C2+ partial current densities to > 1A/cm2.[28] The strategy of controlling
spatial management of by-products like CO shows how having a spatial perspec-
tive of electrochemical systems can be beneficial in designing effective catalyst
layers for enhanced product formation rates.

A third 2D factor to consider on the cathode side is the water management.
Too much or too little water in the membrane, catalyst layer and GDE are all
problematic. In early work on humidification Wheeler et al. showed that the
water concentration at the catalyst-membrane interface remained a constant in a
MEA electrolyzer employing a Ag catalyst and humidity at the cathode feed was
found to affect the production of CO significantly.[29] Using humidity sensors in
the reactor and a numerical transport model, they showed that humidity at the
cathode inlet feed modulated the flux of water transport and potassium cations
crossover from the anode to cathode. Further work by Disch et al. also showed
the variations in hydration using neutron imaging and compared water content in
a flow field’s land vs channel areas.[30] Due to the flow field both supplying gases
and provides cell compression, large water differences were found between the
two regions. This specific example is discussed further in the next section. Over-
all water management in MEA reactors is important due to two common failure
mechanisms: flooding of the carbon GDE and (bi)-carbonate precipitation at the
cathode. A proper understanding of water management and associated trade-offs
in water concentrations at the cathode side are then essential for improving life-
time of these electrolyzers. In addition to concentrations of reactants (CO2, H2O
), it is important to emphasize here that a variation in concentration of ions (K+,
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Figure 2.2: A spatial perspective on phenomena observed during operation sheds new light on the
complexity of CO2RR electrolyzers. (a) In a zero-gap MEA, the cathode evolves CO2 and water to,
e.g., C2+-products. (b) A common effect observed in these electrolyzers is the shift in selectivity
from ethanol to CO at higher flow-rates. (c) If we read this observation as independent of space-
coordinates, we can be tempted to couple selectivity with convection effects. (d) The reality is,
however, that flow-rates change concentration of species in an unequal way along the channel, and
so do selectivities with it.

OH– , HCO3
– and CO3

2– ) at the catalyst microenvironment also alter reaction
rates. For example, higher local cation concentration around the catalyst surface
is known to increase C-C coupling and C2+ product formation rates in Cu based
MEA reactors in both alkaline and acidic conditions.

To illustrate how spatial dimensions can lead to differing hypotheses, we take
CO2RR on a copper (Cu) catalyst as an example (see Fig. 2.2). Experiments show
that Cu produces the highest FE towards C2+ products and lowest FE towards
CO at lower inlet CO2 flow-rates. Since CO is the intermediate for the formation
of C2+ products, interpreting this from a ‘0D perspective’ (as shown in Fig. 2.1a)
might lead to a possible conclusion that an excessive CO2 supply helps to remove
aqueous CO faster, reducing C-C coupling.[31] For example, a previous study by
Sandberg et al. showed that adsorbate-adsorbate repulsion on Cu can facilitate
*CO desorption and CO evolution.[32] In contrast, taking a spatial perspective
might reveal an alternate hypothesis of a higher reactant residence time inside the
electrolyzer (GDE and gas channel) as an alternate explanation for the observed
increases in C2+ selectivity at lower flow-rates. This means that as electrolyzers
are scaled up (>1 cm2), spatial FE distributions arise inside the reactor, with the
regions near the inlet feed predominantly producing CO2 to CO and those down
the channel producing CO to C2+ products (See Figure 2.2).
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For 3D systems we primarily think of an electrolyzer containing multiple cells
within a larger stack. There are then considerations of how to feed CO2 into all
cells to prevent transport issues, as well as ensuring that each cell within a stack
performs similarly or close to their optimal conditions. While assembly and de-
sign (e.g. gas headers, sealing, parallel/series power supply, shunt currents, etc.)
is a critical factor to have a well-functioning stack, there will still be spatial vari-
ations that can impact behavior. A clear example of this is spatial temperature
and pressure variations that will be unavoidable as a result of heat evolution and
gas evolution, respectively. Controlling for these factors is needed as we move to
large cell areas and numbers of cells that are typically only powered in a singular
series connection. Current then flows through each cell equally, while the voltage
requirements of each cell can differ. Means of in-line temperature management
and system control by varying ramp rates and fluid flow are then ways of ensuring
optimal and stable performance, emphasizing the necessity of 4D considerations
if we begin to commercialize these technologies.

2.3 Operando visualization of spatial effects
While spatial variations can be inferred from ‘black box’ data and numerical mod-
els or probedwith in-cell measurement points using humidity sensors or in-channel
product quantification, these approaches still approximate or infer spatial effects.
Direct measurement of spatial effects both in-plane and through the catalyst layer
remains essential. Here operando techniques such as in-situ X-ray diffraction
(XRD), Neutron diffraction, Raman spectroscopy and InfraredThermography have
just begun to probe CO2 electrolyzers despite their usage in adjacent electrochem-
ical fields. Here we will discuss these techniques and encourage their adopted
use.

As an example of the application of such techniques, Moss et al. used in-situ
XRD studies in a Cu based anion exchange membrane (AEM) electrolyzer and ob-
served the evolution of bicarbonate formation within the GDE, which leads to
salt precipitation and an oscillatory decline in the rates of CO2RR (Fig. 2.3a).[33]
These results not only provide insights into flooding of the GDE and subsequent
decline in the performance, but also help in understanding ion transport mecha-
nisms in AEMs under CO2RR conditions, which are beneficial for designing AEMs
specifically suited for CO2 electrolyzers. Disch et al. used a neutron-diffraction
technique in a zero gap MEA reactor and revealed that areas under the rib/land
regions showed higher CO2RR activity than at the gas flow field regions, due to
higher water concentrations at the rib regions (Fig. 2.3b).[34] Our previous work
on the influence of gas flow field pattern on CO production also showed that a
higher pressure drop at the cathode side generated by a serpentine flow pattern
resists electrolyte flooding the GDE, prolonging the lifetime of the electrolyzer.[22]
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Figure 2.3: Recent developments in the field have enabled 2D visualization of phenomena occurring
in CO2RR-electrolyzers. (a) In-situ XRD reveals the species dynamics in and around the catalyst
layer of an MEA.[33] (b) A neutron-diffraction analysis enables to visualize accumulation of water
and salts between the membrane and the cathode at relevant current densities.[30] (c) Infrared-
imaging of the cathode’s backbone is a valid proxy for activity distribution of the catalyst in an x-y
plane.[35, 36]

Design of proper gas flow field designs, rib spacing and humidification are then
crucial considerations for the development of stable CO2 electrolyzers.

In addition to these spatial variation in species concentrations, proper quan-
tification of pH gradients around the catalyst coated GDL are essential as the com-
peting HER and products like CH4 are known to be pH dependent. This is where
1D reaction diffusion models have greatly enabled researchers to estimate pH gra-
dients at various operating conditions and reactor configurations.[8, 37–39] A few
studies have used operando techniques to estimate pH gradients around the cata-
lyst surface in GDE flow cells. A study by Lu et al. using operando Raman spec-
troscopy in a GDE flow cell showed direct observation of pH gradients and the
results were in good agreements with their reaction diffusion models.[40] As elec-
trolyzers are scaled up, however, some operando pHmeasurement techniques may
be challenging but not impossible to apply. For example: a similar study by Böhme
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et al. showed maps of local pOH around the catalyst surface using confocal laser
scanning microscopy (CLSM) and observed a higher pH in the micro-trenches of
the GDE.[41] While each of these techniques come with its own advantages and
limitations in terms of cell designs and spatial resolutions in space and time, we
posit that one of these techniques might greatly benefit from combining it with a
reaction diffusion model for proper estimation of pH gradients around the catalyst
surface.

Additional means of probing local electrochemical activity are, for example,
through infrared thermography (Fig. 2.3c) where thermal responses in time are
a proportional result of electrochemical activity. In our previous work, we used
infrared thermography to probe the local heat generated in a catalyst coated GDL
during operation under various conditions.[35] At higher current densities during
CO2RR at ambient temperature, we found a Ag catalyst to be > 10 K hotter than
the comparable electrolyte temperature. Such an observation has implications for
modeling and kinetic interpretation whose properties (CO2 solubility, reaction
rates, diffusion, etc.) are strongly tied to temperature. As industrial CO2 elec-
trolyzers are likely to be operated at much higher current densities, it is important
to understand that a catalyst during operation might be significantly hotter than
the electrolyzer itself. Once again, this study shows why considering electrochem-
ical reactions in multiple dimensions are beneficial for proper data interpretation
and understanding of the phenomena occurring inside the electrolyzer.

2.4 Looking further: the gas-diffusion electrode as a 3D
region

An important realization, in addition to the variation of the nature of catalyst in
the 2D-plane, is the intrinsic complexity of the catalyst layer in the third dimen-
sion. The plethora of deposition methods reported in literature result in an equally
complex landscape of electrode topologies. In a system that is very sensitive to lo-
cal concentration of reactants,[42], tortuosity of the fluid phase,[43] and basicity,
this leads to a blurred understanding of observed effects at play during CO2RR. For
added complexity, some catalysts, like copper, show an inherent instability that
results in shifting product selectivities in time. These issues highlight the impor-
tance of understanding the role of our catalyst layer in the reaction system and
the influence the deposition technique has on the performance metrics.

In a drive to tackle the instability of some catalysts, it can be enticing to ‘over-
load’ the electrode with active particles. This prevents the catalyst activity from
being a bottleneck in bench-top tests in a lab environment. Since catalyst loading
is often overlooked as a variable in electrode development for CO2RR, this prac-
tice goes mostly unnoticed. If one imagines a catalyst layer as a region with a
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progressively deactivating regime, a thicker catalyst layer benefits the stability of
the system overall. This comes at a cost of a thicker catalyst layer, but the reduced
increase in this dimension relative to the overall cathode size seems a valid com-
promise. For context: Cu-catalysts are diverse in literature, and reported loadings
are in the range of 0.1 ∼ 3 mg cm−2, spanning two orders of magnitude.[44–59]
The main impacts of this practice are, for one, a skewed representation of partial
current density towards a certain product; and two, a misleading reporting on sta-
bility of the catalyst, as the active region is allowed to progress through the layer
during the experiments.

Figure 2.4: Catalyst loading directly affects the performance metrics of a CO2RR GDE. (a) Sketch of
the proximity of the catalyst layer in a low-loading GDE. (b) Same sketch for a high catalyst-loaded
GDE. (c) A high loading enables a high presence of active species at the regions with highest CO2
concentrations. (d) During stability tests, GDEs with a high loading show increased stability.

The problem of this blind-spot in literature comes when constant-potential
tests are performed. Two electrodes with the same active catalyst but dissimilar
loadings will display different current densities when subjected to the same polar-
ization. The reason for this is simply that there are more electrochemical active
sites per unit area (Fig. 2.4a and b). In addition, the common practice in the CO2RR
field is to condense current densities to a 2D-geometric area, disregarding the ac-
tive electrochemical surface area. This draws unrealistic performance metrics of
catalytic materials by ignoring the third depth dimension in electrode develop-
ment.A richly-loaded catalyst layer allows for an appropriate level of activity at
the gas-liquid interface, where CO2 dissolves and reacts in the solid-liquid reaction
(Fig. 2.4c).[42] Conversely, operating at lower current densities boosts the stability
at high loadings by reducing intrinsic activities and the degradation mechanisms
associated with this phenomenon (Fig. 2.4d).[60]

As a separate issue, catalyst layer thickness directly impacts local availability
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and penetration depth of aqueous CO2. While CO2 solubility is generally high
enough for industrially relevant current densities,[37] this metric is considerably
affected by environmental factors like presence of ions, temperature and pressure
of the gas-phase.[61, 62] CO2 availability and average concentration in the aque-
ous phase of a thin catalyst layer of, say, 50 nm, then, is much more uniform than
that of a 5 µm catalyst layer.[45, 63] This phenomenon is even more influential
considering the dependance of certain catalysts like copper to the local ratio be-
tween reactant CO2 and other intermediates like CO.[64] Furthermore, the tortu-
osity and complex structure of the active region of the GDEmight result in varying
pH conditions: a region with less convective or diffusive transport will result in
the accumulation of carbonate species. Besides affecting the structural integrity
of the catalyst,[65] this can result in a shift in the product selectivities.[66]

2.5 Current distribution in gas-diffusion electrodes
An often overlooked factor, besides that of catalyst loading, is that of current col-
lection in gas-diffusion electrodes.[36] Assumed is that the carbonous substrate of
most gas-diffusion layers is sufficiently conductive. The state of the CO2RR field
has not yet triggered output that could be confronted with poor current collection,
since most output is performed on electrodes with a total surface area in the range
of 1 – 5 cm2 or current densities that do not challenge the capabilities of carbonous
supports.

These assumptions may however soon be challenged by two separate develop-
ments. On the one hand, the move towards high current-density and surface area
systems is moving the bottleneck of current-flow from the catalyst to the support-
ing interface (in this case, the GDE) and its anisotropy of current collection. On
the other hand, irruption of alternative GDL-materials like expanded polytetraflu-
oroethylene (ePTFE) might complicate current collection and form a bottleneck at
even smaller scales.

Carbonous electrodes have a long standing history of usage in the CO2RR field,
as their conductive backbone provides a solid base of conductivity, porosity and
(combined with hydrophobic particles) an acceptable resistance to flooding. The
latter, however, has been increasingly put under pressure as reports of flooding
and its limitation to CO2RR surfaced.[30, 67] Under cathodic circumstances, flood-
ing of the porous layers is certain when reaching a certain potential threshold.
This ultimately means conditions at the catalyst layer are heavily dependent on
the local current density and potential, since, for example, a flooded carbonous
electrode presents a considerable mass-transfer resistance to CO2(aq).[36] A por-
tion of the GDE at high potential, then, experiences more rapid flooding and thus a
faster reduction in selectivity towards CO2 products than a relatively drier portion.
Imaging of these phenomena, especially that of spatial distribution of flooding, is
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a valuable proxy to study current distribution.
In this regard, it may be attractive for the field of CO2RR to collect the cur-

rent at the posterior side of the catalyst – that is, using a front-contact current
collector. This ensures variability of the collected current is not dependent on the
gas-channel design and opens up the opportunity of designing a spatially variable
current density tomatch local reactant conditions. This also relieves the carbonous
back-layer of any variations in local potential or current density, so that flooding
does not become an interface problem. Alternatively, a less conducting GDLmight
be compensated by a robust anterior current collection system, for example using
flexible nickel meshes.[68]

A different strategy to avoiding microporous flooding involves using super-
hydrophobic MPLs insensitive to the interface potential. The most widespread
application of this is the appearance of expanded polytetrafluoroethylene (ePTFE)
GDEs in the CO2RR field. These meshes of PTFE avoid macroscopic flooding by
the intrinsic properties of the polymer, with the obvious caveat that they are non-
conductive. This means every form of current collection must proceed through
the front, active part of the electrode, in an in-plane geometry. Supplying elec-
trons in this manner greatly strains the conductivity of the electrode, and induces
great current distribution inequalities, especially so for thin catalyst layers.[36]
Different strategies to tackle this have been proposed, from a non-active graphitic
sandwich layer,[45] woven current collecting wires,[69] to insulated conductive
plates[70] and non-invasive busbar electrodes.[36] The challenge for this architec-
ture, overall, lies in engineering a technique that is scalable to industrial, meter-
scale electrodes.

2.6 Conclusions
Thevast array of overlapping phenomena occurring in CO2 electrolyzerswill make
it an interesting research field for years to come. For the technology to be reliably
scaled further, however, greater efforts are required to understand and optimize the
2D, 3D and 4D effects occurring in CO2RR. Without such an appreciation, we are
likely to continuously run into bottlenecks that then need to be solved on a case-
by-case basis. Here, traditional chemical engineering principles should be applied
to electrochemical systems to foresee problems ahead of time, which requires a
mixture of older and newer approaches. We hope this perspective provides a basis
for the multi-dimensional effects occurring, and spurs innovations as researchers
and industry attempt to scale CO2RR.
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3
MAPPING ELECTROCHEMICAL

ACTIVITY IN ELECTROLYZERS USING
INFRARED THERMOGRAPHY

“Equipped with his five senses, man explores the universe around him
and calls the adventure ‘Science’.”

— Edwin P. Hubble

Electrolysis of water, CO2 and nitrogen-based compounds presents the opportunity of gener-
ating fossil-free fuels and feedstocks at an industrial scale. Devices are complex in operation,
and their performance metrics are usually reported as electrode-averaged quantities. In this
work, we report the usage of infrared thermography to map the electrochemical activity of
a gas-diffusion electrode performing water and CO2 reduction. By associating the heat map
to a characteristic catalytic activity, the presented system can capture electrochemical and
physical phenomena as they occur in electrolyzers for large-scale energy applications. We
demonstrate applications for catalyst screening, catalyst-degradation measurements and spa-
tial activity mapping for water and CO2 electrolysis at current densities up to 0.2 A cm−2.
At these current densities we report catalyst temperature increases (>10K for 0.2 A cm−2) not
apparent otherwise. Further, substantial localized current density fluctuations are present.
These observations challenge assumed local conditions, providing new fundamental and ap-
plied perspectives.

This chapter has been published in  ACS Energy Letters, 2022, 7(8):2410-2419 [1]
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3.1 Introduction

I n the critical drive to find solutions for sustainable energy storage, electrochem-
ical technologies which can be operated at global energy scales using fossil-

free electricity offer promise. Research activities range broadly from the develop-
ment of catalysts for novel reactions in nitrogen-based electrochemistry, steady
improvement in C2 and C3 product selectivity for CO2 reduction, to the fine-
tuning of well-understood reactions such as water-splitting.[2–5] Performance
metrics such as current density, efficiency/overpotential, selectivity and stability
provide the central foundation for evaluating electrochemical advancements and
comparing systems.[6–8]

Despite electrochemical performance metrics being spatial and temporal prop-
erties (4D in space and time) which vary throughout a catalyst layer, these foun-
dational metrics are measured as black box averaged quantities by potentiostats
and bulk product quantification methods. All spatial information is then distilled
to 1D resolutions in time. Not only are spatial resolutions in activity and selectiv-
ity lost, which results in phenomena and system behavior being indirectly evalu-
ated, but electrochemistry is then faced with a one potentiostat – one data point
problem. Catalyst screening efforts and mass data production for machine learn-
ing algorithms then subsequently suffer from insufficient or oversimplified data.
Further, the dominant factors contributing to observed performance must be de-
termined through multiple experiments and post-electrolysis analysis to properly
disambiguate overlapping contributions of the catalyst, system and operating pa-
rameters. With electrochemical behavior governed by phenomena spanning broad
physical scales (angstroms to meters) and scientific domains, a more direct link be-
tween electrochemical activity - and how we measure that activity - is necessary.

Efforts towards the measurement of temporal-spatial electrochemical activity,
as well as combinatorial setups, have been introduced to partially address these
shortfalls, with an emphasis on catalyst activity.[9–15] However, most approaches
still require the sequential testing of miniaturized reactors or cell segmentation,
both of which have spatial resolutions set by physical limitations.[16–20] Multi-
well dye-based techniques allow for parallelization but provide only indirect indi-
cators of electrochemical activity over a small catalyst, with tested current densi-
ties up to 50 mA cm−2.[14, 21] Dye techniques further rely on an observable liq-
uid electrolyte resulting in cell configurations distanced from standard operation.
Separately, thermographic approaches have been demonstrated in ‘quasi in-situ’
operation for fuel cell applications using membrane-electrode assemblies.[22–25]
Here an infrared camera observes the cathodic chamber where ambient oxygen
may react with hydrogen that has crossed over from the anodic chamber. The
exothermic reaction between hydrogen and oxygen then allows thermography to
detect hydrogen crossover, and subsequently pinholes in the ion exchange mem-
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Figure 3.1: Heat production in a lab-scale electrolyzer is controlled mainly by catalytic and resistive
overpotentials. (a) Schematic representation of a representative 3-compartment electrolyzer cell.
(b) Half-cell view of an electrochemical cell using a catalyst deposited onto the liquid side of a gas-
diffusion electrode. Heat generation locations and formula of ohmic heating (q″

𝑜ℎ𝑚) and reaction-
driven heating (q″

𝑐𝑎𝑡 ) are shown. (c) Polarization curve (uncompensated) of a 100nm Pt GDE during
HER in the reported electrolyzer (1M KOH catholyte, sweep rate of -1mA cm−2 s−1). (d) Heat is
produced at the catalyst-electrolyte interface due to the overpotential required to drive the reaction.
(e) Ohmic heating as a result of ion transport in an electrolyte. (f) Relative source of heating at the
interface as a function of applied current density for a 15 mm thick 1 M KOH electrolyte.

brane and the effect of preparing membrane electrode assemblies. If an operando
and accessible technique provided optical-level resolution of electrochemical ac-
tivity under representative conditions, it would not only be valuable for catalyst
testing, but broadly beneficial for both fundamental and applied analyses of the
many rapidly advancing electrochemical fields.

In this study we exploit the typically undesired energy inefficiencies inherent
in electrochemical reactions to observe location-specific catalytic activity via in-
frared thermography on gas-diffusion electrodes (GDE) for water and CO2 electrol-
ysis applications. After testing the operating principles of the system, we proceed
to display its functionality on a lab-scale electrolyzer (Fig. 3.1a). We first demon-
strate temperature deviations from ambient conditions as a function of applied
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current densities up to 0.2 A cm−2, followed by a proof-of-concept set of experi-
ments for spatial catalyst screening applications. The remainder of the work then
highlights the substantial spatial and temporal variability in current density that
exist during electrolysis on GDEs during water and CO2 electrolysis, contradicting
assumed steady state behavior.

3.2 Heat as a proxy indicator for electrochemical activity
In considering a means of directly probing localized reactions, we reflected that
all electrochemical reactions are a result of charge transport. Subsequently the
current density (j) measured in our external circuits is the cumulative sum of all
localized charge transport over an electrode’s surface, and the voltage (V) repre-
sents the overpotentials needed to drive this transport. By nature, however, charge
transfer and transport are fundamentally inefficient; a by-product of inefficient
transfer and transport is heat generation. It is important to note that the quantity
of heat (q) produced at a catalyst’s surface due to charge transfer scales linearly
with current density (q ∝ j), whereas heat produced by ohmic resistances in the
electrolyte, for example, scale quadratically with the applied current density (q
PROP j2).[26] Thus, for an individual nanoparticle or region of an electrode, the
local activity occurring should result in a proportional local heat generation. A
characterization system capable of observing local heating can then in principle
act as an indicator for electrochemical activity itself, opening the door for spatial
and temporal mapping of catalytic activity with optical resolutions.

As shown in Fig. 3.1a and b, a commonly utilized GDE-based electrolyzer will
generate heat in different cell locations during operation. We can estimate the
quantity and location of heating that will occur in the cathodic chamber due to
the catalyst heating (Fig. 3.1d) and ohmic heating (Fig. 3.1e) using known rela-
tions for heat generation (Eq. 3.1 and 3.2). To quantify this heat generation for
a representative experiment, we performed a linear voltammetry scan (LSV) (Fig.
3.1c) of hydrogen evolution on a silver (Ag) electrocatalyst deposited onto a carbon
GDE. Using the LSV data, the cell geometry and Eqs. 3.3 and 3.4, we can predict the
heat generated as a function of current density (Fig. 3.A.1 and 3.A.2). As shown in
Fig. 3.1f, most of the heat generation for a 15 mm catholyte chamber occurs due to
the overpotentials of the electrocatalyst at low current densities, with increasing
contributions from ohmic heating at increased current densities. At 0.2 A cm−2,
overpotential and ohmic heating become similar. In cases where the catholyte
chamber is only 1 mm, however, heat coming from the cathodic electrochemical
reaction accounts for up to 95% of all heat generation at the cathode (Fig. 3.A.4
and 3.A.5).

From the above analysis we then posit that any temperature change of the cata-
lyst, particularly at lower current densities, is primarily due to the heat generated



3.3 Infrared thermography: a proof-of-concept

3

51

from the electrochemical reactions on the cathode (e.g. 2H2O + 2e– −−−−→ H2 +
2OH– ). Observing the temperature changes of the catalyst during operation then
acts as a measure of electrochemical activity, meaning that spatial and temporal
variations in temperature can be linked to changes in the local quantity of reaction
occurring. We then designed an experimental system capable of observing these
temperature changes spatially and temporally and relating our observations to the
reactions occurring on the catalyst.

3.3 Infrared thermography: a proof-of-concept
Thecalculations in the previous section indicated that catalyst temperature changes
can be linked to the quantity of reactions occurring. Measuring the temperature
of the catalyst with high spatial resolutions in operando is practically challeng-
ing, however, as physical instrumentation is intrusive. Here we applied infrared
thermography to record the temperature at the back of the GDE with spatial res-
olution (Fig. 3.2a, 3.A.6 - 3.A.9). The operation and configuration of the original
electrochemical cell remains unaltered through the use of a gas tight IR transparent
window positioned in the gas channel, providing data representative of standard
high performance metrics works in applications such as CO2 electrolysis.[3, 27]

Notably the temperature at the back of the GDE is not the same as the tem-
perature of the catalyst embedded in the liquid electrolyte. However, through
control experiments described here, and calculations presented in the SI we have
confirmed that the temperature at the back of the GDE is representative of the
catalyst temperature (see Figure 3.A.3 and the Supplementary Notes in the SI).

During cell operation the temperatures recorded by the infrared camera are
coupled to a potentiostat to display the dynamics of our electrolyzer in an operando
mode. Shown in Fig. 3.2b is an example case where we measured the GDE temper-
ature of a sputtered 200 nm Pt electrode in 1 M KOH during a current density ramp
rate of 0.45 mA cm−2 s-1. Over a current density range of 0 to -40 mA cm−2, rela-
tively large temperature changes of ∼1.5 K are observed compared to the camera’s
sensitivity (<0.02 K). Further, chronopotentiometry tests performed with the Pt
electrode at 20 and 200 mA cm−2 with elevated catholyte flow rates (20 sccm) show
a rapid GDE temperature change within 10 s of operation (Figs. 3.A.10 - 3.A.12).
The catholyte and anolyte temperatures, however, only gradually increase despite
the high flow rates. These curves confirm that substantial heating occurs in the
catalyst layer and that elevated temperatures are reached before heat production
in the catalyst layer is balanced by heat dissipation from the gas and electrolyte
convective flows. Importantly, upon the removal of an applied potential, the GDE
temperature quickly decays back to that of the electrolyte temperature provid-
ing an indication to the system’s response time (Fig. 3.A.13). The rapid decrease
highlights the system’s ability to measure both increasing and decreasing activity
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Figure 3.2: A windowed electrolyzer design allows sensing of catalytic activity on a gas-diffusion
electrode (GDE). (a) Schematic depiction of the windowed electrolyzer and infrared (IR) imaging. (b)
Thermographic stills of the back of the GDE with a 100nm platinum catalyst layer and a stagnant
electrolyte layer (1M KOH). (c) Average and standard deviation of temperatures across the back of
the GDE during a 0 to -200 mA cm−2 polarization curve using a 100nm silver catalyst layer and a 1
M KOH electrolyte flowing at 6 sccm. Vertical black lines indicate thermographic stills at various
times and current densities of the polarization curve.
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fluctuations during operation providing an avenue for spatial and temporal cur-
rent density approximations. We can then confirm that infrared thermography
can measure temperature changes, and thus electrochemical activity, at low reac-
tion rates. Further, as calculated in the Supplementary Notes, we confirm that the
GDEs heat conduction is dominant versus the electrolyte. These results act as a
proof-of-concept that electrochemical activity, and its fluctuations in time, can be
observed through infrared thermography.

We then turned to a 100 nm thick Ag sputtered catalyst deposited onto a GDE
(see appendix for details) to demonstrate the spatial-temporal capabilities of our
system under conditions known to cause failure via flooding of the GDE.[28] Here
N2 gas is passed through the gas channel at the back of the GDE, and hydrogen evo-
lution via water electrolysis takes place on the Ag catalyst. In Fig. 3.2c the current
density is ramped from 0 to -200 mA cm−2 at a rate of 0.45 mA cm−2 s−1. Thermo-
graphic stills corresponding to timestamps of -10, -20, -50, -100 and 200 mA cm−2
highlight the rapid change in temperature as reaction rate increases, as well as the
spatial effects occurring across the electrode. Near the end of the experiment, for
example, perspiration of the electrolyte is observed. The lower temperatures of
these droplets can be explained by evaporation of the water droplets by the non
humidified N2 stream. We note that the actual droplet temperatures are overesti-
mated from those presented in Fig. 3.2c, however, due to the different emissivity
of water (0.98) versus the corrected carbon emissivity (0.81).

A critical takeaway from the Ag linear sweep, however, is that by the end of
the <8 min experiment the temperature of the non-wetted portions of the GDE
had already increased by 10 K. Such a large temperature change influences the
ongoing electrochemical reaction kinetics. For example, kinetic studies on a Pt
electrode in 0.1 M KOH showed an exchange current density change of almost
2-fold for temperature changes from just 298 K to 308 K.[29] In electrochemical
systems with competing reactions, large temperature changes would then also im-
pact the relative reaction rates, influencing Faradaic efficiencies. For fields such as
CO2 electrocatalysis, where current densities of >1 A cm−2 are reported for single
and multi-carbon products, our findings indicate that 10–30 K catalyst tempera-
ture swings are not unfathomable depending on the system configuration. These
demonstrations highlight just how quickly and by how much electrocatalyst tem-
peratures are elevated during operation, which is critical for mass transport, ther-
modynamic and kinetic models where temperatures are traditionally assumed as
fixed quantities.

With the concept and response of the thermography system proven, we now
provide a series of applications to both demonstrate the capabilities of the tech-
nique for comparing catalysts, spatial activity mapping and for different electro-
chemical reactions.
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Figure 3.3: Electrode activity can be visualized using the spatial thermal-electric potentiostat. (a) At
equal applied potentials, a more active catalyst will result in greater heat generation for the same
reaction. (b) Combined thermal imaging and potentiostatic data showing a potential dependence
of the average temperature observed on Pt and Ag GDE’s. The electrolyte is 1M KHCO3 flowing
at 6 sccm. (c) Thermographic stills of the Pt and Ag GDE’s at -0.8 V vs. RHE. (d) At equal cur-
rent density, a less active catalyst will result in greater heat generation for the same reaction. (e)
Combined thermal imaging and potentiostatic data showing a current density dependence of the
average temperature observed on Pt and Ag GDE’s. The electrolyte is 1M KHCO3 flowing at 6 sccm.
(f) Thermographic stills of the Pt and Ag GDE’s at -40 mA cm−2.

3.4 Applications of spatial activity mapping
3.4.1 Catalyst screening through overpotential-

dependent temperature changes
Thus far we have focused on the link between heat and reaction rates. If our
method can sense activity occurring in the catalyst layer, the overpotential of the
reaction should also be discernible through temperature measurements. Specifi-
cally, we asked if the technique can be a useful means of measuring both the onset
potential of a given catalyst and comparing the activities of different materials
when coupling the thermal data from the IR camera and electric data from the
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potentiostat.
Using the previously described Pt and Ag catalyst layers on GDE’s, we ob-

served temperature changes with the camera system under increasing current
densities of 0.45 mA cm−2 s−1 (Fig. 3.A.14). As an established catalyst for hydro-
gen evolution, Pt should generate more heat than the poor HER Ag catalyst at
a fixed electrode potential due to greater charge transfer (Fig. 3.3a). These as-
sumptions are confirmed by comparing the thermal signal against the electrode
potential, where at a fixed potential of 0.8 V vs a reversible hydrogen electrode
(RHE) the Pt catalyst has increased in temperature by 1 K, while the relatively in-
active Ag catalyst shows minimal increases (Fig. 3.3b and c). The combination of
thermal-electric data further shows the vast difference in onset potential of the
two catalysts, demonstrating a means to use DELTAT vs overpotential for numer-
ous catalysts on the same electrode. The reversed scenario where temperature
evolution is instead compared at fixed reaction rates has the opposite effect (Fig.
3.3d). Here the more efficient Pt catalyst shows a lower temperature change than
Ag at a comparable reaction rate (Fig. 3.3e and f).

The catalyst comparisons between Ag and Pt in Fig. 3.3 demonstrate the po-
tential for screening catalysts in a combinatorial fashion on a singular GDE, using
local temperature as an indicator of spatial reaction rate (Fig. 3.3b) or overpoten-
tial (Fig. 3.3e). Using our acquisition system the temperature of individual groups
of pixels can be analyzed during a reaction, allowing for temperature vs. reaction
rate or overpotential curves to be plotted for multiple catalysts on the same GDE
at once. Such an approach can overcome the one potentiostat – one data point
challenge for single product reactions.

3.4.2 Detection of catalyst layer defects
Beyond catalytic screening applications, spatial mapping of catalyst activity pro-
vides an additional means of examining key transport phenomena, limiting chem-
ical reactions, and changes in behavior over time. In electrochemical systems un-
even current distributions across a catalyst will result from poor catalyst depo-
sition, differently ageing portions of the electrode, and spatially varying operat-
ing conditions (reactant concentrations, pressure, etc.), all of which are undesired.
Defining a non-invasive probing mechanism to assess activity distribution is thus
attractive, for both laboratory and scale-up efforts. Here we identify applications
for spatial mapping, as well as fundamental resolution limitations of the approach.

To simulate a catalyst region which may have been removed or deactivated
during operation, we partially masked a portion of a GDE’s microporous layer
(MPL) prior to depositing a 100 nm thick copper (Cu) catalyst (Fig. 3.4a). After a
linear current density ramp to -50 mA cm−2, the current density was kept constant.
Here distinctive heating patterns corresponding to the catalyst layer formed as a
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Figure 3.4: The spatial thermal-electric potentiostat is effective for defect detection and sensing of
current density distribution over an electrocatalyst’s surface. (a) Gas-diffusion electrodes (GDE)
with a surface copper layer and catalyst-free defects applied by masking during deposition. (b)
Thermographic still of a defected copper GDE at 50 mA cm−2 with 1M KOH flowing at 6 sccm. (c)
Binned individual pixels of the still image in b as a function of temperature increase. (d) Polarization
curves under the same electrolyte flow directions in e, where the influence of bubble accumulation
is observed at voltage fluctuations. (e) Thermographic stills of a 100 nm Ag electrode with different
electrolyte flow configurations at 200 mA cm−2.
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result of the electrochemical reactions occurring (Fig. 3.4b). The upper and lower
hotter bands correspond to the coated sections of the GDE, while the cooler central
region is the bare carbon MPL which has lower HER activity.[28] It can then be
deduced that the static -50 mA cm−2 applied to the system (112.5 mA total) is not
equally distributed over the electrode, with the Cu regions experiencing much
higher reaction rates than the average value imposed by the potentiostat.

The probing technique further allows for individual analysis per pixel, which
means an image can be binned based on the individual value of each dot and
tracked over time. Binning the readings results in a clearer picture (Fig. 3.4c),
where we can see the central part of the GDE reading considerably lower temper-
atures than the other two bins. In this experiment the temperature distribution
effects linked to the electrolyte flow patterns in the system can also be observed.
Higher overall temperatures are binned at the exit side of the reactor (top-right),
and in the stagnant electrolyte regions (bottom-right and top-left).

The spatial resolution of the presented technique is mainly influenced by two
distinct factors. On one hand, the (an)isotropy of the electrode support material:
for anisotropic carbon GDE’s with better in-plane heat conduction than through-
plane conduction, the resolution can be expected to be affected more heavily by
the thickness of the electrode. On the other hand, excessive heat retention or evac-
uation by the device also influence measurements. These could in turn influence
response times of the system, whichwe expect to be dependent on the temperature
difference between the GDE and the electrolyte. Thus, a small temperature differ-
ence would result in a longer cooling time, whereas a high temperature difference
would decrease this.

3.4.3 Influence of flow-regimes on activity distribution
Following from the observations of the defected catalyst layer, we wanted to better
understand how the catholyte and anolyte can influence the reaction rate distri-
bution across a catalyst layer. To this end we varied the flow direction of the
anolyte and catholyte flow from a bottom-to-top direction to a side-to-side direc-
tion. While in the cathode chamber product gases diffuse into the gas channel
prior to nucleating, the anodic reaction performed here is the oxygen evolution
reaction (OER) which results in substantial generation of O2 bubbles. In the side-
to-side configuration gas bubbles become trapped in anode compartment, result-
ing in a noticeably less stable linear sweep voltammetry measurement (Fig. 3.4d).
Such disturbances in the anode compartment are further shown to cause rapidly
changing temperature profiles of the cathode GDE, implying that the shielding of
O2 bubbles impacts the current density distribution of the cathode. During oper-
ation cloud-like heating patterns are observed to move across the cathode even
though no bubbles are present in the catholyte (Fig. 3.4e and Fig. 3.A.15), which
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is not observed during bottom-to-top flow. These variations are best viewed in
supplementary videos attached to the original publication.

As no gas evolution is present in the cathode chamber, we suspect that the
build-up of gas in the anode chamber is partially shielding the nickel mesh anode.
Any portion of the anode that is shielded will then impact the anodic current den-
sity distribution, and we suspect that the temperature variations observed on the
cathode are a result of this uneven current density distribution. Such increases
and decreases in activity would not only result in faster catalyst aging, but also
indicate that voltage and current density of an electrocatalyst is highly variable.

The collective spatial observations presented in this section point to many ex-
perimental systems having a less homogenous reaction environment than indi-
cated through purely potentiostatic data. These considerations are particularly
important within elevated current density experiments where large reaction rate
changes occur with minimal changes in overpotential, implying a higher variance
across the electrode’s surface.

3.5 Exothermic homogeneous reactions during CO2 elec-
trolysis

A known unwanted side-reaction in CO2 electrolyzers is the reaction of reactant
CO2 with by-product hydroxide, which lowers device utilization and represents
one of the technology’s largest practical barriers.[8, 30, 31] The parasitic reaction
which forms carbonates and precipitates is highly exothermic in nature and oc-
curs within the liquid-immersed catalyst layer (Fig. 3.5a). The generated heat then
should be discernible with our camera.

Using a Ag catalyst that is adept at CO2 conversion to CO, we compared the
thermal-electric data of the catalyst in both a CO2 and N2 environment. A CO2
feed will produce primarily CO, while an N2 feed only produced H2. First ob-
serving the electrical data, a lower overpotential is shown for the CO2 gas-flow,
which can be explained by Ag being a better CO2 reduction catalyst than HER
catalyst (Fig. 3.5b). When observing the thermal data (Fig. 3.5c), however, 1-2 K
greater temperatures are observed in the CO2 gas flow case. As CO2 reduction to
CO and HER have similar thermoneutral half-cell potentials (see appendix), these
temperature changes are ascribed to the exothermic interaction between CO2 and
hydroxide.

Importantly, a control experiment where the gaseous CO2 feed was stopped at
0 mA cm−2 showed a temperature decrease of only around 0.2 K (Fig. 3.A.16). Such
a result is reasonable as the absolute moles of neutralized hydroxide in a stagnant
electrolyte film is substantially lower than is generated at -200 mA cm−2.

Another interesting observation can bemade from the electrode’s average tem-
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perature (Fig. 3.5c) after 60 s. Here the electrode’s temperature rapidly increased
to values 10K above room temperature. Much like in the HER case above, these
increased surface temperatures have implications for mass transport and density-
functional theory models which presently do not consider activity-temperature
relationships.[32–34] For example the solubility of CO2 in water decreases by 30%
from 298 K to 308 K, while solubility limits for salts will increase.

Besides the average temperature of the electrode, it is also worth noting the
deviation in observed temperature changes. The electrode performing CO2RR dis-
played, under the same conditions, a much wider temperature distribution than
the one performing HER. This could be blamed on entrance effects of the gas-feed
resulting in increased CO2 dissolution in the entrance region of the GDE. However,
seeing as the feed of CO2 (20 sccm) is considerably higher than its consumption in
the electrocatalytic process (at 200 mA cm−2, 2 orders of magnitude difference), it
is safe to assume that the increased variance in temperatures is an indicator of at
least some degree of poorer current-density distribution upon performing CO2RR
on these electrodes. This highlights the blind-spot in CO2RR literature when it
comes to spatial distribution effects on catalytic performance of showcased elec-
trolyzer solutions.

For complex catalytic pathways observed in CO2 reduction, heat effects are
also of noticeable influence on the selectivity of the catalyst. For example copper
electrodes have been shown to vary selectivity with changes in temperature.[35–
37] Additionally, improved mass transfer of reactants can be expected at hot-spots,
as viscosity of water and diffusion of gases in the interface are affected by tempera-
ture.[38, 39] For scale-up purposes, maintaining similarity of electrochemical ac-
tivity across a surface is necessary to ensure understanding of the behavior of
system.[40, 41] The ability of thermography to indirectly scope activity over a
surface during operation presents a chance to gain more information from exper-
iments, aiding in catalyst and system advancements.

The concept of utilizing infrared emissions as a direct indicator of catalytic
activity provides a broad set of potential applications for the ever-growing set of
novel electrochemical reactions under investigation. The high emissivity of com-
mon carbon provides an operando time and location specific measure of activity
at backbones optical resolutions, which can be coupled with electrical data anal-
ysis. Through a series of demonstrative applications, we show the propensity for
infrared thermography to link measured changes in the gas-diffusion layer tem-
perature to reaction overpotentials, catalyst type, defect sites on the catalyst layer,
and dissolution of CO2 into the electrolyte during CO2 electrolysis. The substan-
tial catalytic temperatures observed during regular operation highlight the need
to reinterpret assumed kinetic data and reaction environments for these important
electrochemical reactions.
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Figure 3.5: The heat effects of CO2 dissolution are comparable to reaction-driven heating at elevated
current densities. (a) CO2 dissolves in alkaline media to form (bi)carbonates in an exothermic re-
action. (b) Reaction potentials under a N2 and CO2 gas flow at a 100nm Ag GDE using 1M KOH
at a fixed current density of 200 mA cm−2. Under N2 the primary reaction is hydrogen evolution.
Under CO2 gas flow the primary reaction is CO2 reduction. (c) Temperature increases over the GDE
surface for the sequences in b, where the CO2 reduction case displays a noticeably higher overall
temperature despite lower applied potentials.

3.6 Materials and Methods
Infrared Imaging
The camera system used consisted of a FLIR SC7650 with a 25 mm fixed-focal
length objective and a f/2.5 aperture. Themanufacturer’s software AltaIR software
was used to control the camera and pre-process the acquired data. All images we
include in the report are taken at a quarter-size resolution (320 by 256 pixels of the
maximum 640 by 512 possible), at a refresh rate of 25Hz and sub-sampling of 1/10
frames. This means, ultimately, that the acquisition frequency of the system is 2.5
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fps. This allowed us to keep the footage from exceeding 1GB per file.
We performed all experiments in an enclosed box (a repurposed faraday-cage,

Fig. 3.A.7) to avoid any reflections from the lab in interfering in the measurements.
The endplate of the electrolyzer was covered using scotch-tape to ensure no reflec-
tions from the metallic surface would interfere with the irradiation of the GDE.

The camera records thermal images at spectral wavelengths between 3.0 and
5.0µm. At these wavelengths, the transmittance values of the sapphire window
were approximated to be 90%. In order to translate the recorded emittance from
the GDE backbone to a true temperature value, we compared the irradiation at
room temperature of the GDE through the window and a piece of carbon tape
with emissivity values of 0.8-0.9, which we approximated as 0.85.[42] The results
from this calibration measurement are displayed in Fig. 3.A.8. The value of the cor-
rected GDE emissivity of 0.81 coincides with the irradiation reading of the carbon
tape, whereas the uncorrected GDE irradiation value is above the latter. These
measurements were performed by comparing an identical number of pixels of the
GDE and the carbon tape, as can be seen in Fig. 3.A.9.

Electrochemical Testing
Electrolyte was pumped through the anolyte and catholyte chambers using a peri-
staltic pump, with aminimum rate of 6 sccm. The gas-phase streamusedwas either
N2 (for all water-splitting runs) or CO2 (for all CO2RR runs), which we controlled
using a mass-flow controller (MFC, Bronkhorst EL-FLOW Select). The pressure of
the gas and liquid channels were controlled using three back-pressure regulators
(BPR), one after each flow channel. A mass-flow meter (MFM) was connected to
the effluent gas-stream which subsequently flowed to a liquid trap and then an in-
line gas chromatograph (GC). The full instrumentation and flow setup is sketched
in Fig. 3.A.6.

Electrochemical experiments were performed using a Versastat MC-1000 po-
tentiostat. All potentials reported are corrected for ohmic drops (85% correction
applied) with resistances measured by electrochemical impedance spectroscopy
(EIS) in a frequency range of 12550 Hz to 1.5 Hz at OCV and the maximum cur-
rent applied. These routines were performed in sync with the camera system, to
obtain thermographs that could be coupled to the time stamps of the potentio-
stat readings. Experiments were performed in both stepped current mode and
chronopotentiometry as detailed for the experiments in the main text.

Materials
For all tests detailed in this study we used a modular electrolyzer, based on three
separate flow chambers of PTFE with spacing gaskets in between. Metal endplates
were added to ensure even cell compression. To enable IR filming of the gas dif-
fusion electrode (GDE), the PTFE gas compartment was fully cut through and a
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sapphire window was integrated in the design in place of the PTFE wall (see Fig.
3.2a and Fig. 3.A.7). The device was tested for leaking during operation using a
mass-flow controller on the gas-inlet stream and a mass-flow meter on the gas-
outlet stream to ensure the mass flow in was equivalent to the mass flow out. The
catholyte used was either 1M KOH (Sigma-Aldrich 99.99% semiconductor grade)
or 1M KHCO3 (Sigma-Aldrich 99.7% ACS reagent). Anolyte was always 1M KOH
to reduce total cell potential. The catholyte and anolyte compartments in the elec-
trolyzer were separated by a Nafion 115 cation-exchange membrane.

Freudenberg H14C10 gas-diffusion layers were used as GDE’s in all experi-
ments with a manufacturer reported thickness of 175µm (𝛿𝐺𝐷𝐸 = 175 𝜇m). Cata-
lyst layers of a nominal thickness of 100 nm were deposited using DC magnetron
sputtering pressure at 3 𝜇bar. Introduction of defects on these layers was achieved
by shielding a region of the hydrophobic micro-porous layer with titanium masks
during deposition.

The infrared imaging camera (FLIR SC7650) was equipped with a fixed focal
length concave lens of 25 mm (FLIR) and controlled using ALTAIR software. The
window in the PTFE cell was an Edmund Optics uncoated sapphire (𝛿 = 1mm and
⌀ = 23.75mm). All measurements were performed in a dark box (see Fig. 3.A.7) to
avoid infrared contamination by external sources and unwanted reflections.
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Supplementary Notes
Evaluating the expected working criteria for a functioning infrared
thermography device
The usage of heat-measurements as proxies for electrochemical activity is mainly
challenged by two facts: (i) heat is not an intrinsically measurable quantity, and
(ii) associating heat with electrochemical activity requires disambiguating all heat
sources present in electrochemical systems. Heating occurs across a device due
to charge transport resistances in the electrode, electrolyte, and membrane for
example. An operando analysis technique is then required to demonstrate the
theoretical link between heat and activity under actual operating conditions. Pro-
viding such a link would provide real-time visualized activity of an electrocatalyst,
opening a door to new insights and experimental techniques.

The following subsections are used to evaluate the criteria proposed in the
main text for being able to use catalytic heating as a means of observing catalytic
activity. The criteria are then assessed one by one in the text below.

i. Heat production is sufficient such that activity can be evaluated at low poten-
tials and current densities

ii. Heat generation is translatable to temperature

iii. The location of temperature measurement is representative of the electrocat-
alyst

iv. Measured temperature can be ascribed to various sources of heat generation

The first two criteria (i and ii) were assessed by evaluating the magnitude of
heat that is generated at the surface of an electrocatalyst during a representative
reaction, and determining what magnitudes of temperature changes this electro-
chemical heat production might induce. To determine the amount of heating we
first note that the amount of power consumed across an element within an electric
circuit (and, thus, also in an electrochemical cell) is governed by the total current
passed through and the voltage drop across an interface or element,[43] by:

𝑃 = 𝐼 ⋅ Δ𝐸 (3.1)

Making use of Ohm’s law for resistive elements (e.g. an electrolyte), the rela-
tion can also be expressed as:

𝑃 = 𝐼 2 ⋅ 𝑅 (3.2)

At an electrocatalyst’s surface (e.g. cathode or anode), some of this power will
go to the formation of chemical products (e.g. H2, CO, etc.), while the rest will
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be dissipated as heat if operating in an exothermic potential range. The power
going to heat is determined by the difference between the applied potential (𝐸𝑎𝑝𝑝)
and the thermoneutral potential (𝐸𝑡𝑛,0). The heat generated at an electrocatalyst’s
surface (𝑄𝑐𝑎𝑡 ) can then be expressed as:

𝑄𝑐𝑎𝑡 = 𝐸𝑎𝑝𝑝 − 𝐸𝑡𝑛,0 ⋅ 𝐼 (3.3)

We can also express this in a more useful form of the heat generated as a
function of geometric catalyst surface area (𝑞”𝑐𝑎𝑡 ) using the current density (j):

𝑞″
𝑐𝑎𝑡 = 𝑄𝑐𝑎𝑡

𝐴𝑔𝑒𝑜
= (𝐸𝑎𝑝𝑝 − 𝐸𝑡𝑛,0) ⋅ 𝑗 (3.4)

Now using the above equations and the example data on a platinum electrode
presented in Fig. 3.1c in the 3-electrode setup, the heat generation from the cata-
lyst’s surface can be determined as a function of current density (Fig. 3.A.2). For
example, a current density of 10 mA cm−2 occurs at an approximate cathode poten-
tial of -0.85 V vs a reversible hydrogen electrode (RHE). For a half-cell thermoneu-
tral voltage for hydrogen evolution of 0.249 V vs. RHE determined as described in
the later appendix section, the heat generated within the platinum catalyst layer
can then be calculated as below:

𝑞″
𝑃𝑡 @ 10 𝑚𝐴 𝑐𝑚−2 = (−0.85 − 0.249) ⋅ (10 𝑚𝐴 𝑐𝑚−2) = 10.99𝑚𝑊 𝑐𝑚−2 (3.5)

The heat production from the catalyst layer by itself is not informative until
compared with the thermal capacitance of the carbon gas-diffusion layer support-
ing the platinum catalyst, where it can be translated into an expected temperature
effect. In the absence of heat transport away from the platinum and carbon GDE,
a heating rate is calculated from this heat generation. For this calculation we as-
sume an area weight of the Freudenberg H14C10 GDE as 100 g m−2 (or 1 ⋅ 10−5 kg
cm−2), and knowing that graphite in the GDE has a specific heat of approximately
840 J kg−1·K−1. The heating rate is then determined from the thermal mass as:

Δ𝑇
𝑡 = 𝑄𝑐𝑎𝑡

𝑚 ⋅ 𝐶𝑝,𝑚
= 𝑞″

𝑐𝑎𝑡
𝑚″ ⋅ 𝐶𝑝,𝑚

= 0.01099
(1 ⋅ 10−5) (840) = 1.31𝐾𝑠−1 (3.6)

A heating rate on the order of 1.31 K s-1 is quite substantial and detectable.
These calculations do not take into account heat loss from the catalyst and GDE,
of course, but the calculated value at a low current density of 10 mA cm−2 is a
magnitude which satisfies our criteria (i) and (ii) above.
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iii. The location of temperature measurement is representative of the elec-
trocatalyst Turning to criterium (iii), we askwhether the temperaturemeasured
at an externally visible location (e.g. the external side of a carbon GDE roughly
175 𝜇m from an electrocatalyst) is representative of the temperature of the catalyst
itself. While heat from catalytic activity and overpotentials is generated in the cat-
alyst layer, direct measurement of this surface will affect the reaction itself. Thus
direct observation of catalytic activity needs to be done from a proxy site that is
not the catalyst layer. Here the back of the GDE is an optimal measurement point
for both thermocouples and infrared imaging. To determine if the back of the GDE
was a suitable proxy for the catalyst temperature, we assessed the heat flux away
from the catalyst’s surface to determine the expected difference in temperature of
the GDE and the catalyst layer. For example, a low initial heat flux through the
GDE as compared to the cathode compartment would indicate that the tempera-
ture of the GDE back and catalyst are quite different, and this measurement point
is not representative of the catalyst.

To perform an analysis to determine this, we compared the heat flux through
the GDE to the heat flux into a 15 mm catholyte channel that was used to create
the polarization curve in Fig. 3.1c. The analysis in question can be visualized in
Fig. 3.A.3 where the temperature of the GDE shows only a slight difference with
the catalyst layer. The two 1D heat transfer mediums considered in the analysis
are heat conduction in the porous graphite paper of the GDE, and heat conduction
in the stagnant layer of electrolyte. These have their own specific heat transfer
coefficients and distances to convective boundaries (e.g. gas flow and catholyte
flow, respectively). From this analysis we can determine the dominant of the two
conduction heat transfer mechanisms. This analysis makes use of an equivalent
circuit model and Fourier’s law of conduction (Eq. 3.7):

𝑞′ = 𝑘∇𝑇 ≈ 𝑘 Δ𝑇
Δ𝑥 (3.7)

where k is the thermal conductivity, 𝑇𝑏𝑎𝑐𝑘,𝑔𝑑𝑙 is the temperature at the back
of the GDE, 𝑅𝑔𝑑𝑙 is the thermal equivalent resistance of the GDE, 𝑄𝑔𝑑𝑙 is the heat
flux towards the back of the GDE, 𝑇𝑐𝑎𝑡 is the catalyst layer temperature, 𝑅𝑒𝑙 is the
thermal equivalent resistance of the electrolyte, 𝑄𝑒𝑙 is the heat flux towards the
bulk electrolyte and 𝑇𝑒𝑙 is the bulk electrolyte temperature.
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Using the thermal model and Fourier’s law, the approximation for the two
conduction pathways are shown in Eq. 3.8 and 3.9, with their ratio in Eq. 3.10. Here
the heat is equivalent to the cumulative ‘current’ in either direction, originating
from a ‘current’ source at the catalyst layer:

𝑄𝑔𝑑𝑙 = Δ𝑇
𝑅𝑔𝑑𝑙

= 𝑘𝑔𝑑𝑙
Δ𝑇
Δ𝑥 𝐴 = 𝑘𝑔𝑑𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑏𝑎𝑐𝑘,𝑔𝑑𝑙)
𝛿𝑔𝑑𝑙

𝐴 (3.8)

𝑄𝑒𝑙 = Δ𝑇
𝑅𝑒𝑙

= 𝑘𝑒𝑙
Δ𝑇
Δ𝑥 𝐴 = 𝑘𝑔𝑑𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑒𝑙)
𝛿𝑒𝑙

𝐴 (3.9)

𝑄𝑔𝑑𝑙
𝑄𝑒𝑙

=
𝑞′

𝑔𝑑𝑙
𝑞′

𝑒𝑙
=

||||
𝑘𝑔𝑑𝑙
𝑘𝑒𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑏𝑎𝑐𝑘,𝑔𝑑𝑙)
(𝑇𝑐𝑎𝑡 − 𝑇𝑒𝑙)

𝛿𝑒𝑙
𝛿𝑔𝑑𝑙

|||| (3.10)

Where 𝛿𝑔𝑑𝑒 and 𝛿𝑒𝑙 are, respectively, the thickness of the GDE and the thermal
diffusion thickness in the electrolyte. The ratio in Eq. 3.10 can be evaluated for
the system producing the data in Fig. 3.1. Here the comparative conductive heat
transfer is assessed at t = 0 where 𝑇𝑏𝑎𝑐𝑘,𝐺𝐷𝐿 = 𝑇𝑒𝑙 as the entrance temperature
of the convective gas and liquid phases are ambient temperature. Under longer
operation both the back of the GDE and the stagnant electrolyte filmwill heat up at
different rates, and heat flux will be dominated by the convective processes of the
gas and liquid phases. The only variables in Eq. 3.10 are the thermal conductivities
and the conduction lengths of the GDE and electrolyte layer.

For the GDE, these values are easy to determine. For a Freudenberg H14C10
GDE the thickness is 175 μmwhile the known through-plane thermal conductivity
is 0.3 W m−1 K−1 [44], which accounts for the porous and disordered structure of
the GDE. The electrolyte thermal conductivity meanwhile is taken as 0.6 W m−1
K−1. The thickness of the thermally-conductive electrolyte region ismore challeng-
ing to determine as it depends on the hydrodynamics of the electrolyte channel
flow. Here the thermal diffusion thickness is taken as the thermal boundary layer
using the relation for flow over a flat plate (Eq. 3.11) and assuming that the Prandtl
(Pr) number of water is of 7.5:[45]

𝛿𝑒𝑙 = 5.0
√

𝜈𝑥
𝑢0

𝑃𝑟−1/3 (3.11)

where 𝜈 represents the kinematic viscosity of water, x is the distance that the
flow has travelled along the flat plate, and u0 is the flow at the channel center.

For a commonly utilized electrolyte flowrate of 6 sccm, the velocity of the liq-
uid at the center point is 0.044 cm/s. Filling in the relation abovewith the kinematic
viscosity for water at 20℃ (0.01 cm2/s), the thermal diffusion thickness (𝛿𝑒𝑙𝑒𝑐) is
estimated to be 0.86 cm or 8600 μm after a flow distance of x = 0.5 cm.
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Eq. 9 can then be numerically evaluated under these conditions, and, approx-
imating the thermal conductivity of the electrolyte to be the same of pure water,
results in a ratio of GDE to electrolyte heat flux of ∼25. This means that for an
equivalent temperature drop, the GDE will conduct 25-fold more heat than the
electrolyte. The conclusion from this analysis is that the temperature at the back
of the GDE will be close to that of the catalyst layer, thus satisfying our criteria
(iii) that the temperature at the back of the GDE can be used as a proxy for the
catalyst layer temperature when observing catalytic activity.

From the above analysis it is important to note that entrance effects may be
present as the thermal boundary layer thickness will be very small near the en-
trance. Near the electrolyte inlet the temperature of the GDE may then be less
representative. For example, for values of x = 0.25 cm, the ratio of heat flux in
Eq. 3.10 drops to ∼17.

iv. Measured temperature can be ascribed to various sources of heat gen-
eration The system, as depicted in Fig. 1B, is centered around the cathodic half-
cell. Within this region three types of heating can occur: heating from the cathodic
reaction, ohmic heating of the electrolyte, and resistive heating of the GDE itself
due to the flow of electrons. Here we compare the order of magnitude of these ca-
thodic heat sources and show that these can be ascribed to different heat sources
through well-known equations. Further, we show that the heat from the cathodic
reaction is dominant versus the other two forms of heating.

As described in Fig. 1b the power going to the catalyst and ohmic heating are
proportional to the product of the voltage drop across the element, and the current
density that is passed. For the catalyst heating (labelled as q”cat), the heating as a
function of current density was already calculated as described in Eq. 3.3 and 3.4
and is plotted in Fig. 3.A.2 for a 2.25 cm2 cathode area using the potentiostatic data
in Fig. 3.1c. The ohmic heating of the electrolyte in the system can be determined
by the following equation:

𝑞″
𝑜ℎ𝑚 = 𝑄𝑜ℎ𝑚

𝐴𝑔𝑒𝑜
= (𝑉𝑜ℎ𝑚 ⋅ 𝐼 )

𝐴𝑔𝑒𝑜
= (𝑅𝑢 ⋅ 𝑗) ⋅ (𝑗 ⋅ 𝐴𝑔𝑒𝑜) = 𝑅𝑢𝑗2𝐴𝑔𝑒𝑜 (3.12)

where Ru represents the ohmic resistance measured between the cathode and
the reference electrode in the center of the catholyte channel (in Ω). Both potential
and resistances can be measured analytically using a potentiostat and EIS over the
region between the working electrode and the reference electrode.

For the utilized reaction configuration which uses a 15 mm electrolyte channel,
an ohmic resistance of Ru = 2.5 Ω wasmeasured for the 1MKOH catholyte channel.
Using Eq. 3.12 ohmic resistive heating can then be plotted as a function of current
density as in Fig. 3.A.3. Here at -10mA cm−2 the ohmic heating results in ∼1.27mW
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or (0.56 mW/cm2). This is roughly 20-fold lower than the 10.99mW/cm2 calculated
from the heat generation at the catalyst layer, implying that catalyst heating is
much more significant than ohmic heating at lower current densities. Even at
elevated current densities cathode heating is shown to be dominant (Fig. 3.1f). For
an even thinner electrolyte of 1 mm (see Fig. 3.A.4 and 3.A.5), heating in catalyst
layer is two orders of magnitude larger than ohmic heating at -10 mA cm−2.

The last heating source present in the field of view of the infrared setup is due
to the resisted electrical charge transport of electrons within the carbon GDE itself.
To assess the possible influence on overall heat generation and energy consump-
tion, the resistance over the full width of the GDE (∼2 cm) was measured with
a multimeter to be 4 Ω. As the heat generated throughout the GDE also follows
Ohm’s law, we can write the relation as follows:

𝑄𝑔𝑑𝑒
𝐴𝑔𝑒𝑜

= 𝑞″
𝑔𝑑𝑒 = 𝑉𝑜ℎ𝑚 ⋅ 𝐼

𝐴𝑔𝑒𝑜
= (𝑅𝑢 ⋅ 𝑗) ⋅ (𝑗 ⋅ 𝐴𝑔𝑒𝑜) = 𝑅𝑢𝑗2𝐴𝑔𝑒𝑜 (3.13)

Unfortunately the GDE resistance at any given location across the electrode
depends on the distance between the reaction location x = (0, 1.5 cm) and y = (0,
1.5 cm) and the current collector. For example a catalyst around the perimeter of
the electrode has a much lower electron pathway through the GDE than a cata-
lyst particle in the centre of the electrode. If the voltage drops are large due to
the resistance, then current density will also vary. However, without perform a
full analysis of the system to determine the potentials and resistances across the
GDE, we can provide an order-of-magnitude calculation that determines the rough
magnitude of heat generation that is associated with the GDE resistance.

To perform this calculation, we can split the 1.5 cm by 1.5 cm GDE a number of
equal squares and assume an even current distribution over the electrode. For the
case of 9 equal squares as shown below for example, each region is then responsible
for 1/9th of the total current passed in the reaction. For the 8 squares around the
perimeter, they all have relatively similar access to the current collector and can
thus be assumed to have a lower resistance than the center square. As the full
GDE resistance across the GDE width of 2 cm is measured as 4 Ω, we can estimate
an approximate GDE resistance of 2 Ω/cm of electrode width and assign a rough
resistance to each square. For the perimeter squares the distance from the center to
the current collector is ∼2.5 mm, which gives a resistance of 0.5 Ω. From the central
square the electrons must travel 7.5 mm through the GDE, giving an approximate
resistance of 2 Ω.

Making use of Eq. 3.13 for each of the 9 squares, we can then estimate the GDE
heating, again at 10 mA cm−2 (total current of 0.0225 A):
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𝑞″
𝑔𝑑𝑒 = ∑ 𝐼 2𝑅𝑔𝑑𝑒

𝐴𝑔𝑒𝑜
=

8[(0.0225
9 )

2
⋅ 0.5] + [(0.0225

9 )
2

⋅ 2]
2.25 = 0.0167 (3.14)

At this current density, where the power-term of the catalyst’s overpoten-
tial is of about 10.99 mW/cm2 as previously described (compared to a mere 0.017
mW/cm2 of resistive origin), this ohmic resistance can then be disregarded as it is
roughly 1/660th of the overpotential heating term. Logically we can confirm that
this result makes sense as well. If substantial heating and therefore voltage loss
occurred as a result of GDE heating, then cell potentials of such systems would
also be much larger than what is typically observed.

Calculation of half-cell thermoneutral potentials
For the electrochemical reactions interesting for producing value-added chemicals
(e.g. H2, CO, ethylene, etc.), substantial overpotentials are required for the reac-
tion to occur spontaneously beyond the equilibrium potential (E𝑜). Independently
of this, every reaction at an electrode is further characterized by a thermoneutral
potential (𝐸𝑡𝑛,0), i.e., the potential at which the reaction is energetically neutral.
Applying a potential lower than this thermoneutral potential will result in the re-
action drawing heat from the system, while operating at a potential higher than
this value will result in the reaction supplying heat to the system. This thermoneu-
tral potential is defined by:

𝐸𝑡𝑛,0 = −Δ𝐻𝑟
𝑛𝐹 (3.15)
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where Δ𝐻𝑟 is the enthalpy of the reaction, 𝑛 is the number of electrons transferred
and 𝐹 is Faraday’s constant.

Within this work the thermoneutral potential is critical parameter to under-
stand as our instrumentation tool couples emitted heat to potentiostatic data via
temperature changes, which only occurs at potentials beyond the thermoneutral
potential. Here we calculate these potentials for the reactions for a number of
reactions of interest in this work. To calculate these values we use the following
values at 298 K for standard enthalpy and Gibbs free energy of formation shown
in Table S1.
Table 3.A.1: Gibbs free energy and enthalpy of formation for relevant reaction species at 298 K.[46]

CO2 H2O OH– CO H2
Δ𝑓 𝐺𝑜 [kJ/mol] -394.39 -237.14 -157.2 -137.16 0
Δ𝑓 𝐻 𝑜 [kJ/mol] -393.52 -285.83 -230.0 -110.53 0

Using the data in Table 3.A.1, the equilibrium and thermoneutral potentials
can be calculated on both a standard hydrogen electrode (SHE) and reversible hy-
drogen electrode (RHE) scale. These are shown below in Table 3.A.2. Conversion
from an SHE to RHE scale is done using the Nernst equation in the form of Eq. 3.16
below:

𝐸𝑅𝐻𝐸 = 𝐸𝑆𝐻𝐸 + 0.0591 ⋅ ΔpH (3.16)

Table 3.A.2: Calculated equilibrium (E𝑜) and thermoneutral (𝐸𝑡𝑛,0) potentials at 298 K.

𝐸𝑜𝑆𝐻𝐸 𝐸𝑜𝑆𝐻𝐸 𝐸𝑡𝑛,0,𝑆𝐻𝐸 𝐸𝑡𝑛,0,𝑅𝐻𝐸
Reaction (V) (V) (V) (V)
2H2O → 2H2 + O2 1.229 1.229 1.481 1.481
2H+ + 2e– → H2 (pH = 0) 0 0 0 0
2H2O + 2e– → H2 + 2OH– (pH = 14) -0.828 0 -0.579 0.249
2H2O → O2 + 4e– + 4H+ (pH = 0) 1.229 1.229 1.481 1.481
4OH– → O2 + 4e– + 2H2O (pH = 14) 0.400 1.229 0.903 1.73
CO2 → CO + 0.5O2 1.333 1.333 1.446 1.446
CO2 + 2H+ + 2e– → CO + H2O (pH = 0) -0.104 -0.104 0.015 0.015
CO2 + H2O + 2e– → CO + 2OH– (pH = 14) -0.933 -0.105 -0.564 0.264

The most relevant reactions for our results are the 2-electron half-reaction for
CO2 reduction to CO and HER in an alkaline medium (pH = 14), which are 0.264
V vs. RHE and 0.249 V vs. RHE respectively. This means that, at the equilibrium
potential, both reactions are exothermic.
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Supplementary Figures
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Fig. S1. 
Total heat generation from cathodic and ohmic overpotentials between the working and reference 
electrodes in the studied electrolyzer, as calculated using the relation in Eq. S3. The half-cell 
resistance between working and reference electrodes was ~2.5 using a 1M KOH electrolyte.

Figure 3.A.1: Total heat generation from cathodic and ohmic overpotentials between the working
and reference electrodes in the studied electrolyzer, as calculated using the relation in Eq. 3.3. The
half-cell resistance between working and reference electrodes was ∼2.5Ω using a 1M KOH elec-
trolyte.

15

Fig. S2. 
Total heating occurring at the catalyst, obtained by subtracting resistive heating in the electrolyte 
to the measured potential between the working and reference electrodes. The half-cell resistance 
between working and reference electrodes was ~2.5 using a 1M KOH electrolyte.

Figure 3.A.2: Total heating occurring at the catalyst, obtained by subtracting resistive heating in the
electrolyte to the measured potential between the working and reference electrodes. The half-cell
resistance between working and reference electrodes was ∼2.5Ω using a 1M KOH electrolyte.
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Fig. S3. 
Heat development at the catalyst layer and distribution to the GDL backbone and electrolyte 
double-layer. According to our calculations, the GDE should absorb roughly 25 times more heat 
than the electrolyte.

Figure 3.A.3: Heat development at the catalyst layer and distribution to the GDL backbone and
electrolyte double-layer. According to our calculations, the GDE should absorb roughly 25 times
more heat than the electrolyte.
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Fig. S4.
Virtual difference in ohmic heating in the catholyte channel as a function of electrolyte chamber 
thickness. Resistance of the 1 mm chamber taken to be exactly 1/15 of the registered resistance. 
Values for a 1M KOH catholyte in the cathodic half-cell (WE-RE). 

Figure 3.A.4: Virtual difference in ohmic heating in the catholyte channel as a function of electrolyte
chamber thickness. Resistance of the 1 mm chamber taken to be exactly 1/15 of the registered
resistance. Values for a 1M KOH catholyte in the cathodic half-cell (WE-RE).
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Fig. S5. 
Relative source of heating at the interface as a function of applied current density for a 1 mm 
thick 1 M KOH electrolyte, obtained by multiplying the resistance recorded by 1/15.

Figure 3.A.5: Relative source of heating at the interface as a function of applied current density for
a 1 mm thick 1 M KOH electrolyte, obtained by multiplying the resistance recorded by 1/15.
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Fig. S6. 
Setup diagram of the windowed flow electrolyser. The IR camera and the flow-cell were placed 
in a dark box (see Fig. S7), the effluent electrolyte and gas-out streams were circulated through a 
back-pressure regulator (BPR) to ensure the gas-phase did not penetrate in the catholyte 
compartment due to pressure differences. 

Figure 3.A.6: Setup diagram of the windowed flow electrolyzer. The IR camera and the flow-cell
were placed in a dark box (see Fig. 3.A.7), the effluent electrolyte and gas-out streams were circulated
through a back-pressure regulator (BPR) to ensure the gas-phase did not penetrate in the catholyte
compartment due to pressure differences.
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Fig. S7. 
IR-camera and windowed electrolyzer in the dark box. Figure 3.A.7: IR-camera and windowed electrolyzer in the dark box.

21

Fig. S8. 
Calibration of the emissivity values of a GDE behind a sapphire window. See figure S8 for a 
depiction of the calibration setup.

Figure 3.A.8: Calibration of the emissivity values of a GDE behind a sapphire window. See figure
3.A.9 for a depiction of the calibration setup.
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Fig. S9. 
Calibration setup. Equal areas on the GDE (11) with different emissivity values were compared 
to carbon tape on the endplate (10) and recorded over a short period of time. 

 

Figure 3.A.9: Calibration setup. Equal areas on the GDE (11) with different emissivity values were
compared to carbon tape on the endplate (10) and recorded over a short period of time.
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Fig. S10. 
Heating of the GDE area under increasing current density (t =  0  0 mA/cm2, t = 200 s  
-200 mA/cm2) using a 1M KOH electrolyte at an increased flowrate of 20sccm. Temperatures for 
catholyte and anolyte were measured at the inlet of the electrolyte beaker (see Fig. S6). The 
shaded areas represent the standard deviation of temperatures across the electrode surface.

Figure 3.A.10: Heating of the GDE area under increasing current density (t = 0 → 0 mA cm−2, t = 200
s → 200 mA cm−2) using a 1M KOH electrolyte at an increased flow-rate of 20 sccm. Temperatures
for catholyte and anolyte were measured at the inlet of the electrolyte beaker (see figure 3.A.6). The
shaded areas represent the standard deviation of temperatures across the electrode surface.
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Fig. S11. 
Heating of the GDE area under constant current density (-20mA/cm2) using a 1M KOH 
electrolyte at an increased flowrate of 20 sccm. Temperatures for catholyte and anolyte were 
measured at the inlet of the electrolyte beaker (see Fig. S6). Solid horizontal lines represent the 
final temperature of each component after the 450 s experiment. The shaded areas represent the 
standard deviation of temperatures across the electrode surface.

Figure 3.A.11: Heating of the GDE area under constant current density (-20mA cm−2) using a 1M
KOH electrolyte at an increased flow-rate of 20 sccm. Temperatures for catholyte and anolyte were
measured at the inlet of the electrolyte beaker (see figure 3.A.6). Solid horizontal lines represent
the final temperature of each component after the 450 s experiment. The shaded areas represent the
standard deviation of temperatures across the electrode surface.
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Fig. S12. 
Heating of the GDE area under constant current density (-200 mA/cm2) using a 1M KOH 
electrolyte at an increased flowrate of 20 sccm. Temperatures for catholyte and anolyte were 
measured at the inlet of the electrolyte beaker (see Fig. S6). Solid horizontal lines represent the 
final temperature of each component after the 450 s experiment. The shaded areas represent the 
standard deviation of temperatures across the electrode surface.

Figure 3.A.12: Heating of the GDE area under constant current density (-200 mA cm−2) using a 1M
KOH electrolyte at an increased flow-rate of 20 sccm. Temperatures for catholyte and anolyte were
measured at the inlet of the electrolyte beaker (see figure 3.A.6). Solid horizontal lines represent
the final temperature of each component after the 450 s experiment. The shaded areas represent the
standard deviation of temperatures across the electrode surface.



3

84 3 Mapping electrochemical activity in electrolyzers using infrared thermography

26

Fig. S13. 
Cooling of an electrode after a current density ramp to -50 mA/cm2.Figure 3.A.13: Cooling of an electrode after a current density ramp to -50 mA cm−2.
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Fig. S14. 
Polarization curves of silver and platinum coated-GDEs for increasing current densities using a 
1M KHCO3 electrolyte. Figure 3.A.14: Polarization curves of silver and platinum coated-GDEs for increasing current densi-

ties using a 1M KHCO3 electrolyte.
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Fig. S15. 
Sequence of the side-to-side fed electrolyzer presented in Fig. 4E.  The feature circled can be 
seen to evolve quickly over time. The sequence can be observed in movie S2. 

Figure 3.A.15: Sequence of the side-to-side fed electrolyzer presented in figure 3.4e. The feature
circled can be seen to evolve quickly over time. The sequence can be observed in camera footage.
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Fig. S16. 
Effects of shutting of the CO2 feed during at the end of a potentiostatic run on a 100nm Ag 
electrode using 1M KOH electrolyte. 

Figure 3.A.16: Effects of shutting of the CO2 feed during at the end of a potentiostatic run on a
100nm Ag electrode using 1M KOH electrolyte.
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4
CURRENT DISTRIBUTION ON

HYDROPHOBIC ELECTRODES FOR CO2
ELECTROLYSIS

“Not everything that counts can be counted,
and not everything that can be counted counts.”

— Sign hanging in A. Einstein’s office at Princeton

Electrochemical reduction of CO2 presents an attractive way to store renewable energy in
chemical bonds in a potentially carbon-neutral way. However, current electrolyzers suf-
fer from intrinsic problems, like flooding and salt accumulation, that must be overcome to
industrialize the technology. To resolve flooding and salt precipitation issues, researchers
have used ultra-hydrophobic electrodes based on either polytetrafluoroethylene (PTFE) gas-
diffusion layers (GDL’s), or carbon-based GDL’s with added PTFE. While the PTFE backbone
is highly-resistant to flooding, the non-conductive nature of PTFE means that without addi-
tional current collection the catalyst layer itself is responsible for electron-dispersion, which
penalizes system efficiency and stability. In this work, we present operando results that illus-
trate the poor current/potential distribution in thin catalyst layers (∼50 nm) deposited onto
PTFE GDL’s. We then compare the effects of thicker catalyst layers (∼500 nm) and a newly
developed non-interfering current collector (NICC). The NICC is able to maintain even current
distribution with 10-fold thinner catalyst layers while improving stability towards ethylene
(≥ 30%) by approximately two-fold.

This chapter has been published in  Nature Communications, 2023, 1(14):6579 [1]
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4.1 Introduction

T he electrochemical reduction of carbon dioxide (CO2RR) has been gaining trac-
tion as a means of storing renewable energy in sustainable fuels and chemi-

cals like carbon monoxide, ethylene, and ethanol. As a result, research and de-
velopment efforts are shifting from understanding fundamental reaction mecha-
nisms towards industrial scale-up and practical challenges of electrochemical con-
version processes.[2, 3] Gas diffusion electrodes (GDEs) are now widely used to
overcome mass-transport limitations at the cathode, where CO2 is reduced, to per-
form CO2RR at industrially relevant reaction rates, to yield value-added carbon
products.[4, 5]

The electrochemical reduction of CO2 using GDEs is however challenged by
several problems that curb the upscaling of this technology to large industrial
applications (Fig. 4.1a). First, the competing hydrogen evolution reaction (HER)
forces CO2 electrolysis towards alkaline environments, where HER has a higher
overpotential than CO2RR.This shift to alkaline environments, in turn, causes CO2
to buffer in the alkaline reaction medium to form carbonates and bicarbonates.[6]
Second, the accumulation of carbonates and cations close to the cathode catalyst
causes the precipitation of carbonate salts that hamper transfer of reactant to the
electrocatalytic phase.[7] Third, the hydrophobicity of the carbon gas-diffusion
layer (GDL) of the GDE declines (i.e., the carbon becomes more hydrophilic) as cur-
rent flows through the GDL,[8, 9] and together with precipitation of hygroscopic
carbonate salts, enhances flooding of electrolyte into the GDE pore structure. The
flooding of GDE pores with liquid electrolyte blocks gas diffusion pathways for
CO2, which reduces the availability of CO2 at the electrocatalytic sites and allows
the promotion of the HER.[10]

To avoid flooding issues during long-term CO2RR operation, researchers have
aimed to increase the hydrophobicity of gas-diffusion layers (Fig. 4.1a).[11] One
successful approach to increase GDE hydrophobicity is using super-hydrophobic
expanded polytetrafluoroethylene (PTFE) gas-diffusion layers.[12–16]These GDLs
consist of a micro-porous layer (MPL) and backing layer (BL). The MPL is made
from an expanded PTFE (ePTFE) with 250 – 500 nm fibrils stretched from 1 – 10 um
nodes, whereas the BL is a polymeric support material formed by coarse laminates
of polyethylene or polypropylene (PE, PP). In contrast to carbon-based GDE’s
which can quickly lose their ability to prevent flooding,[10, 17, 18] non-conducting
PTFE GDE’s maintain hydrophobicity when exposed to sustained electrochemical
potentials and moderate hydrostatic pressures. With further modifications, like
covering the catalyst layer with ionomers, electrolyzers using ePTFE type GDE’s
have then shown the ability to deliver both high stability (> 60 h) and selectiv-
ity (> 80 % FE at 1.17 A cm 2) towards multicarbon (C2+) products during CO2RR
(Fig. 4.1a).[19]



4.1 Introduction

4

89

Figure 4.1: The local environment characteristics at an ePTFE and flooded carbon GDLs. (a) Ad-
vantages and disadvantages of super-hydrophobic ePTFE and carbon- based GDE architectures for
CO2 electrolysis. (b) Close-up sketch of an ePTFE electrode, current collection sketched in blue.
(c) Sketch of a carbon-based GDE, current collection sketched in blue. (d) Modeled local CO2(aq)
concentration at steady-state close to the catalyst layer (coral) in the ePTFE electrode at –300 mA
cm−2. (e) Modeled local CO2(aq) concentration at steady-state close to the catalyst layer (coral) for
the carbon GDE, for non-flooded and fully flooded cases at –300 mA cm−2.
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However, a caveat of the excellent non-wetting and CO2 diffusion properties
of ePTFE GDE’s is the non-conductive nature of the polymeric backbone. Upon
electron flow from the anode to the cathode, electrons must then be conducted
transversely through the catalyst layer rather than the GDL (Fig. 4.1b), which is
contrary to the conductive backbone of carbon-based GDE’s (Fig. 4.1c). As cata-
lyst layer thicknesses (0.1 to 5 𝜇m) are much thinner than carbon-GDE’s (200 to
500 𝜇m),[20] current distribution through the catalyst layer results in much higher
in-plane ohmic resistances than in carbon-GDE’s, which deter the industrial scal-
ability of electrolyzers with ePTFE GDE’s. Even for a 5 cm2 electrode area, large
current density disparities would occur due to the increased in-plane resistance
to electron-conduction, negatively impacting product selectivity towards CO2RR.
When the current distribution is constrained in a poorly conducting electrode, it
can be expected that catalytic activity is concentrated close to the current collector,
while the rest of the electrode surface operates at reduced potential/current den-
sity or is even inactive for CO2RR – a problem that only worsens for increasing
geometric catalyst areas. This current distribution disparity on the CO2RR elec-
trodes (ePTFE and carbon-GDE’s) has, to our knowledge, never been studied in
detail before.

In order to design and assess efficient electrode architecture designs for CO2RR,
we need to better understand the operando behavior of the electrode - even more
so considering that local activity (and, thus, local overpotential) can have a critical
influence on the product distribution observed.[21–24] If current distribution is
not uniform due to high conductivity resistance in the catalyst layer, the potential
applied to the catalyst will vary spatially, jeopardizing the long-term stability and
product selectivity. We have shown previously that local heat production (probed
by temperature sensing of the electrode’s GDL) is a valid and accurate proxy for
an electrode’s activity.[25] Infrared (IR) thermography then provides a basis of
understanding local conditions and electrode behavior during operation of a CO2
electrolyzer.

Herein, we use infrared thermography to demonstrate the potential problems
of current distribution in ePTFE-based electrodes with thin catalyst layers in a
state-of-the-art flow cell CO2RR electrolyzer. Using a 1D reaction-diffusion model
of the gas-liquid interfaces in the ePTFE and carbon-based electrodes, we show
how the GDE structure and operational stability affects the local availability of
CO2 in the catalyst layer and the C2+ product selectivity. Then we analyze the
current distribution in ePTFE electrodes and examine the deterioration of the thin
catalyst layers deposited on the expanded PTFE-layer. Infrared thermographs dis-
play poor current density distribution for 50 nm catalyst layers, where the active
region is taxed with a current load around 5 times higher than the average. Finally,
we showcase a non-invasive current collector (NICC) as an alternative catalyst
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layer design to improve the current collection and distribution in ePTFE electrodes
whilst maintaining C2+ product selectivity.

4.2 Results

4.2.1 The role of local hydrophobicity in C2+ selectivity of ePTFE
electrodes

Contrary to ePTFE electrodes, carbon GDL’s have the advantage of being con-
ductive (albeit with a much higher through-plane conductivity than the in-plane
conductivity)[26, 27]. The disadvantage of these electrodes, however, is the flood-
ing of the micro-porous layer. Besides promoting unwanted HER at the micro-
porous layer, flooding impedes CO2 transport towards the catalyst layer. Whereas,
on an ePTFE electrode, dissolved CO2 reacts directly on the interface of dissolu-
tion. A fully flooded micro-porous layer (MPL) poses a considerable barrier of
around 20–40 𝜇m between the coordinate of dissolution and the reactive surface,
as the alkaline electrolyte will start buffering the reactant before it reaches the
catalyst.[20]

To illustrate the effect of a floodedMPL,we employed a simple reaction-diffusion
model at steady-state for both architectures. Solving the model for current den-
sities of -300 mA cm−2 along the gas-liquid phase-boundary, we see that the con-
centration of dissolved CO2 is severely hampered in the flooded carbon MPL case
compared to an ePTFE electrode (Fig. 4.1d, e, see Supplementary Notes for details
on the model’s parameters).

Comparing the product selectivity of a carbon-based electrode (Sigracet® 38BB)
and an ePTFE electrode (Sterlitech® Aspire QL822) over time highlights the lim-
itations of the carbon support which is more susceptible to flooding due to elec-
trowetting of the carbon support. Here we used a three-chamber flow cell with 1
M KOH as both the catholyte and anolyte. The carbon-based GDE was sputtered
with a 200 nm Cu layer, and the ePTFE electrode with a 500 nm one. For these two
different electrodes we then ran constant current densities experiments from –10
mA cm−2 to –300mA cm−2. Here we observed that the ePTFE electrode exhibited a
superior selectivity towards hydrocarbon C2+ products (ethylene, ethanol, acetate,
propane and propanol) across the board (Fig. 4.A.1). While the copper catalysts on
each electrode support are not identical in morphology or surface area, the dispar-
ity in selectivities towards the higher value C2+ products shows the influence that
architecture design has on the performance of a GDE.
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4.2.2 Operando observation of activity distribution on ePTFE elec-
trodes

The dependence of product selectivity on local availability of CO2 then raises ques-
tions on the requirements of a catalyst layer. Further, thicker catalyst layers may
deplete dissolved CO2 depending on the operating current density or spatial distri-
bution of CO2 under high single-pass conversion conditions.[13] If a thinner and
thicker catalyst layer can achieve similar performance, then less material would
be beneficial from a cost and resource perspective. The development of stable,
thin catalytic layers would then enable a more efficient CO2RR process. However,
a drawback of these thin layers is the limited in-plane current collection in the
absence of conductive gas-diffusion layers.

To study the effect of this limited in-plane current collection on thin cop-
per films, we deposited two different thicknesses of catalyst on our ePTFE GDLs.
Copper thin films deposited by direct-current (DC) magnetron sputtering (see
“Methods”) show a considerably higher current resistivity compared to bulk met-
als (e.g. smooth thin-films below 500 nm is up to 20 times higher in electrical
resistance).[28, 29] In the conditions at which these electrodes are operated, i.e.
high polarization and high reactant availability, these thin films can then lead to
disparity of the current distribution across the GDE. This is directly evidenced by
an electrochemical impedance spectra (EIS) analysis which shows the compara-
tively higher ohmic resistance of 50 nm Cu layer (1.1 Ω) vs. 500 nm Cu layer (0.45
Ω) on ePTFE, as well as vs. the pristine carbon-based support (0.6 Ω) (EIS data in
Fig. 4.A.2, two probes arrangement data in Table 4.A.3).

Then, using our IR thermography set-up (Fig. 4.2a, Supplementary Figs. 4.A.3–
4.A.6), we characterized the evolution of temperature distribution during a lin-
ear polarization of the cathode. Infrared thermography is a suitable method to
study the local activity on thin GDEs, with which one can relate the increase in
temperature of the backbone to the local current density on the catalyst of the
electrode.[25] The heat map directly relates to the current distribution profile,
hence it offers a powerful proxy to track the current/voltage disparity by cross
comparison of GDEs and differing catalyst layers (see the Supplementary Notes).
Figure 4.2b, c shows that the thermographs, especially at higher current densities
(< –100 mA cm−2), show a uniform temperature distribution on the backbone of
catalyst layers for 500 nm and 1 𝜇m thicknesses. The 50 nm layers, on the other
hand, display an activity pattern that is centered around the edges of the electrode
for –50 and –200 mA cm−2, where the travel length for electrons from the current
collector is much shorter than for the center of the electrode (Fig. 4.2b, c, right pan-
els). While the surface-wide, averaged temperature increase for both electrodes is
similar (ΔT ≈ 4.5 K, see Supplementary Fig. 4.A.7), the variance of these temper-
atures across the surface is considerably more exaggerated for the thinner, less
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Figure 4.2: Current distribution in an ePTFE electrode strongly depends on catalyst thickness. (a)
Infrared thermography setup for an electrochemical flow cell. (b) Space-dependent temperature
increase on an ePTFE/1000 nm Cu electrode (left), an ePTFE/500 nm Cu electrode (center), and an
ePTFE/50 nm Cu electrode (right) at –50 mA cm−2. (c) Space-dependent temperature increase on the
same electrodes at –200 mA cm−2. (d) Impact of catalyst-layer thickness on the product selectivity
of ePTFE electrodes at increasing current densities.

conductive 50 nm Cu layers. This observation implies that, while total activity is
similar, as the applied current is the same, the distribution of this activity on the
catalyst surface is very divergent.

This irregular electrochemical activity distribution has direct consequences for
the observed product distribution. Asmentioned before, since the product distribu-
tion on copper catalysts is highly dependent on local pH and overpotential, a non-
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uniform activity pattern is likely to result in an altered product composition.[27]
Looking at the selectivity towards C1-products (methane and formate) versus that
of higher hydrocarbons, we see that the C1:C2+ selectivity ratio of the 50 nm layer
results is close to 2: 3 at –200 mA cm−2, whereas the thicker 500 nm layer has an
approximate 1: 35 ratio (Fig. 4.2d, Supplementary Table 4.A.4).

The trend for the 50 nm catalyst layer, however, is contrary to reports in
literature. Upon increasing local overpotential and current density, Cu layers
have been observed to shift production to higher hydrocarbons, like ethylene and
ethanol.[22, 30, 31]The observed shift in product distribution can then, at least par-
tially, be explained as a consequence of changing CO2(aq):CO(aq) ratios.[32, 33] If
we translate the recorded temperatures to a current density value for the observed
temperature increases (see Supplementary Fig. 4.A.8), local current densities in the
thin catalyst layer are then as high as –1 A cm−2 at the electrode’s perimeter, in
contrast to the average applied current density of –200 mA cm−2. The elevated
local current density then consequently results in greater local depletion of reac-
tant species, lower CO availability and increased overpotential that all play a role
in shifting selectivity towards methane and hydrogen.[34, 35] In effect, if we use
the local current density and temperature values to approximate a concentration
for dissolved CO2 using parameters detailed in the model (Equations S9 to S13 in
the Supplementary Notes), a distribution ranging from 6 to 10 mM is observed for
the 50 nm electrode (Supplementary Fig. 4.A.9), where high-activity areas have a
clearly lower CO2(aq) concentration compared to inactive areas.

4.2.3 Deactivation mechanisms of copper on ePTFE electrodes
A potential consequence of the high degree of spatial temperature variances de-
scribed in Fig. 4.2 and the preceding section is that the non-uniformity could im-
pact the stability of thin Cu catalyst layers during extended operation and through
dynamic electrical loads on the system. Degradation of copper catalysts during
CO2RR is a broad concern because changes in the catalyst properties impact the
selectivity, activity and stability of electrolysis.[36, 37] Several degradation mech-
anisms have been reported for metallic copper electrodes, like detachment and
dissolution,[38] Ostwald-ripening,[39] reshaping[40] or agglomeration.[41] Restruc-
turing of the copper surfaces has been shown to increase hydrogen production and
loss of selectivity towards CO2RR-products.[42] However, it is likely that many
of the reported experiments were at conditions (e.g., low current density, H-cell
reactors) that facilitated uniform current distributions, such that the effects of sig-
nificant variations in current density across the electrode were not considered.
Further, many prior studies used planar-type electrodes that do not represent the
complexity of the three-dimensional, multi-layered porous GDE structures like the
ePTFE electrodes presented in this study.
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Figure 4.3: Degradation of ePTFE/Cu electrodes is highly dependent on local polarization. (a) Ac-
tivity distribution in an ePTFE/50 nm Cu electrode at increasing current densities. (b) Polarization
curve for the electrode in (a). (c) Observed average temperature increase and its deviation for the
high and low activity zones in (a). Electrode average temperature in black. Insert depicts the thermo-
graph at –200mA cm–2 and the analyzed areas. (d) XPS spectrograms of pristine and used ePTFE/500
nm and ePTFE/50 nm samples. (e) SEM image of a pristine ePTFE/50 nm sample. (f) SEM image of
a used ePTFE/50 nm sample after 2 h of operation.
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We hypothesized that copper is exposed to spatially varying effects for more
complex and larger surfaces at abrupt interfaces, like the ePTFE electrodes pre-
sented herein. Under the absence of polarization or reduced electrochemical po-
tential, copper forms hydroxide species in basic conditions, as is the case for the
electrodes described in this work.[43] Ultimately, this means degradation of the
catalyst layer is accelerated under alkaline CO2RR conditions. In effect, even the
thicker 500 nmCu layers in this work presented loss of selectivity for C2+-products
and increased H2-production rates in a short period (Supplementary Fig. 4.A.10).

To scope and assess the degradation mechanisms for the thin 50 nm Cu layers,
we subjected our electrodes to a slow polarization increase. Combined with the
IR thermography, this allowed us to determine an operando activity distribution
(Fig. 4.3a and b). For low polarizations, like the –25 and –50 mA cm−2 cases, the
temperature increase compared to open-circuit voltage is evenly distributed over
the surface, which indicates a homogeneous current-density distribution. Upon
increasing this polarization to higher values, the activity quickly accumulates to
those areas closest to the current collector, where the path of electric resistance is
lowest. This effect starts manifesting beyond –50 mA cm−2. Figure 4.3c shows that
the area around the edges of the electrode has an increased temperature gradient
(red), whereas the center part of the electrode stagnates (blue).

The lack of polarization at the center of the electrode presents an opportunity
for copper to dissolve in the locally high alkaline environment. All sites subjected
to a polarization of less than –0.5 V vs. SHE are prone to the formation of Cu(OH)2
species, which easily transforms to CuO.[43, 44] In effect, optical examination of
the catalyst layers before and after electrolysis shows an increased degradation
for thinner films (see Supplementary Figs. 4.A.11 and 4.A.12). XPS-analysis of
both 500 nm and 50 nm samples, before and after polarization as aforementioned
are displayed in Fig. 4.3d. Pristine samples of both thicknesses show the charac-
teristic Cu 2p3/2 peak at 933 eV and a Cu 2p1/2 one at 952 eV.[45] Meanwhile, the
pristine 500 nm sample shows a distinctive shoulder peak at 935 eV. After polar-
ization, on the other hand, both samples have a reduced Cu 2p3/2 peak and two
shake-up peaks developed at 942 and 963 eV, similar to Cu(OH)2 scans.[46] The
lower intensity of copper-specific peaks and the presence of the soluble hydroxide
species suggest that copper mainly detaches from the surface by dissolution in the
basic electrolyte. This is further confirmed by Cu LMM scans, which show the
presence of a metallic under-layer for pristine samples.[47] This metallic under-
layer is preserved in the 500 nm Cu sample, but missing in the 50 nm sample (see
Supplementary Fig. 4.A.13).

To strengthen this analysis, we proceeded to study both samples under SEM
and AFM. Figure 4.3e, f depict the surface of the 50nm electrode before and after
electrolysis, respectively. The conformal coating of the expanded PTFE fibers by
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copper in Fig. 4.3e matches earlier reports in literature.[19] An analysis of the
used sample showed little remnants of copper on the surface close to the cen-
ter of the electrode, which could be fully oxidized. The increased difficulty in
acquiring these later images also confirms the reduction in electrical conductiv-
ity of used 50 nm samples. While 500 nm samples show a minor degradation
after running (see Supplementary Figs. 4.A.14–4.A.16), there seems to be little de-
tachment of catalyst from the electrode (e.g. 4̃0 nm or 17% copper film thinning
around a fiber calculated frommeasured average of 234 to 195 nm, before and after
CO2RR).This contrast in detachment is confirmed by AFM scans we performed on
50 nm Cu ePTFE electrodes and 200 nm Cu carbon electrodes (see Supplementary
Figs. 4.A.17, 4.A.18).

On the other hand, selectivity figures for high current densities show a loss
of selectivity and progressive deactivation of electrodes. The excessive equiva-
lent current densities shown in Supplementary Fig. 4.A.8 point to cathodic cor-
rosion and restructuring as a primary deactivation mechanism at areas close to
the current collector.[48, 49] An increased local potential on copper nanoparticles
is known to result in accelerated restructuring of the surface, resulting in stabi-
lization of certain intermediates and increase in partial current densities towards
hydrogen.[38, 50]

All in all, it appears that the physical stability of copper electrodes is highly
dependent on its conductivity and exposure to a certain potential value to ensure
that the catalyst would remain in a fully reduced, metallic state. Within 30min, the
50 nm sample would develop areas that are or poorly connected (or even discon-
nected) from the current collector leading to chemical oxidation and dissolution of
the copper species. Conversely, the areas that remain electrically connected near
the perimeter of the electrode would experience accelerated deterioration due to
the increased share of the local current density (Supplementary Fig. 4.A.19). This
ultimately means that any solution that ambitions to stabilize copper electrocata-
lysts for CO2RR must take the equalization of the current distribution across the
surface into account.

4.2.4 Improving current distribution on ePTFE electrodes: a non-
invasive current collector

Reports of using of ePTFE electrodes for CO2RR generally involve a small catalytic
surface area, in the order of 1–2 cm2.[13, 19] On top of this, these catalyst layers are
usually in the order of a couple ofmicrons, instead of themuch thinner hundreds of
nanometers traditionally used in the deposition on carbon-based GDEs.[10, 51–54]
As we have shown above, the stability of the copper in the reaction environment
not only depends on previously mentioned degradation mechanisms, but also on
its corrosion if the current collection is insufficient. Any solution to the stability
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of copper catalysts on super-hydrophobic substrates goes, then, through solving
the current collection issue.

Previously developed electrodes using these super-hydrophobic backbones have
overcome current collection issues simply by applying a rather thick sandwiching
layer consisting of carbon nanoparticles (C-NPs) and a graphite coating on top.[13]
The use of carbon, however, implies the risk of promoting HER if sufficient poten-
tial is applied on the cathode. This solution seemed to stabilize electrode perfor-
mance for operational times upwards of 100 h, but reported results are at rather
low current densities and using highly conductive catholytes. While this solution
was sufficient to achieve the metrics reported, it seems unfeasible to apply the
same solution at a larger scale for high current densities and less concentrated
electrolytes. Under these conditions, the applied potential is likely to surpass the
–0.8 V vs. RHE required for HER promotion on the graphite and C-NPs at high
rates.[10, 55, 56] On top of this, an added current collection layer between the
cathode and anode is likely to result in longer ionic pathways, increasing ohmic
resistances in the system and, in the case of CO2RR, accumulating and precipitat-
ing (bi)carbonate salts.

In designing a remedy for the copper dissolution, we turned our attention to
non-invasive solutions. This means a design that is intrinsically non-invasive and
has minimal effect on the overall product distribution of our catalyst. As we high-
lighted before, thin copper catalyst layers have a limited conductivity when com-
pared to the bulk metal. The usage of non-invasive bus-electrodes (or busbars) is
widespread in the manufacture of photovoltaic semiconductors. Here, a thin bus-
bar of (most commonly) silver collects current generated by the semi-conductor
upon exposure to sunlight.[57, 58] By segmenting an area into smaller current col-
lection channels, the ohmic resistance experienced by current traveling in-plane is
greatly reduced. To illustrate the comparative conductance of different copper film
thick- nesses, we measured the ohmic drop of a 1𝜇m Cu film using a 2-electrode
probe showing a 9-fold reduced resistivity for the 1 𝜇m vs 50 nm thin films (see
Supplementary Table 4.A.3).

Making use of deposition masks, we sputtered 1 𝜇m thick copper busbars on
a 50nm Cu/ePTFE electrode to fabricate non-invasive current collectors (NICCs)
for our electrode architecture (see Fig. 4.4a, Supplementary Figs. 4.A.22 to 4.A.24,
and Supplementary Table 4.A.5). These busbars made electrical contact with the
front-sided copper tape in the flow cell (while the copper tape is isolated from the
catholyte, so it does not contribute to the catalyst area), functioning in practice as
‘highways’ for electrons to travel through before spreading out over the catalyst
surface. The intention, in terms of system design, of deploying this solution is
twofold: first, the low profile of these current collectors avoids any leakage of
electrolyte between the gasket and the GDE and presents a facile, scalable design;
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Figure 4.4: A non-invasive current collector extends stability and selectivity of ePTFE/Cu electrodes.
(a) Sketches of a traditional ePTFE/Cu (top) and ePTFE/NICC/ Cu electrode (bottom). Current col-
lection lines depicted in blue. b Activity distribution for an ePTFE/50 nm, an ePTFE/50 nm/NICC
and an ePTFE/500 nm electrode at –200 mA cm–2. (c) Observed selectivity towards ethylene for the
three designs at a constant potential of ∼–0.55 V vs. RHE. (d) Change in capacitance for the three
designs after 4h-long operation at constant potential of ∼–0.55 V vs. RHE.

and second, the material acting as collector is the same deployed as catalyst, which
should avoid excessive promotion of unwanted side-reactions, like HER. The goal
of these NICCs is not to prevent electrochemical reactions on the 1 𝜇m copper
busbars, but to minimize their effect on product mixes while improving overall
electrode current density distribution.

To test the efficacy of such an approach, we decided to compare to the previ-
ously benchmarked 50 and 500 nm catalyst interfaces. In effect, when comparing
the latter two with a Cu/NICC sample, the thermal signature of the NICC enabled
electrode is much more even than that of a bare 50 nm sample, much like that of
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the 500 nm one, as shown in Fig. 4.4b. This means, in short, that our design re-
sults in an improved current collection when compared to traditionally deposited
thin-films on ePTFE GDLs.

The current collection and distribution of activity over the catalytic area trans-
lates itself into an observable improvement of selectivity and stability for thin
catalyst-layers. Comparing all three designs (500 nm, 50 nm and 50 nm/NICC on
an ePTFE electrode) at constant potential during extended periods (4 hrs. max.),
resulted in the ethylene selectivity displayed in Fig. 4.4c. Even though the onset se-
lectivity of the NICC design is lower compared to the former 500 nm layer, a steep
drop was observed for the films using the conventional method. To note, after 4-h
of electrolysis, the NICC electrode can preserve 30% FE for ethylene whereas the
conventional electrodes lose their selectivity, dropping below 10% FE.

While these reported stability durations are lower than state-of-the-art reports,[7,
19] the mass loadings of copper in this work are orders of magnitude lower (0.112
mg𝐶𝑢 cm−2 for a 50 nm Cu/NICC electrode versus ∼2 mg𝐶𝑢 cm−2). This observa-
tion is supported by 7-h constant potential measurements comparing (i) a 1𝜇m Cu
electrode, (ii) a 200 nm Cu/NICC electrodes, and (iii) a 500 nm Cu sample (Sup-
plementary Fig. 4.A.24) indicating higher mass loadings are an enabling factor in
stability studies. Our results however still demonstrate the added stability towards
C2H4 of the 50 nm/NICC design versus the 500 nm and 50 nm counterparts (see
Supplementary Table 4.A.6), though copper stability that plagues the CO2 and CO
reduction fields remains.

As the busbars themselves are made of copper, it is also interesting to examine
if the electrochemical activity for the 50 nm/NICC case can be attributed to the
1 𝜇m Cu busbars, as compared to the 50 nm Cu layer over the entire electrode.
For instance, we model that sufficient dissolved CO2 is expected to be present
at 1 𝜇m depths even at higher current densities (Fig. 4.1d). To understand this
influence, we can compare the ethylene Faradaic efficiency for the 50 nm Cu case,
the 50 nm/NICC Cu case, and an electrode only containing the 1 𝜇m Cu busbars
(e.g. ePTFE + NICC). As shown in Supplementary Table 4.A.5 and Supplementary
Fig. 4.A.20, the 1 𝜇m Cu busbars show a quick decline in ethylene selectivity with
increasing current density, while the combined 50 nm/NICC Cu case maintains
ethylene selectivity up to –200 mA cm−2. We can then conclude that the greater
performance of the 50 nm/NICC system over the 50 nm sample alone is not due to
the additional mass loading of the 1 𝜇m Cu busbars.

A way of monitoring the evolution of surface roughness during electrolysis
is the measuring of double-layer capacitance in the used GDEs.[59] To do so, we
performed cyclic voltammetry before and after long electrolysis runs (∼4 h) at
different scan rates between –0.3 and 0.3 V vs. Ag/AgCl. The capacitance analy-
sis of the NICC design shows a noticeable increase against its 50nm counterpart
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(Fig. 4.4d). The thicker, 500 nm electrode, however, still displays a bigger capaci-
tance overall. The change in capacitance is relatively smaller for the 50 nm/ NICC
and 500 nm designs than for the 50 nm one, indicating a dramatic increase in sur-
face roughness. Compared to the 50 nm/NICC design, the 500 nm layer displays a
lower capacitance change (around two-fold, 10 mF before and 19.5 mF after). This
indicates that, while corrosion of the electrode can influence selectivity directly,
it is not the main driver of selectivity changes, as the 50nm/NICC shows an im-
proved selectivity towards ethylene over time. While the sharp disparity between
before and after measurements can also be due to the presence of oxide species
in the fresh samples tested before electrolysis, the noticeable increase for the 50
nm/NICC sample suggests a considerable larger area of the electrode is electrically
connected. The improved current density distribution and more equal overpoten-
tial distribution, then, appears to also influence degradation of these electrodes
directly.

4.3 Discussion
We will now briefly comment on the NICC approach more broadly for membrane
electrode assembly systems, and the potential benefits of replacing the copper bus-
bar structure with silver.

It is worthwhile to discuss the potential for the NICC in membrane-electrode
assembly systems which still predominantly utilize carbon-based GDE’s. Firstly,
while carbon-based GDE’s can maintain long term CO2RR performance in MEA
systems due to the lack of catholyte, operational wetting and flooding of the MPL
layer is still occurring as evidenced by salt precipitation on the back of the GDE.
Further, modeling studies in the fuel cell domain have shown the preference of
previously wetted MPLs and GDLs to remain wetted, as removing water from
nanopores is challenging.[60] These wetted areas then likely act as an impedi-
ment for CO2 gas flow, even if not impeding it entirely. Additionally, flooded
regions act as isolated liquid volumes susceptible to anion and cation concentra-
tion reaching precipitation levels, further hampering mass transport. Such peri-
odic water volumes, salt deposits and condensate release within carbon GDL’s are
shown byX-ray experiments, andmay be prevented using theNICCwith an ePTFE
backbone.[61–63] Overall, we hypothesize that the use of carbon-based GDE’s in
MEA systemsmay be one reasonwhy the CO selectivity of many silver-based zero-
gap MEA systems is pre- dominantly limited around –200 to –300 mA cm−2 while
the same GDE and catalyst in flowing catholyte systems reaches much higher CO2
reduction current densities before HER becomes dominant.[19, 64] Efforts to uti-
lize ePTFE electrodes and the NICC in anMEA systems can be of interest for future
studies to overcome these limitations.

An interesting replacement for copper busbars in future studies would be the
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use of silver busbars as used in photovoltaics. Silver provides the best conductivity
of any pure metal, with 5% greater conductivity than copper, which would reduce
voltage losses along the busbar. Any by-product carbon monoxide formed during
CO2 reduction on the silver would also likely be utilized as a reactant on the cop-
per layers. Finally, silver is a more stable electrode material than copper, likely
providing greater longevity. For these reasons future work should consider silver
as a busbar material.

The demonstrations in this work were on a 2.25 cm by 2.25 cm (5 cm2) elec-
trode. To examine the prospect of using the ePTFE and copper busbar approach
for larger electrodes, we assessed the busbar dimensions required for a 20 cm by
20 cm (400 cm2) electrode to maintain an identical voltage drop from the exterior
current collector to the center of the electrode. These calculations are shown in the
Supplementary Notes and in Supplementary Fig. 4.A.21 which indicate the NICC
approach is feasible for larger electrodes with a busbar spacing of 20 mm, a busbar
height of 100 𝜇m, and a busbar width of 3 mm. These busbar dimensions could
further be reduced using cross-hatched patterns or reduced busbar spacings.

In conclusion, we have shown spatial and temporal implications of current col-
lection on the performance of thin catalyst layers for CO2RR. Particularly in the
case of non-conducting ePTFE gas-diffusion layers, targeted efforts are needed to
provide current collection pathways across the entire catalyst layer, due to the
conductivity limitation of <500 nm thick catalyst layers. By illustrating the spatial
degradation of a 50 nm copper catalyst layer using infrared thermography, we built
a better understanding of the effects of catalyst migration on spatial temperatures,
current densities, and reactant availability. Further, by adding a non-invasive cur-
rent collector to the 50 nmCu-catalyst layer, we showed that the electrode’s perfor-
mance can approach and exceed 50 nm and 500 nm conventional films. This opens
the pathway to further advancement of thin-layer catalysts on ultra-hydrophobic
GDEs for CO2-electrolysis.

Especially for ePTFE electrodes, which hold a potentially important role in ad-
vancing CO2RR, current collection has long been an under-studied subject, mainly
because of unobserved limitations in lab-scale electrolyzers. Without addressing
issues surrounding current collection on ePTFE supports, these gas-diffusion lay-
ers are unlikely to be industrially applicable. Beyond this work, greater considera-
tions about current collection in catholyte flow field channels, and how to connect
ePTFE electrodes in stacked configurations are critical. This work begins these
discussions, hopefully opening the door to future work.

4.4 Methods
Cathode fabrication Copper metallic layers were deposited directly on the
ePTFE (Sterlitech®AspireQL822, 0.45 𝜇m) or carbon-basedGDLs (Sigracet® 38BB)
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by DC magnetron sputtering at a pressure of 3 𝜇bar. By regulating the power ap-
plied and the time of exposure, we were able to regulate the thickness of the cat-
alytic layer. After deposition, the electrodes were stored in a glovebox (<0.1 ppm
O2 and <0.1 ppm H2O) and only taken out before assembly of the electrolyzer cell.
NICCs were sputtered using a slit-mask with 0.3 mm wide, 1 𝜇m thick Cu slits
along the entire width of the pre-sputtered 50 nm ePTFE GDE.

Flow-cell design Weemployed a proprietary flow-cell design that is based around
a commercially available titanium anode block (Dioxide Materials®, 5 cm2 Tita-
niumAnode Block). Around this anode block, we designed and printed a catholyte
flow-chamber with a reference electrode port (ø = 1.75 mm) and a similar gas-
chamber, with matching gaskets as sealants (see Figs. 4.A.5 and 4.A.6). Current
collectors for ePTFE cathodes were copper-tape based, precision-plotted using a
Cricut® Maker 3. The assembly was completed with a gas/electrolyte end-block
with an incorporated infrared window, and a metallic pressing plate. Experiments
were performed using untreated nickel (Ni) foam as the anode, and Sustainion®
X37-50 anionic exchange membranes (AEMs). Electrolyte was flown pumping the
electrolyte and sucking the anolyte, as to generate a pressure delta across the mem-
brane. This avoided expansion of the membrane in the catholyte compartment and
accumulation of O2-bubbles in the anolyte compartment.

IR-thermography setup Thermal images of the backbone of the electrodewere
acquired using a FLIR SC7650 camera system, using the windowed electrolyzer.
The camera was equipped with a fixed focal length of 25 mm and acquired images
at a frame-rate of 1 fps with a total resolution of 640 by 512 pixels, operated by
commercial ALTAIR® software. The total scanned area of the electrode was 5 cm2
(±2.25 by 2.25 cm square), with an Edmund Optics® uncoated sapphire window (𝛿
= 1 mm, ø = 32 mm). Temperature values acquired with the camera were corrected
by the compound transmittance of the sapphire window and the emissivity of the
polypropylene backing of the ePTFE electrodes. Measurements were performed
under a light-shielding blanket to avoid contamination of signals with external
reflections on the camera lens.

Electrochemical setup Electrochemical routines were applied using either a
Princeton Applied Research® Parstat 4000 (±48 V, 20 A) or MC-1000 (±12 V, 2
A) in a three-electrode configuration. Gas-flow to the electrolyzer was controlled
by a Bronkhorst® mass-flow controller. Electrolyte was pumped using two sepa-
rate peristaltic pumps and two sets of pressure dampeners, to alleviate the cyclic
pressure spikes of the peristaltic motion. All three fluid channels were regulated
through a back-pressure regulator (BPR), which controlled pressure for each stream
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independently, and measured live mass flow-rate for the gaseous product stream.
This stream was circulated through a liquid trap and a proprietary liquid detector
to avoid liquid injections to the in-line gas-chromatographer (GC, Global Analyser
Solutions® CompactGC 4.0). Before reaching this GC, a valve regulated pressure
spikes to avoid disruption of the back-pressure after each injection. Liquid product
samples were collected periodically in duplicate from the catholyte beaker using
a needle and were stored in air-tight vials at 5 ℃ to avoid evaporation of volatile
species. These samples were then analyzed in batch using an Agilent Technolo-
gies® 1260 Infinity II HPLC.

Polarization curves were applied by a galvanodynamic swing from 0 to –300
mA cm−2 at a rate of –1 mA cm−2 s−1. Product distribution studies were acquired
either at increasing fixed current densities or at fixed working electrode potential
(without i·R feedback correction). Capacitance measurements were performed on
all three different architectures by cycling the electrodes from –0.3 to +0.3 V vs.
Ag/AgCl, collecting the average charging current over a non-Nernstian region for
the anodic swing at increasing scan-rates (5, 10, 15, 20 and 25 mV s−1). The value
for capacitance was extracted as the slope of the linearization of charging current
over scan-rate.

Characterization Pristine and post-operation samples of both carbon and ePTFE
GDE’s were stored in a glovebox before characterization. Scanning electron mi-
croscopy (SEM) was performed on a JOEL JSM-7001F and FEI Nova NanoSEM 450
instruments. To improve image quality, the surfaces of GDEwere cleaned using an
Evactron 25 De-Contaminator RF Plasma Cleaning System, and the ePTFE GDEs
were coated with a Pt film ( 5nm) using a Quorum Q150T Metal Coater. One more
plasma cleaning was conducted after the coating process. In addition to this, a
fresh cross-section of GDE was obtained by breaking the sample in liquid nitro-
gen before the general sample preparation.

XPS spectra were collected using a Thermo Scientific® K-alpha spectrometer
using an Al K𝛼 monochromator. For all measurements (F1s, C1s, Cu LLM, Cu2p
and valence-band scans) the spot size was 400 𝜇m, the pass energy 50 eV and the
step-size 0.10 eV, while the base pressure of the analysis chamber was 2·10–9 mbar.
Resulting scans were averaged after 10 measurements (valence bands required the
averaging of 50 scans).
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Supplementary Notes
Reaction-diffusion in a Finite Volume Partial-Differential Equation
Solver
In wanting to calculate and represent the effect of the GDE architecture on local
availability of [CO2 in the catalyst layer, we constructed a 1-D reaction-diffusion
model close to the gas-liquid interface of both ePTFE and carbon-based electrodes.
To define and execute the solver, we used the FiPy solver package, in a Python
environment.[65]

This model is focused on the catalytic interface in a porous GDE and is defined
by three domains: (i) the micro-porous layer (MPL), (ii) the catalyst layer and (iii)
the electrolyte, simulating the behavior of CO2 in an alkaline flow-electrolyzer.
The domain of the model is 500 µm thick, the nodal distance of the mesh is 1 nm.
For these regions, (i) can be modelled as a flooded (i.e. liquid-phase) domain or
a gaseous one, whereas (ii) and (iii) are considered to be wetted throughout. The
MPL is assumed to be 20 µm thick for the ePTFE simulation and 40 µm in the case
of a carbon GDL.[20, 66] The catalyst layer is 500 nm thick in both cases and the
rest of the modelled domain is liquid-phase electrolyte as used in the experiments
(1M KOH).

In the gaseous phase (i), gas-species (CO2, CO and H2) are governed by simple
diffusion equations, in the form of:

𝜕𝑐𝑖
𝜕𝑡 = 𝐷𝑖

𝜕2𝑐𝑖
𝜕𝑥2 (4.1)

With a convective transport boundary on the left boundary of the system and a
phase-change (gas to liquid) on the right boundary. In the catalyst layer, dissolved
species (CO2(aq), OH– , HCO3

– , CO3
2– and H+) are governed by:

𝜕𝑐𝑖
𝜕𝑡 = 𝐷𝑖

𝜕2𝑐𝑖
𝜕𝑥2 + 𝑅ℎ + 𝑅𝑖 (4.2)

where 𝑅ℎ are the homogeneous CO2-buffering reactions:

CO2 +OH− ⇌ HCO3
− (4.3)

HCO3
− +OH− ⇌ CO3

2− +H2O (4.4)

and 𝑅𝑖 are the electrochemical production and consumption rates of CO2, OH– ,
CO and H2:

𝑅CO2 = −𝑗𝑡
𝐹 ( 𝑠CO

𝑧CO
) 𝜀𝑐𝑎𝑡

𝐿𝑐𝑎𝑡
(4.5)
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𝑅CO = 𝑗𝑡
𝐹 ( 𝑠CO

𝑧CO
) 𝜀𝑐𝑎𝑡

𝐿𝑐𝑎𝑡
(4.6)

𝑅OH− = 𝑗𝑡
𝐹

𝜀𝑐𝑎𝑡
𝐿𝑐𝑎𝑡

(4.7)

𝑅H2 = 𝑗𝑡
𝐹 (1 − 𝑠CO

𝑧H2

) 𝜀𝑐𝑎𝑡
𝐿𝑐𝑎𝑡

(4.8)

where 𝑠𝑖 are the selectivities (faradaic efficiencies) towards every product (assumed
to be 80% CO and 20% H2), 𝜀𝑐𝑎𝑡 is the porosity of the catalyst layer, 𝐿𝑐𝑎𝑡 its length,
F the Faraday constant, 𝑧𝑖 the stoichiometric number of electrons involved in each
reduction reaction, and 𝑗𝑡 the total applied current (a scalar in the model). In
the liquid phase of the model, (iii), only the homogeneous buffering reactions are
involved.

A cornerstone of the modeled quantities lies in the amount of aqueous CO2 at
the gas-liquid interface. Solubility of CO2 is heavily influenced by the presence
of ions in the liquid phase.[67] In order to set the calculated CO2(aq) at this in-
terface, the Hessian of the model is disturbed at the nodes before and after the
phase-change using a mask involving a large number (263). The CO2(aq) concen-
tration is set using the Séchenov constants on the classical Henry model of car-
bon dioxide dissolution.[13, 19] First, the Henry equation for CO2 as a function of
temperature:[68]

[CO2(aq)] = 𝑃CO2 ⋅ 𝐾𝐻 ⋅ 𝐾𝑐 (4.9)

With:

ln𝐾𝐻 = 93.4517(100
𝑇 ) − 60.2409 + 23.3585 ln( 𝑇

100) (4.10)

The Henry equilibrium is corrected for the presence of ions in the solution,
following:[12]

log  (
[CO2(aq),0]
[CO2(aq)]

) = 𝐾 𝑐𝑐𝑖 (4.11)

where [CO2(aq),0] is the solubility of CO2 in pure water at a given temperature.
The correction factor for each ion, 𝐾𝑐 is calculated using:

𝐾𝑐 = ∑(ℎ𝑖 + ℎ𝑔) (4.12)

ℎ𝑔 = ℎ𝑔,0 + ℎ𝑇 (𝑇 − 298.15) (4.13)
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The constants used in this case for each ionic species are taken from earlier
reports in literature. The concentration of K+ is calculated imposing electronic
neutrality at the boundary each solving loop, bicarbonate anions are disregarded
since their concentration is residual.

Table 4.A.1: Séchenov constants for involved ionic species.

Species ℎ𝑖
K+ 0.0922
OH– 0.0839
CO3

2– 0.1423

Table 4.A.2: Correction factors for CO2 dilution and temperature effects.

Magnitude Value
ℎ𝑔,0 -0.0172
ℎ𝑇 -0.00338

The value of [CO2,aq] is updated every computational loop of the model assum-
ing a partial pressure of 1.1 bar for CO2, and is the basis of the boundary value of
the plots in Fig. 4.1d and e.

Working principle of IR thermography on gas-diffusion electrodes
for CO2RR
While we have detailed the working principles of infrared thermography for elec-
trochemical activity mapping in previous works,[25] the text below reproduces
the rationale behind it in order to illustrate the design considerations for this case.

For infrared thermography to be a valid technique for this use case, we lay 3
main conditions that must be met in order to couple temperature measurements
to local electrochemical activity. These are:

i. Heat production must be sufficient so that activity can be mapped at
relevant current densities Power consumed by an electrochemical system is
defined as:

𝑃 = 𝐼 ⋅ Δ𝐸 (4.14)

Applying Ohm’s law, this translates to:

𝑃 = 𝐼 2 ⋅ 𝑅 (4.15)
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At an electrode, a part of this power will be destined to driving the reaction,
whereas parts of it will be translated into heating of the system’s surrounding.
This heating, in electrolysis, is mainly due to either ohmic resistances or reaction
overpotential. For the latter, the heat stream is proportional to the reaction over-
potential, which in its turn is the difference between the required potential (𝐸𝑎𝑝𝑝)
and the thermo-neutral potential of the reaction in question (𝐸𝑡𝑛,0), by:

𝑄𝑐𝑎𝑡 = 𝐸𝑎𝑝𝑝 − 𝐸𝑡𝑛,0 ⋅ 𝐼 (4.16)

𝑞″
𝑐𝑎𝑡 = 𝑄𝑐𝑎𝑡

𝐴𝑔𝑒𝑜
= (𝐸𝑎𝑝𝑝 − 𝐸𝑡𝑛,0) ⋅ 𝑗 (4.17)

If we take, for example, reduction of CO2 to CO (simplified process of the
reactions at a copper electrode, with 𝐸𝑡𝑛,0 = 0.264 V vs. RHE) and compare it to
the operational, 𝑖 ⋅ 𝑅 corrected potential of the tested ePTFE electrodes at 50 mA
cm-2 (around –0.65 V vs. RHE), the total heat generation will be:

𝑞″
𝑐𝑎𝑡,𝐶𝑢 = (𝐸𝑎𝑝𝑝 − 𝐸𝑡𝑛,0) ⋅ 𝑗 = (−0.65 − 0.264) ⋅ (−0.05) = 0.046𝑊 𝑐𝑚−2 (4.18)

At the same current density, the contribution to heating of the other main
source, ohmic resistance, is calculated by considering the measured resistance be-
tween the GDE and the RE (in this case, 0.48 Ω):

𝑞″
𝑜ℎ𝑚 = 𝐼 2 ⋅ 𝑅 = (𝑗 ⋅ 𝐴)2 ⋅ 𝑅 = (−0.05 ⋅ 5)2 ⋅ 0.48 = 0.030𝑊 𝑐𝑚−2 (4.19)

which is lower than the heating resulting from the reaction overpotential, thus
fulfilling requirement i.

ii. Heat generationmust be translatable to temperature Theheat produced,
will not translate itself to observational temperature increases if the specific heat
of the GDE’s backbone is too high. The 𝐶𝑝,𝑚 value for ePTFE is around 1500
𝐽 𝑘𝑔−1𝐾−1. Assuming an area weight for our electrodes similar to that of a thick
sheet of paper (120𝑔𝑚−2, or 1.2 ⋅ 10−5𝑘𝑔𝑐𝑚−2), we can calculate a theoretical heat-
ing rate by:

Δ𝑇
𝑡 = 𝑄𝑐𝑎𝑡

𝑚 ⋅ 𝐶𝑝,𝑚
= 𝑞″

𝑐𝑎𝑡
𝑚″ ⋅ 𝐶𝑝,𝑚

= 0.046
(1.2 ⋅ 10−5) (1500) = 2.55𝐾𝑠−1 (4.20)

which constitutes a heating rate even higher to the one we previously reported.9
This second requirement is thus also met.
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iii. The temperature of the electrode’s backbone is representative of the
catalyst’s temperature The final topic to assess the viability of this technique
is the representativity of the backbone’s temperature with respect to the catalyst’s
temperature. In case not enough heat is transported through the GDE to its open
back side and is otherwise advectively removed by the flowing electrolyte, the
measured temperature is not representative of the activity at a certain location. To
compare the two heat streams (towards the backbone of the GDE and towards the
electrolyte layer), we can devise a simplified 1-D heat conduction problem based
on Fourier’s law of heat conduction:

In evaluating the ratio between the heat fluxes, we can quantify how much
heat ‘travels’ to the back of the GDE, that is filmed by the camera, and how much
is lost to the advective effect of the electrolyte. For each heat flux, we approximate
the value by:

𝑞′ = 𝑘∇𝑇 ≈ 𝑘 Δ𝑇
Δ𝑥 (4.21)

Applying this approximation to the problem described in the sketch above, we
obtain:

𝑄𝑔𝑑𝑙 = Δ𝑇
𝑅𝑔𝑑𝑙

= 𝑘𝑔𝑑𝑙
Δ𝑇
Δ𝑥 𝐴 = 𝑘𝑔𝑑𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑏𝑎𝑐𝑘,𝑔𝑑𝑙)
𝛿𝑔𝑑𝑙

𝐴 (4.22)

𝑄𝑒𝑙 = Δ𝑇
𝑅𝑒𝑙

= 𝑘𝑒𝑙
Δ𝑇
Δ𝑥 𝐴 = 𝑘𝑔𝑑𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑒𝑙)
𝛿𝑒𝑙

𝐴 (4.23)

𝑄𝑔𝑑𝑙
𝑄𝑒𝑙

=
𝑞′

𝑔𝑑𝑙
𝑞′

𝑒𝑙
=

||||
𝑘𝑔𝑑𝑙
𝑘𝑒𝑙

(𝑇𝑐𝑎𝑡 − 𝑇𝑏𝑎𝑐𝑘,𝑔𝑑𝑙)
(𝑇𝑐𝑎𝑡 − 𝑇𝑒𝑙)

𝛿𝑒𝑙
𝛿𝑔𝑑𝑙

|||| (4.24)

Where 𝛿 is the thickness of each phase, 𝑇𝑐𝑎𝑡 the temperature of the catalyst
layer, and 𝑘 the heat-transfer constant of each phase.

For the solid, GDE-phase, the thermal conductivity can be taken as that of
ePTFE, which is around 0.29 W 𝑚−1 𝐾−1. The thickness of the GDE is around 220
𝜇m total. For the electrolyte, on the other hand, thermal conductivity is assumed,
for simplicity, to be equal to that of water (∼0.6 W 𝑚−1 𝐾−1), while the thermal
diffusivity length requires further evaluation. If we assume the Prandtl number of
the electrolyte to be close to that of water (∼7.5), we know that:[69]

𝛿𝑒𝑙 = 5.0
√

𝜈𝑥
𝑢0

𝑃𝑟−1/3 (4.25)

where 𝜈 represents the kinematic viscosity of water, 𝑥 is the distance that the
flow has travelled along the flat plate, and 𝑢0 is the flow at the channel center.
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For the system we discuss, typical flow rates of catholyte used where in the
order of 5 sccm. For an electrolyte chamber of dimensions 22 x 22 x 3 mm, this
results in an average fluid velocity (𝑢0) of 0.13 cm s−1. After an average travel dis-
tance of 1.1 cm in the catholyte chamber, the thermal boundary between the GDE
and the flowing catholyte is around 7400 𝜇m. Filling then out equation S23, we
obtain that, in equilibrium (ΔT = 1), the ratio of heat fluxes is 16:1 in the direction
of the GDE backbone, which confirms that this value of temperature is relevant
and representative for the temperature of the catalyst layer.

For further and more intensive analysis of the rationale behind IR thermogra-
phy for electrochemical activity mapping in electrolysis devices, we kindly refer
the reader to our previous work, which includes an intensive analysis in its sup-
porting information.[25]

The rationale for a non-invasive current collector (NICC)
Scaling an electrode design to industrially relevant dimensions poses a challenge,
as evidenced by the activity distribution measurements reported in this work. The
high ohmic resistance posed by a thin catalyst layer only becomes more dramatic
considering the high amounts of current this layer would have to conduct for big
electrode sizes. This section outlines the rationale of using a non-invasive current
collector (NICC) for scaling purposes.

Let’s assume we compare a 2 cm by 2 cm electrode with area 4 cm2 (whose
busbars are the same as our experimental 2.25 cm by 2.25 cm electrodes) with a
100-fold larger electrode. This would be a 20 cm x 20 cm electrode with an area of
400 cm2 (see below Fig. 4.A.21). By maintaining the same scaling factors as in our
prototype reported in this manuscript and using a 2 cm x 2 cm electrode as the base
case, we can expect the 100-fold larger electrode to have a busbar spacing of 20
mm, a busbar height of 100 𝜇m, and a busbar width of 3 mm. The scaling principle
we propose here is to scale the busbar dimensions based on the area increase of
100-fold, not the side length dimension increase of 10-fold. The approximate cross-
sectional area of the busbars is then 0.3 mm2. The current that travels through each
busbar from the outside to the centre would then I = (10 cm) x (2 cm) x (0.2 A cm−2)
= 4 A (for j = 0.2 A cm−2). Segmenting the 10 cm pathway into 20 parts (because
current decreases along the length of the busbar), we can calculate the experienced
voltage drop by the current to get to a certain point in the electrode using:

Δ𝑈𝑖 = l ⋅ 𝐼𝑖 ⋅ 𝜌
𝐴 (4.26)

where l is the distance from the current collector, I the current passing through the
segment, 𝜌 the approximate resistivity of the copper busbar (1.724⋅10−6 Ω cm, see
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Supplementary Table 4.A.3) and A the cross-sectional area of a busbar. The total
voltage drop is then:

Δ𝑈𝑇 = ∑Δ𝑈𝑖 (4.27)

As shown in Fig 4.A.21, the voltage drop from the exterior current collector
to the center of the small and large electrodes can then be maintained as 80 mV
with a reasonable busbar scaling. Reducing busbar spacing and cross-hatching are
added ways to reduce voltage drop and/or the required busbar diameters further.
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Supplementary Figures

Figure 4.A.1: Product distribution at increasing current densities for a 200 nm Cu catalyst layer on a
carbon GDL (Sigracet® 38BB) and a 500 nm layer on an ePTFE electrode (Sterlitech® Aspire QL822).

Figure 4.A.2: High-frequency segments of EIS measurements performed on the three compared
electrodes, at a current density of –50 mA cm−2 and 1M KOH as the electrolyte.



4

122 4 Current distribution on hydrophobic electrodes for CO2 electrolysis

Figure 4.A.3: Process flow-diagram of the electrochemical testing setup used.

Figure 4.A.4: Picture of the electrochemical testing bench used.
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Figure 4.A.5: State-of-the-art windowed electrolyzer used in the electrochemical characterization of
the different cathodes. The assembly consists of a titanium anode block (with integrated flow-field),
a catholyte flow-field (3D-printed), a gas chamber (3D-printed) and a window end-block (milled,
PMMA) with a stainless-steel pressing plate.

Figure 4.A.6: Assembly around the cathode, consisting of a 3D-printed catholyte chamber with
reference-electrode port and turbulence promotors, a sealing gasket (𝛿 = 500 𝜇m, silicone) with an
edge-current collector (pressed to the silicone at 10 bar) and a sealing gasket (𝛿 = 250 𝜇m, silicone).
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Figure 4.A.7: Average (bold) and standard-deviation (shaded) temperature increase on 50 nm and
500 nm Cu ePTFE electrodes under increasing cathodic polarization.

Figure 4.A.8: Corrected local current densities based on the relative temperature increase per pixel
for a 50 nm and a 500 nm Cu ePTFE electrode at –200 mA cm−2.

Figure 4.A.9: Corrected local concentration of dissolved CO2 at the gas-liquid interface, based on
the measured temperature per pixel for a 50 nm and a 500 nm Cu ePTFE electrode at an average 𝑗 of
–200 mA cm−2. Salting-out effects were calculated using interpolated ion-concentrations resulting
from the model described in the Supplementary Text.
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Figure 4.A.10: Long-term faradaic efficiencies towards ethylene and hydrogen of a 500 nm Cu ePTFE
electrode, a 50 nm Cu/NICC and a 50 nm Cu design, at constant potential (∼– 0.55 V vs. RHE)
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Figure 4.A.11: (a) As-prepared 500 nm Cu ePTFE electrode, and (b) after 4 hrs. of electrolysis at
∼–0.55 V vs. RHE

.
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Figure 4.A.12: (a) As-prepared 50 nm Cu ePTFE electrode, and (b) state of a 50 nm Cu sample after
3 hrs. of electrolysis at ∼-0.55 V vs. RHE.
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Figure 4.A.13: Cu-LMM XPS scans of pristine and used samples of each thickness. The used 500 nm
Cu scan shows a convolution of Cu and CuO peaks, whereas that convolution is much weaker for
the 50 nm Cu used sample. The metallic copper shoulder is evident for both pristine samples.
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Figure 4.A.14: (a) SEM imaging of as-prepared 50 nm Cu ePTFE electrode, (b) state of a 50 nm Cu
electrode after prolonged (∼2 h) electrolysis at increasing current densities and (c) state of a bare
spot of ePTFE after prolonged (∼2 h) electrolysis.



4

130 4 Current distribution on hydrophobic electrodes for CO2 electrolysis

Figure 4.A.15: (a) SEM imaging of as-prepared 200 nm Cu + Sigracet 3BB electrode, and (b) after
prolonged (∼2 h) electrolysis at increasing current densities from -50 to -200 mA cm−2.
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Figure 4.A.16: (a) SEM imaging of as-prepared 500 nm Cu ePTFE electrode, and (b) after prolonged
(∼2 h) electrolysis at increasing current densities from -50 to -200 mA cm−2.
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Figure 4.A.17: AFM surface imaging of (a) as-prepared 200 nm Cu on Sigracet 38BB, and (b) state of
the 200 nm Cu layer after prolonged (∼2 h) electrolysis at increasing current densities.
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Figure 4.A.18: AFM surface imaging of (a) as-prepared 50 nm Cu on ePTFE, and (b) state of the same
layer after prolonged (∼2 h) electrolysis at increasing current densities.
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Figure 4.A.19: Sketched deterioration mechanisms for sputtered copper catalyst layers on PTFE
GDLs. Areas far from the current collector are progressively electrically isolated and experience
chemical corrosion to soluble hydroxides. Areas close to the current collector experience cathodic
corrosion resulting in restructuring of the catalyst nanoparticles.

Figure 4.A.20: Comparative ethylene Faradaic efficiency for different electrodes including: (1) ePTFE
and a 1 𝜇m busbar layer (NICC), (2) ePTFE + 50 nm Cu layer, (3) ePTFE + 50 nm Cu layer + a 1 𝜇m
busbar layer (NICC)
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Figure 4.A.21: (a) Sketches for NICC designs on 4 cm2 and 400 cm2 electrodes with detailed NICC
dimensions. (b) The maximum voltage drop along the busbars for a current density of 200 mA cm−2
in a 4 cm2 electrode as detailed in (a), and (c) a 400 cm2 electrode with a NICC design as in (a).
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Figure 4.A.22: (a) As-prepared 50 nm Cu/NICC ePTFE electrode, and (b) state of a NICC electrode
after 4 hrs. of electrolysis at ∼–0.55 V vs. RHE
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Figure 4.A.23: Polarization curves at –5 mV s−1 of 1 𝜇m, 500 nm, 50 nm and 50 nm Cu/NICC elec-
trodes.
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Figure 4.A.24: Long-term faradaic efficiencies towards ethylene and hydrogen of (a) 1 𝜇m Cu ePTFE
electrode, (b) 200 nm Cu/NICC electrode, and (c) comparison of stability towards ethylene at con-
stant potential (∼–0.6 V vs. RHE).
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Supplementary Tables

Table 4.A.3: 2-electrode probe resistances measured for a 50 nm and a 1 𝜇m Cu layers.

Cu layer thickness R𝑝𝑎𝑡ℎ,1𝑐𝑚 (mΩ⋅cm)
50 nm 1.47
1 𝜇m 0.17
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Table 4.A.6: Faradaic efficiencies towards ethylene, hydrogen, and carbon monoxide of the architec-
tures compared in Figure 4.4. All data is taken at around –0.55 V vs. RHE using the setup described
previously.

500 nm Cu 50 nm Cu/NICC 50 nm Cu
t [min] FE C2H4 [%] FE H2[%] FE CO [%] FE C2H4 [%] FE H2[%] FE CO [%] FE C2H4 [%] FE H2[%] FE CO [%]

10 48,42 6,26 4,36 44,03 5,42 5,92 33,62 4,62 12,90
20 48,11 6,21 4,17 44,21 5,41 5,99 30,06 5,72 13,48
30 47,97 6,25 4,38 44,57 5,67 5,85 25,08 8,43 14,37
40 47,64 6,17 4,54 43,62 5,97 5,37 19,18 12,47 14,99
50 47,67 6,09 4,65 43,90 6,44 4,97 14,49 17,70 15,43
60 47,77 5,98 4,75 43,58 6,98 4,58 10,68 22,53 15,46
70 47,89 5,90 4,86 43,30 7,78 4,31 8,31 26,72 15,14
80 46,73 5,68 4,85 42,62 8,79 4,12 7,00 30,94 15,11
90 46,67 5,60 4,83 42,12 10,06 4,10 6,22 34,73 14,76

100 46,17 5,57 4,86 41,52 11,42 4,03 5,56 38,37 14,18
110 45,26 5,56 4,90 40,75 12,79 3,94 5,06 41,98 13,73
120 44,70 5,80 4,97 40,38 14,20 3,90 4,77 45,07 13,04
130 42,63 6,17 5,01 39,20 15,43 3,81 4,54 48,92 12,68
140 39,75 6,78 4,87 38,16 16,51 4,13 4,32 52,33 12,12
150 37,60 7,90 4,91 37,44 17,58 4,04 3,98 53,81 11,40
160 35,46 10,34 5,17 36,78 18,94 4,03 3,92 56,62 11,04
170 31,33 13,21 5,27 35,71 20,00 3,94 3,77 58,51 10,48
180 27,03 16,93 5,23 35,05 21,41 3,93 3,62 60,50 10,06
190 23,94 22,04 5,04 34,14 22,62 3,91 - - -
200 20,36 27,39 4,74 33,29 24,06 3,89 - - -
210 17,16 33,20 4,37 33,59 25,33 4,05 - - -
220 14,98 38,57 3,94 31,59 26,46 3,90 - - -
230 12,90 45,76 3,61 30,68 27,53 3,89 - - -
240 10,77 50,70 3,18 30,15 28,75 3,89 - - -
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5
A GUIDE TO ASSEMBLY AND

OPERATION OF CO2 ELECTROLYZERS

“Consciously or unconsciously everyone writes as a partisan.”

— George Orwell,
in Homage to Catalonia (1938)

The rapid advancement in the development of CO2 electrolyzers has triggered the adoption
of novel architectures to achieve industrial-rate metrics. Integration of gas-diffusion elec-
trodes, membrane-electrode assemblies and other advanced configurations have brought by
rapid expansion towards ampere-level production rates. The reality of CO2 electrolysis in ba-
sic environments, however, brings additional challenges that need to be accounted for, like
salt deposition, reactant dissolution and flooding of porous media. Improper accounting of
the complex reality of the electrode’s vicinity during this reaction can skew results and mis-
represent performance of innovations. In this chapter we present a guide with observations
and methodologies based on our lab’s experience. In addition, we include an equipment list,
technique overview and troubleshooting guide to help advance novel researchers in their first
steps into the field.

This chapter has been published in  ACS Energy Letters, 2023, 8(10):4156-4161 [1]
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5.1 Introduction

T he electrochemical reduction of CO2 is increasingly seen as a viable means of
producing carbon-based fuels and feedstocks due to the rapid advancement

of cost-linked performance metrics within the past decade. These rapid advance-
ments have also uncovered many fundamental and applied challenges (e.g. salt
formation, CO2 utilization), which researchers have been systematically overcom-
ing through various ingenuities at the catalyst, configuration, and operational
levels.[2, 3] Consequently, as the technology pushes further into the unknown
and closer to commercially interesting performance metrics, the design, assembly,
and operation of lab-scale CO2 electrolyzers must be regimented. In fact, such
regulation is now necessary just to achieve the relevant baseline data needed to
demonstrate new performance advancements. While many research studies re-
port their experimental cells and systems used to generate their novel results, few
provide an extensive overview, protocol and system diagram that allows new re-
searchers to reconstruct the entirety of the electrolysis system. Groups or new
researchers entering the CO2 electrolysis research field must then either design
systems themselves or incorporate pieces of information from a wide variety of
sources.

In 2019 our research group provided an “introductory guide” to the assembly
and operation of gas-diffusion electrodes for electrochemical CO2 reduction that
acted as a starting point for researchers to shift from aqueous-fed reactants in H-
cells to gas-fed reactants using gas-diffusion layers.[4] At the time, we discussed
the operational intricacies of rudimentary flow cells utilized at the time. The guide
included cell assembly and operational details in the form of pictures and videos.
In the past few years, however, substantial advancements have been made in the
research fieldwith regards to lab protocols, equipment, and productmeasurements
that warrants an updated guide. Further, the previous guide did not discuss zero-
gap membrane electrode assemblies (MEAs) in detail, which have now achieved
widespread adoption in CO2 electrolysis due to their cell simplicity and reduced
ohmic losses. We then believe that the field would benefit from an updated “ad-
vanced guide” to the assembly and operation of gas-diffusion layers systems for
the electrochemical reduction of CO2.

In this chapter, we present a comprehensive insight into our lab’s materials,
equipment, protocols, and methodology with the aim of providing a solid basis
for further developments in the field. Additionally, we provide an in-depth start-
up guide in our supporting information and video tutorials of assembly, start-up
procedures and operation. The aim of this Viewpoint is to facilitate access to the
CO2-electrolysis field to accelerate advancements.

In the following section we provide an elaborate description of our cell designs
and the use of gas-diffusion layers. We then detail the importance of accurate mea-
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surements and discuss our instrumentation setup used to control the electrolysis
process. Finally, we provide additional information on analysis techniques and
point the reader to detailed resources on various sub-topics.

5.2 Advanced electrolyzer design for CO2 electrolyzers
5.2.1 Background on the use of gas-diffusion layers
In the push for industrially feasible metrics, the CO2 electrolysis field has steadily
shifted from typical H-cell designs (where the reactant CO2 is dissolved in the
liquid catholyte) to catalysts supported on gas-diffusion electrodes (GDEs). These
porousGDE substrates, usually carbon-based, drastically reduce the diffusion path-
way for gaseous CO2 to reach the catalyst, enabling high current densities and
higher volumetric activity rates.

Figure 5.1: Lab-scale electrolyzers for CO2RR characterization. (a) A flow electrolyzer, based on
a commercial anode block and 3D-printed catholyte and gas channels, as assembled, and (b) in
exploded view. (c) A commercially available MEA cell, as assembled, and (d) in exploded view.
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The use of GDEs with flowing catholytes (Fig. 5.1a and b), however, is not with-
out disadvantages. These systems are prone to flooding due to gas-liquid pressure
imbalances, salt pumping and electrowetting[5–7], leading some researchers to
adopt gas-diffusion layers fully made of polytetrafluorethylene (PTFE).[8, 9] In an
architecture where reducing the diffusion length of CO2 is key, flooding of GDEs
hampers the performance and stability of these systems in the long-term.

An answer to flooding concerns and high ohmic drops in catholytes can be
found in MEA cells (Fig. 5.1c and d) where the cathode and anode sandwich an ion
exchange membrane. The CO2 reduction catalyst is then wetted while allowing
for efficient CO2 access from a GDE, and ionic species transport to and from the
anode through a membrane. While MEAs reduce the risk of flooding, the low vol-
ume of water between the catalyst layer and the membrane increases the relative
concentration of carbonate species considerably, which results in noticeable salt
precipitation and accumulation, to the point that it can block the gas channels in
the cathodic half-cell.

Many of these challenges, however, are resolvable or manageable with proper
system design and control strategies. Few resources provide such information. In
this viewpoint, we aim to illustrate the effects of stable operation of ancillary equip-
ment of CO2RR systems at a lab-scale, as well as displaying advances in diagnostic
system integration in the test-bench.

5.2.2 Flow-cells and MEA-cells: assembly and operation
In a flow-electrolyzer (FloE), a flowing catholyte along the cathode provides the
medium for ions to be transported to the anode chamber. As the electrodes we in-
tend to use for our application are of porous nature, a pressure equilibrium over the
cathode is required to confine the electrode in the catholyte chamber and prevent
any perspiration and flooding of the GDE, which would result in mass-transport
limitations of the reactant CO2 to the catalyst. The following section discusses the
importance and challenges of this pressure regulation in detail.

The FloE designwe present in this work is based around a 3D-printed catholyte
flow field that accommodates a miniaturized leakless reference electrode (RE), as
displayed in Fig. 5.1a and b. 3D printing is an accessible solution to design and
manufacture of proprietary flow chambers, which allow for varying thicknesses
and flow regimes along the GDE.[10] The inclusion of an RE allows one to operate
the cathode at a specific set potential. In complex reaction systems where the
applied overpotential determines the product distribution, being able to control
the potential the potentiostat applies over the cathode is key to study the nature
of the catalyst in detail. A step-by-step guide to assembly of this electrolyzer can
be found in Supplementary Movie M1 (see the online version of this publication)
and the Supplementary Information.
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As most potentiostats reported in literature have a limited compliance voltage,
minimizing cell voltage is key to ensuring high current densities can be evaluated
at a lab scale. With this insight in mind, a reduction of the anodic and cathodic
potentials required is essential. Our design achieves this by, firstly, employing an
anode-design identical to that present in MEA cells (namely, a membrane adjacent
to the employed anode and a serpentine flow-field throughwhich the anolyte is cir-
culated). Secondly, the thickness of the catholyte chamber is a mere 3 mm, which
reduces the overpotential over the cathode chamber considerably when compared
to designs prevalent in literature.[9, 11] At the same time, the narrow catholyte
channel allows the RE to be placed within 1 mm of the cathode, ensuring accurate
control and sensing of the applied overpotential.

TheMEAdesign presented in Fig. 5.1c and d is similar tomost reported in litera-
ture and is based on commercially available solutions.[12] A titanium anode-block
with a milled serpentine channel, and a similar stainless-steel cathode block clamp
the membrane-electrode assembly, consisting of a Ni-foam, an anion-exchange
membrane, and a GDE-based cathode. A visual and assembly guide of this archi-
tecture is included in Supplementary Movie M2. The Supplementary Information
includes a step-by-step description of the start-up protocol.

5.3 Lab-scale setup for CO2 electrolysis
5.3.1 Regulation and measurement of gas and liquid streams
As discussed above, GDE-based FloE andMEA systems require a stable interface at
the cathode to operate in a sustainable manner.[13, 14] Control over the inlet flows
and pressures of the various gas and liquid channels of the electrolyzer is then
essential. Additionally, due to large differences in the inlet to outlet gas flow rates
caused by imbalancedCO2 consumption and product evolution, the flow rate of the
CO2 outlet streammust be measured near or at the point of product quantification
to accurately determine gaseous Faradaic efficiencies.[15, 16] Both the stability and
product measurement aspects then require substantial balance of plant equipment
and calibration to be able to accurately reports traditional CO2RR metrics. In this
section and in the Supplementary Information we discuss these in detail.

Within our test setup we control all gas and liquid pressures in the electrolyzer
using a combination of pumps, dampeners, and back pressure regulators (see Fig. 5.2a).
The electrolyte, contained in a reservoir, is pumped continuously using a peri-
staltic pump. Since these pumps cause oscillatory pressure spikes in the stream,
we included two dampeners per fluid stream to reduce pulsation amplitudes. The
electrolyte then flows through the electrolyzer and exits towards a back-pressure
regulator (BPR). The BPR consists of a pressure meter coupled to a controller (a
valve) that regulates the pressure of the stream in real-time through a proprietary
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software application. The combined pump, pressure dampener and BPR limit liq-
uid pressure oscillations of the electrolyte channels considerably, especially at el-
evated pressures, as can be seen in Fig. 5.2b. A thorough overview and operation
guide can be found in the Supplementary Information, as well as supplementary
movies in the original published version.

Figure 5.2: A reliable setup for studies on CO2-electrolysis devices. (a) The process-flow diagram of
a flow-cell setup, based on dampened liquid channels, a back-pressure regulator (BPR), and inline
GC. (b) The inclusion of dampeners in the fluid channels helps reduce the impact of the peristaltic
pumps’ pressure spikes. (c) Not regulating andmeasuring the exit-flow rate results in overestimation
of Faradaic efficiencies, as shown in black. On the other hand, just measuring the exit flow rate
results in underestimation, as gas leaks to the catholyte compartment (in red). CO2 electrolysis
requires a BPR and mass-flow meter (MFM) that both regulate the pressure difference over the GDE
and measure the product flow rate (in blue). (d) Gas chromatography is an adequate method for
estimating Faradaic efficiencies of volatile liquid products, as are those of copper catalysts.
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A similar pressure-regulation device is also required in the gas-channel of our
setup (Fig. 5.2a). When combined the gas and liquid BPR’s allow for the absolute
and differential pressures of each channel to be regulated, preventing unneces-
sary gas-liquid crossover across the GDE during operation. Without differential
pressure control of the gas-liquid channel, periodic gas penetration into the liquid
channel is particularly problematic as it results in periodic perturbations in the
gas flow rate, hindering accurate product quantification. Gas crossover across the
GDE into the liquid phase will occur at extremely small gas overpressures, thus
requiring a liquid overpressure between 10-30 mbar to be set for flowing catholyte
systems. Such pressure control is less important for MEA systems due to the poly-
mer membrane blocking direct gas crossover.

A final critical measurement component is a mass flow meter (MFM) or nitro-
gen bleed into the gas chromatograph (GC) to measure the real flow rate leaving
the electrochemical cell. In both neutral-pH and alkaline CO2 electrolyzers sub-
stantial gaseous CO2 is consumed by abundant hydroxide by-products of electrol-
ysis, causing outlet flow rates to be lower than inputted values. Further, hydro-
gen evolution can increase flow rates while multi-carbon products consume 2 (or
more) mols of CO2 per 1 mol of gas evolved. These factors then require the out-
let gas stream to be accurately measured and recorded. When using a mass flow
meter, which is typically calibrated for a specific gas, the measured outlet flow
then also must be corrected by the gas composition determined by the GC (see
Appendix).[17]

In Fig. 5.2c we briefly highlight the need for both a gas-phase BPR and mea-
surement of the gas flow rate (either via a mass flow meter or a nitrogen bleed to
the gas chromatograph). Here we can see three sets of measured data for CO2RR
on sputtered Cu electrodes in 1M KHCO3. In the black data points the ethylene
Faradaic efficiency appears overrepresented due to the use of the inlet flow rate
of CO2 instead of the outlet gas flow rate in the calculation. Further, the red data
shows that when a MFM is used without a BPR, gas crossover into the liquid phase
results in an underrepresentation of the formed products. Lastly, a combined im-
plementation of an MFM and a BPR system shows the true measured ethylene
faradaic efficiency close to the true values (Fig. 5.2c, in blue). We provide, in the
Supplementary Information and Movie M3, start-up protocols that are followed
to ensure gas-liquid balances, proper pressure regulation, and cell start-up. This
combined approach to measuring and regulating the effluent streams removes one
of the major pitfalls in catalyst evaluation in the CO2 electrolysis field.[18]

5.3.2 Integration of in-line diagnostic systems
Key performance metrics of CO2RR systems in literature include, amongst many,
energy and faradaic efficiency towards products, single-pass conversion rate of
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CO2 and long-term stability and selectivity of the cathode.[19] A big part of these
metrics revolves around identification and quantification of the species present in
the effluent product stream of the electrolyzer. Ensuring that the measurement
of all products is as accurate and speedy as possible is then crucial for reporting
the performance of CO2RR electrolyzers.[20] Since products of the electrolyzer
can either be gaseous (e.g. carbon monoxide, methane, ethylene) or liquid (e.g.
formate, ethanol, acetate), each stream requires separate analysis methods.

Gaseous products are commonly analyzed using gas-chromatograph (GC).[21]
This technique separates a gas stream and analyzes its composition as a function of
its residence time in separation columns (see the Supporting Information for a de-
tailed description). Whereas some reports in literature involve a manual injection
of effluent gas into the GC,[22, 23] our setup has an automatic injection method
that periodically collects samples from the gas stream leaving the electrolyzer. This
allows us to screen the species in the outlet gas every 5minutes without margin for
human or mechanical error during injection. Recent reports have shown the ad-
vantage of using infrared-based detection methods, which increase the scanning
frequency and avoid typical shortcomings of GC’s, like sensitivity to liquid and
salt accumulation.[24, 25]

For the analysis of liquid products, we use high-performance liquid chromatog-
raphy (HPLC), which uses a system similar to a GC to separate liquid species in
an acidic carrying solvent (see Appendix). This allows us to separate most CO2RR
products, even for complex catalysts as copper.[26] The relative tolerance to ba-
sic solutions (pH ≤ 13, approximately) makes this a more intuitive and accessible
method than nuclear-magnetic resonance (NMR), more prevalent in the field,[27–
29] which requires extensive sample preparation and cleaning of analysis tubes.
Most of these liquid products have a high-enough volatility to be detected in the
gaseous stream (see Fig. 5.2d). While saturation times for these products are no-
ticeably higher than those of their gaseous counterparts, signaling using the GC is
an adequate proxy for quick assessment of the performance of a cathode (see the
Supplementary Information).

Identification of the reactant for a specific product made with low concen-
trations is best carried out by using labeled CO2 (C13-based dioxide) to ensure
the product is not a result of contamination and is in fact coming from gaseous
CO2.[30] Gas-chromatography systems, however, do not possess sufficient res-
olution to separate labeled isotopes in products. Instead, combined use of GC
and mass-spectrometry (MS) systems is common practice in the field.[31] Alter-
natively, on-line electrochemical mass spectrometry (OLEMS) provides a flexible
architecture that is capable of identifying gas-fraction products of CO2RR at a high
refresh-rate.[32–35]
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5.3.3 Additional detailed resources for variousmeasurement aspects
Beyond the information provided here, several other articles have performed vari-
ous deep dives in advanced measurements and characterization, which we would
like to point the reader to. For example, near-unity product analysis and full
carbon balances can be extremely challenging in MEA and flowing electrolyzers.
While we have highlighted some best practices here, evenmore advancedmethods
exist to, for example, (i) separately quantify C12 versus C13 products and hard to
detect formaldehyde,[36] (ii) fully-quantify liquid products that can vaporize into
the gas stream or crossover to the anode,[37] (iii) accurately measure the potential-
drops over every component in a zero-gap MEA electrolyzer,[38] (iv) segmenting
a flow field to observe geometric product distributions,[39] and (v) analyzing the
kinetics of CO2-electrolysis in an advanced reactor design using electrochemical
impedance spectroscopy (EIS).[40]

In summary, this Viewpoint presents a comprehensive look into our lab-scale
operation and analysis protocols of CO2-electrolyzers. Setups and observations
made in the study of these electrolyzers are not trivial and not one-to-one trans-
latable from prior knowledge in other electrochemical fields like water electrolysis
and hydrogen fuel-cells. By highlighting our advances in cell-design, process-flow
implementation and control, and product quantification, we aim to provide a solid
starting base for anyone looking to contribute to the scientific advancement of
this field. This document should then become a stepping-stone for anyone with-
out prior experience in the electrochemical conversion of CO2.
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Equipment guide for CO2 electrolysis at a lab-scale
Gas supply
In our setup, CO2 is supplied from a Linde 5N (i.e., 99.999% purity) CO2 cylinder.
This cylinder is connected to a 2-step reducer, that depressurizes the stream from
the bottle’s internal pressure to ∼5.5 bar, the pressure required by the mass-flow
controller (MFC).This 2-step reducer avoids excessive fluctuations in gas-pressure,
which might destabilize the pressure equilibrium over the gas-diffusion electrode.

The MFC regulates the gas flow-rate to the cell and is calibrated using CO2.
The controller in our setup is a Bronkhorst® EL-FLOW Select F-201CV, rated to a
maximum of 50 sccm, coupled to a Bronkhorst® E-8501 digital readout.

In absence of further pressure regulation in the gas-stream, a manometer may
be included between the MFC and the inlet, which helps in controlling the resis-
tance to flow caused by the in-line diagnostic systems downstream, as well as the
electrolyzer itself. Additionally, when operating an MEA-electrolyzer, humidifica-
tion of the stream is required to avoid drying out the membrane. To achieve this,
the gas is flowed through a GL-45 thread bottle containing Milli-Q® water (Duran®

4-port GL45 connection with HPLC screwcaps and silicone sealing). This bottle
has a gas inlet submerged in the water phase, and an outlet floating above it. The
whole is made air-tight by using screwcaps, as shown in Fig. 5.A.1.

If the formation of salt crystals increases the pressure in the system to a point
high enough, the humidification device can push the liquid back to the mass-flow
controller. To avoid this, a reflux trap can be placed between the outlet of the MFC
and the humidification device.

Electrochemical cells
The electrochemical cells reported and displayed in this work are (partially) based
on commercially available designs manufactured by Dioxide Materials® (Research
Grade 5 cm2 Hardware for Carbon Dioxide Electrolysis, see Fig. 5.A.2). The zero-
gap membrane electrode assembly setup essentially employs the two endplates
(titanium for the anode and stainless steel for the cathode) with a simple two-
gasket assembly in-between.

The flow-cell electrolyzer requires adaptations to this design to fit a flowing
catholyte compartment and a gas chamber). For this purpose, we 3D printed
a catholyte and a gas-chamber with fluid conduction paths that fit the above-
mentioned anode block. This allows us to use a transparent PMMA end-block on
the gas side, which enables optical tracking of electrode flooding and perspiration
of electrolyte.

Current collection in thismore complex design is, however, a point of attention.
Most carbonous electrodes are sufficiently electrically conductive that a milled
stainless-steel plate is sufficient. Exposure to cathodic potentials at this half-cell
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Figure 5.A.1: Complete gas-inlet setup.

prevents oxidation of this plate. For other non-conductive electrode supports, like
expanded polytetrafluoroethylene (ePTFE), front contact is needed. In this case
we use a precision-cut copper-tape current collector on a 0.5 mm silicone gasket.
This is insulated from the electrolyte by the small silicone strip between the hole
and the tape and has proven to not intervene in the reaction.

An overview of all mentioned parts can be found in Figure 5.A.2.
In general, the two designs consist of the following components, grouped by

place in the depth-direction of the electrolyzer starting from the anode block:

A. Zero-gap MEA:

1. Anode end-block (with isolated bolts)
2. Silicone gasket (∼ 0.5 mm) and the anode
3. Membrane
4. PTFE gasket (∼ 0.25 mm) and the cathode
5. Cathode end-block
6. Nuts
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Figure 5.A.2: Main component parts of the described electrolyzer designs. (a) Silicone gasket with
front-contact current collector, (b) stainless-steel current collector, (c) 3D-printed (SLA process)
catholyte flow channel with turbulence promotors, (d) 3D-printed (idem) gas flow chamber, (e)
PMMA-milled end-block with aluminum pressing-plate, and (f) titanium end-block.

B. Flow-cell electrolyzer:

1. Anode end-block
2. Silicone gasket (∼ 0.5 mm) and the anode
3. Membrane
4. Silicone gasket (∼ 0.25 to 0.5 mm)
5. Cathode flow-field
6. Silicone gasket (∼ 0.25 to 0.5 mm)
7. Cathode
8. Current collector
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9. Silicone gasket (∼ 0.25 to 0.5 mm)

10. Gas-chamber

11. Viton® gasket ( 0.5 mm)

12. PMMA end-block

13. Pressing plate

14. Nuts

For illustrative purposes, we have recorded the assembly procedures for each
design, included in the original publication. The 3D-printed flow fields are in-
cluded in the next two pages (Figs. 5.A.3 and 5.A.4). The designs for gaskets and
the gas/liquid end-block can easily be derived from these two parts.

Back-pressure regulator (BPR)
Each fluid channel exiting from the electrolyzer has a back-pressure regulator in
our setup. These controllers are designed to maintain a set-point pressure and en-
sure a stable operation of the system. To achieve this, a pressure sensor is coupled
to a syringe valve, and the couple is controlled through a commercial controller.
The specification for each channel can be seen in Table 5.A.1.

Figure 5.A.5: Back-pressure regulator control software UI written in LabView.

The entire system is operated through a proprietary LabView interface (see
Fig. 5.A.5) that allows for real-time monitoring, using set-points for each stream
independently, and recording data to a local file. A picture of the setup can be seen
in Fig. 5.A.6.
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Table 5.A.1: Component list of bench-scale back-pressure regulator

Channel Purpose Item Specs Indications

ALL Controller Bronkhorst®
E-8501R - -

Alarm System See the dedicated section

Anolyte
Pressure
measurement

Bronkhorst®
EL-PRESS P-502C

2.5 bar,
25 ℃ Rinse thoroughly with Milli-Q water

after operation with opened valvesPressure
regulation

Bronkhorst®
C5I-ITU

1 to 2.5 bar,
50 sccm H2O

Catholyte
Pressure
measurement

Bronkhorst®
EL-PRESS P-502C

2.5 bar,
25 ℃

Pressure
regulation

Bronkhorst®
C5I-ITU

1 to 2.5 bar,
50 sccm H2O

Gas
Mass-flow
measurement

Bronkhorst®
F-101D

1.5 bar,
100 sccm CO2

Avoid penetration of electrolyte
and prevent accumulation of saltsPressure

regulation
Bronkhorst®
P-702CV

1 to 2.5 bar,
100 sccm CO2

height

Figure 5.A.6: Bench-scale back-pressure regulator.

Peristaltic pumps and cabling
An array of options is available to create the fluid flow needed for the operation
of both the MEA and the flow electrolyzer. Due to the corrosive nature of most
electrolytes used in literature, however, a peristaltic pump offers the most versatile
solution that is resistant to basic electrolytes. In addition to this, the peristaltic
pumps we describe have a very wide operational range (from about 0.2 sccm cm−2
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to 20 sccm cm−2). These pumps function by rotating a set of rollers mounted on an
axis, compressing and decompressing a flexible tubing, mimicking the peristaltic
movement of an esophagus (hence the name), see Fig. 5.A.7.

Figure 5.A.7: Two examples of peristaltic pumps used in the setup.

The choice of cabling should rely on compatibility with both the flexible tubing
of the pumps and the fittings of the cell/BPR system. In our case, 1/8-inch OD
translucent tubing allows us to connect to the Cole-Parmer fittings of the cell, the
Swagelok fittings of the BPR, the IDEX® P-767 tubing adapters and the fittings of
the screwcaps of electrolyte beakers, providing a universal solution.

Pressure dampeners
Theoscillatory movement of the peristaltic pump causes pressure spikes and drops
in the electrolyte channels. These oscillations can cause flooding through penetra-
tion, bulging of the GDE or deformation of the membrane if the pressure in the
liquid channel is high enough. To dampen this effect, the setup includes two pres-
sure dampeners for each electrolyte channel (see Fig. 5.A.8).

The dampeners (KNF® FDP 1.10 and 1.06) are arranged from big to small (maxi-
mum allowed pressure of 60 mWg and 20 mWg, respectively) in the direction from
the pump to the electrolyzer. Their inclusion results in a noticeable reduction in
oscillation of liquid pressure (see Fig. 5.2 in the main text).



5

168 5 A guide to assembly and operation of CO2 electrolyzers

Figure 5.A.8: Pressure dampeners, screwed to the bottom of the BPR-setup.

Liquid-trap and alarm system
Perspirations, flooding, and outright puncture of the GDE can result in the escape
of electrolyte to the downstream of the gas circuit. Irruption of liquid in the gas
chromatography system further down the line causes serious malfunction of this
device, leading to liquid and salt (carbonates formed in the alkaline electrolyte) in
the columns. Since this often results in servicing of the GC being required, it is
of high importance to avoid liquid entry to the highest degree possible. For this
purpose, our setup has a two-step security system.

Figure 5.A.9: Working scheme of the alarm system for fluid detection in the gas stream.

On one hand, a liquid trap (GL45 40 mL Duran flask with a hermetic septum-
lid) is an air- tight enclosure with an inlet and outlet, where possible liquid is
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accumulated. This is placed right after the electrolyzer, like the humidification
device shown before (see Fig. 5.A.1).

Further down the line, an alarm-box device based on a laser system detects
whether any droplets travel through the gas channel towards the GC. This system
diverts, upon trigger, the gas- stream to a purge and requires a reset afterwards,
so any perspiration will result in the experiment being stopped, as no product
detection is possible afterwards.

The feedback loop in this system, which we dubbed as ‘blue box’ (due to the
color of its enclosure) is based on a photo-diode detector (TT Electronics OCB350L0-
62Z) that detects changes in refractance inside a transparent tube. When a liquid
mass passes through this detector, it actuates on a three-way valve, that diverts
the flow to a discard channel (see Fig. 5.A.9). To alert the operator, the system
sounds an alarm until it is reset in case of flooding. It only directs gas to the GC if
connected to the power and can only be reset manually after opening the device.

Pressure relief-valve
Since the circuitry in the GC has an inherent pressure drop attached to it, the
injections are noticeable on the mass-flow meter readings. These injections cause
pressure spikes that may be detrimental for the integrity of the GDE upstream in
flow- cells.

Figure 5.A.10: Relief-valve before the GC inlet.

To avoid a pressure spike, we have included a pressure-relief valve before the
inlet of the GC injection intake. These pressure relief-valves (see Fig. 5.A.10) avoid
an exaggerated pressure spike on the gas channel, acting as a downstream damp-
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ener to the effluent stream from the electrolyzer. We employ, depending on the
gas flow-rate, either a 1 psi or a 5 psi relief-valve. The exhaust of this valve is
directly routed to the gas vent.

Gas chromatography (GC)
Description
Gas chromatography is a powerful tool to analyze the composition of a gas product-
stream. By placing a gas-chromatograph (GC) in-line in our setup, we can contin-
uously monitor the species in the effluent streams of our electrolyzers. The device
we employ is a Compact GC 4.0, by Global Analyser Solutions™. A comprehensive
specification of columns, detectors and oven settings can be found in Table S2.

Our chromatograph includes three different detectors, in two separate column
ovens. The first detector is a flame-ionization detector (FID). In this detector, the
analyte is conducted through an ionization flame. The change in signal induced,
combinedwith the retention time, gives information on the kind and concentration
of each hydrocarbon species. The other two detectors are thermal conductivity
detectors (TCDs) employed to detect, respectively, carbonmonoxide and hydrogen.
In these detectors, a stream’s thermal conductivity is compared to a reference. The
TCD – CO channel uses He as carrier gas, which has similar thermal conductivity
to H2 and therefore makes H2 poorly detectable. Similarly, the TCD – H2 channel
uses Ar as a carrier gas, which has similar thermal conductivity to CO and is unable
to accurately detect CO.

Table 5.A.2: Specifications of the detailed gas-chromatography device.

Detector Oven Oven
Temp. [°C] Column Carrier

gas

Injector
Temp.
[°C]

Injection
pressure
[kPa]

Detector
Temp.
[°C]

Reference

FID A 65 RTX-1 5µm
(RESTEK) He 80 70 150 H2:Air

(35:350 sccm)

TCD-CO B 45 CP-molsieve 5A
30µm (Agilent) He 80 70 110 He

(1 sccm)

TCD-H2 B 45 CP-molsieve 5A
30µm (Agilent) Ar 80 75 110 Ar

(1 sccm)

A high throughput product detection using GC requires, on one hand, a short
injection time. A limiting factor for an injection’s duration is, in most cases, the
long time required for the FID channel to distinguish different species. By sacrific-
ing resolution in the ethylene/ethane peaks (allowing them to partially overlap),
we reduced the required time for the FID channel down to a theoretical ∼1.5 min.
Another limitation is the accumulation of CO2 in the TCD-CO detector’s column
due to the polarity of the packed molecular sieve column. This causes shifts in the
baseline (as can be seen in Fig. 5.A.11). To reduce this effect, we included a back-
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Figure 5.A.11: Accumulation of CO2 and its effect on the CO-detector signal (baseline shifted for
illustrative purpose).

flush procedure in the GC’s routine, which evacuates as much gas as possible in
the shortest amount of time. This results in a total injection duration of 5 min.,
which allows us to reliably analyze product composition 12 times per hour.

Calibration
To assign each signal to a species, calibration is needed. For high current-density
CO2RR setups, the calibration bottles should have a high concentration of pos-
sible product species (1-5 vol%, or 10,000-50,000 ppm, see Fig. 5.A.12). For low
current densities, lower concentrations may be used. To representatively simulate
a typical product stream, the balance gas employed may be CO2 itself. It is also
important to calibrate at a representative flow-rate (which also shortens the sat-
uration time of the stream, so that calibration duration is limited). An overview
of the concentrations and flow-rate settings we use in our calibration procedures
can be found in Table S3. In this table, the set-point for a CO2-calibrated MFC is
displayed as well. After connecting the calibration stream to the GC, the proce-
dure requires two blank injections to saturate the sample-chamber. After this, we
run four injections per bottle, and use the average peak-value of each species for
the calibration. Calibration streams should be ordered such that concentration of
relevant species is ascending (see Table S3). This reduces saturation time in the
sample-chamber (since it is easier to saturate a gas recipient than to flush it).

As our mass-flow controller (MFC) is calibrated for CO2, the set-points during
calibration need to be adjusted according to the composition of each gas-stream.
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For this, we compensate using a conversion factor based on the heat capacity of
each gas species. The equivalent flow-rate then equals:

𝜙𝑠𝑝 = 𝜙𝑟 ⋅ (
𝑖

∑
𝑛

𝑥𝑖 ⋅ 𝐶𝑖)
−1

(5.1)

where 𝜙𝑠𝑝 is the required set-point, 𝜙𝑟 is the real flow-rate, 𝑥𝑖 themolar fraction
of the gas and 𝐶𝑖 the conversion factor of each species.[41]
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Figure 5.A.12: Calibration curves for light hydrocarbons using the FID-detector for high concentra-
tions.

Table 5.A.3: Concentration of species in calibration gases and MFC set-point for flow-rates equiva-
lent to 20 sccm of CO2.

Bottle Balance
gas

Conversion
factor

𝜙𝑣
[sccm]

[H2]
(ppm)

[O2]
(ppm)

[CO]
(ppm)

[CH4]
(ppm)

[C2H4]
(ppm)

[C2H6]
(ppm)

[C3H8]
(ppm)

1 Ar 1.400 10.57 100 0 25 10 10 10 0
2 He 1.409 10.51 200 0 100 200 100 100 20
3 He 1.403 10.55 1000 0 1000 1000 500 500 100
4 N2 0.998 14.83 1000 1000 1000 1000 1000 1000 0
5 N2 0.990 14.94 10,000 0 10,000 10,000 10,000 0 0
6 N2 0.972 15.23 30,000 0 30,000 30,000 30,000 0 0

Before each calibration is carried out, a so-called bake-out of the column ovens
is required. By elevating the temperature (in our case, higher than 120 ℃ but
not surpassing the design specifications of 150 ℃), residual species present in the
column are evacuated. This is especially the case for carbon-monoxide, which
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tends to strongly attach to the separators in the column. This results in its signal
‘creeping’ to lower residence time values over time. Given enough time, this leads
to CO overlapping with methane signals in the TCD detector. Exit valves must be
open during bake-out, and the device should be given a proper amount of time to
evacuate the residues. In our case, this results in a bake-out of 48 to 72 h.

Quantification
Upon detection by the GC, the device calculates a concentration value by extrapo-
lating the area of each peak based on the calibration. This concentration can then
be transformed to a faradaic efficiency (or: how many of the supplied electrons to
the system are used for the catalysis of a certain product) by the following equa-
tion:

FE% = 𝜙𝜈 ⋅ 𝑧𝑖𝑐𝑖𝐹
𝑖 ⋅ 100 (5.2)

where 𝜙𝜈 is the volumetric flow-rate leaving the electrolyzer, 𝑧𝑖 the number of
electrons involved in the reaction towards product i, 𝑐𝑖 the concentration of said
product, 𝐹 is the Faraday constant, and 𝑖 the current applied on the cathode.

Figure 5.A.13: Peak intensity of vapor-phase ethanol and 1-propanol in the FID chromatographs at
–50 and –200 mA cm−2.

Some products of CO2-electrolysis are liquid-phase compounds with a high
vapor-pressure, such as ethanol, propanol, and acetate.[42, 43] This means that,
in theory, they could be detected by the FID sensor in the GC. In practice, how-
ever, the saturation times of these alcohols last multiple injections, especially at
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Table 5.A.4: Comparison of calculated FE for ethanol through GC and HPLC results on a copper
GDE.

Current density
[mA cm−2] Injection GC FE

[%]
HPLC FE

[%]

–50

1 1.50

14.82 10.4
3 11.5
4 11.5

–200

1 17.4

33.52 28.6
3 30.8
4 32.1

higher current densities (see Fig. 5.A.13). A saturation time of 2-3 injections is
considerably high, and results in a loss of resolution of time effects. The effects of
this delay are illustrated in Table 5.A.4, where GC results are compared to liquid
chromatography for the same experiments.

On top of this, alcohols tend to strongly attach to the Molsieve in the GC’s
separation columns, which means a rest signal is preserved through multiple runs.
This is only suppressed by baking-out the columns at high temperatures (> 120 ℃)
and recalibrating the system, as explained before.

Using GC to detect alcohols and other volatile products is, nonetheless, a valid
way of monitoring and preemptively assessing the selectivity of a certain catalyst
towards these products. Actual faradaic efficiency values calculated after a couple
of injections do not substantially differ from high-resolution HPLC calculations
(see Table 5.A.4).

High-Performance Liquid Chromatography (HPLC)
Description
Several catalysts for CO2RR are known to produce liquid-phase products. Copper,
for example, generates several oxygenate hydrocarbons (like ethanol, acetate and
propanol), whereas tin generates formate, mainly.[26] These products can be de-
tected using high performance liquid chromatography (HPLC) by extracting liquid
samples from the catholyte and anolyte reservoirs during operation.

An HPLC device (in our setup, an Agilent Technologies 1260 Infinity II HPLC,
see Fig.5.A.14) functions similarly to a GC. A liquid sample of electrolyte is injected
to a mobile phase (0.05 M H2SO4), which protonates the sample and leads the
sample through the 300 mm heated Hi-Plex H column (T = 50 ℃, P ∼ 36 bar). This
column consists of micron-sized Si beads with functional C18 chains that retain
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Figure 5.A.14: Agilent Technologies 1260 Infinity II HPLC setup.

molecules for a specific duration of time. Smaller molecules tend to move through
the column quicker (formic acid takes, for example, 17 mins.) while larger carbon
chains can take much longer (1-propanol, 32 mins.). The separated mixture goes
through the Variable Wavelength Detector (VWD, dual wavelength: 210 nm and
280 nm) thatmeasures a change in the optical transmission of specificwavelengths,
detecting acids and aldehydes. In the case of CO2 reduction, formic acid, acetic
acid, and acetaldehyde are of interest. Secondly, the Refractive Index Detector
(RID, T = 40 ℃) is used to detect alcohols, primarily ethanol and 1-propanol.

Calibration
The main products of interest here (formic acid, acetic acid, acetaldehyde, ethanol
and 1 propanol) are calibrated at 8 levels between 10 and 5000 ppm, to have a broad
testing range with high confidence (R2 > 99.9% for all components). For this, we
make fresh standard-solutions with the desired concentrations for each calibration.
Before each calibration, a sample of Milli-Q water (R ≥ 18 MΩ) is injected to flush
the column of remaining analytes and impurities and set an analytical baseline.

Quantification
Quantification of each product’s concentration is calculated similarly to GC re-
sults. After having obtained the concentration value for each sample, the faradaic
efficiency of each product can be calculated with:
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FE% = 𝑉 ⋅ 𝑧𝑖𝑐eff𝑖 𝐹
𝐶 ⋅ 100 (5.3)

where 𝑉 is the total volume of the electrolyte at the time the sample was taken,
𝑧𝑖 the number of electrons involved in the reaction towards product i, 𝑐𝑒𝑓 𝑓

𝑖 the
effective concentration increase of said product (the concentration increase com-
pared to the last sample taken), 𝐹 is the Faraday constant, and 𝐶 the charge passed
through the cathode in the studied interval of the experiment.

Figure 5.A.15: HPLC chromatographs. (a) RID-detector for oxygenate hydrocarbons, and (b) VWD-
detector for carboxylic species.

To quantify each peak properly, a pure Milli-Q sample is analyzed before ev-
ery sequence. This provides a baseline that can be subtracted from consequent
measurements. Usage of a Milli- Q sample before the run also purges the column
from any residual analytes.

It is important to realize that, as liquid samples are taken in batch mode and
analyzed afterwards, the FE calculation is slightly different than that of the GC.
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Here, we employ an effective concentration change. This value is obtained by
subtracting the previously measured concentration of product i from the following
samples to obtain the change of concentration over a period.

Another consideration in performing HPLC for CO2RR systems is the need to
avoid high concentration of ions in the solution. Most CO2RR experiments employ
highly alkaline solutions (e.g. 1M KOH) as the electrolyte. Since the mobile phase
of the HPLC is highly acidic, this may result in precipitation of salts in the column.
Additionally, a high concentration of bicarbonate species may interfere with the
ethanol signals, resulting in low-quality analyses (see Fig. 5.A.15a). To avoid this,
samples of high-concentration electrolytes must be diluted before quantification
using Milli-Q water. For our setup, the highest threshold to avoid bicarbonate-
ethanol interference is 1 M of bicarbonate in the sample.

Nuclear Magnetic Resonance (NMR)
Another commonly used technique for quantification of liquid products from CO2
electrolysis is proton nuclear magnetic resonance spectroscopy (1H NMR). Here,
hydrogen protons in a molecule are excited using a constant magnetic field and an
oscillating weak magnetic field to produce electromagnetic signals.

1H NMR acquisition parameters
To improve the signal as much as possible, two parameters can be adjusted:

1. Number of scans The signal to noise ratio is proportional to the square root
of the number of scans, so a higher number of scans results in a better signal.

2. Relaxation delay (dl-time) The relaxation delay should be set to at least 5
times the highest T1 value amongst all sample species. The T1 value is a chemical
species property: it’s the time necessary for each compound to relax back to its
equilibrium state after a magnetic pulse has been applied. Hence, picking a too
low d1-value can result in a loss of response.

Quantification
To perform H-NMR successfully, one should consider that:

1. An internal standard is necessary to calculate concentrations of compounds

2. The internal standard must be soluble in the electrolyte and NMR solution
and should not decay over time

3. Its chemical signal must be unique and stable, not overlapping with other
signals
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4. Suggested internal standards are maleic acid and DMSO

5. Spectrum must be in a good phase and with a proper baseline

A very appropriate internal standard is maleic acid. This compound is soluble
in most deuterated solvents and has comparatively a much lower number of pro-
tons (2) compared to DMSO (6). Its chemical shift is around 5.8 ppm, which does
not interfere with any CO2RR product peak, such as formate, ethanol, and acetate.

Figure 5.A.16: Protons in maleic acid (left) and DMSO (right).

The concentration of a specific compound can then be calculated as follows:

1. Integrate the maleic acid peak

2. Adjust the integrated value to 2 (the number of protons in maleic acid)

3. Integrate the rest of the products accordingly, each of them normalized to
the number of protons present

The molar concentration is then:

𝑐𝑖 = 𝑖𝑖
𝑖𝑠𝑡𝑑

𝑛𝑠𝑡𝑑
𝑛𝑖

𝑐𝑠𝑡𝑑 (5.4)

where 𝑖𝑖and 𝑖𝑠𝑡𝑑 are the integrals of the compound and the internal standard, re-
spectively, and 𝑛𝑖 and 𝑛𝑠𝑡𝑑 the number of protons in each of them. Faradaic effi-
ciencies are calculated identically to as described in the HPLC section.
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Figure 5.A.17: 1H-NMR spectrum of liquid products from CO2RR for a Cu-based MEA electrolyzer.

Sample preparation
To prepare the samples for analysis:

1. Prepare a stock solution of internal standard by dissolving 0.046 g of maleic
acid in 10mL of D2O (40 mM)

2. Fill an NMR tube with 550 μL of the sample electrolyte, followed by 40 μL of
the maleic acid dilution and 10 μL of D2O.

3. Shake the tube gently to mix the solvents

4. Apply water suppression technique during the measurement to suppress H2O-
peaks
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Materials and Methods
This section details the preparation, storage, and usage methods of all necessary
materials for experiments involving the detailed electrolyzers in themainmanuscript.

Preparation of materials
Certain materials require special attention during design, preparation, and assem-
bly of the electrolyzer experiments. This section describes our handling and stor-
age procedures.

Electrodes
Most reported electrodes in literature consist of a carbon gas-diffusion layer and
a carbon-bonded PTFE layer (the micro-porous layer). These can be acquired as
sheets of various formats (commonly roughly a DINA4). We cut these sheets to the
desired format on reticulated cutting mats using a scalpel. Special care is needed
in not touching the surface directly – placing sacrificial papers on both sides of
the electrode prevents excessive contamination.

We then deposit catalyst layers by either automated spray deposition[44] (by a
CZ Robotics® CNCAirbrush) or DCMagnetron sputtering (AJA International Inc.).
As some catalysts oxidize in contact with air, we store freshly produced GDE’s in a
glovebox system (< 0.1 ppm for both O2 and H2O). These are only retrieved when
assembling the electrolyzer, guaranteeing their conservation.

After running, and to avoid the accumulation of salts on the catalyst surface
post-mortem, we clean the electrodes by immersion in Milli-Q water repeatedly
and with care. The glovebox also serves for long-term storage.

Membranes
Most membranes used in CO2RR experiments are anion-exchange membranes (as
OH- is the charge-carrying anion in most cases). These membranes are usually
delivered and stored in a wet state. It is important to maintain wetting of these
membranes during storage and operation, as they plasticize and defunctionalize
when upon drying.

Thesemembranes (like Sustainion®X37-50) come packed between two PP back-
ers. They can easily be cut using the reticulated cutting mat and the scalpel. It is
important that after cutting the membranes be separated from the backers to ac-
tivate properly. The best way to differentiate the membrane from a backer is its
reaction to wetting: the membrane will curl on itself, while the backer will show
no reaction.

Activation should follow the manufacturer’s guidelines. For Sustainion’s, for
example, this involves sustained storage during 24 h in a 1MKOH solution, rinsing
and long-term storage in a fresh 1M KOH solution.



References

5

181

Membranes may be reused after usage in a flow cell electrolyzer if optically
free of defects or debris. The compression pressure in zero-gap assemblies usually
imprints catalyst layer residues on the membrane, rendering them unusable for
further experiments.

Gaskets
Materials for gaskets should be flexible and elastic enough to withstand deforma-
tion over time. For this, we use mainly silicone, EPDM/Viton® or PTFE gaskets.
Attention should be paid to their thickness: upon compressing the electrolyzer,
they should leave no gaps between the constituent parts, ensuring equal compres-
sion over the entire active area.

While hand-cutting gaskets is a viable method for initial experimentation, we
recommend mechanized solutions, like a knife plotter.[45] These devices translate
a path design to a perfectly cut gasket, which improves device stability and avoids
leakage.

Reference electrodes
Excluding complex state-of-the-art designs,[38] reference electrodes are used in
a flow cell electrolyzer to monitor the voltage drop between the electrolyte and
the cathode. Given the constricted dimensions of the catholyte flowing plate, the
reference electrodes must be of a very small diameter. We accomplish this by
employing so-called leak-less electrodes.

For relative low pH values (i.e., bicarbonate electrolytes), a leak-less Ag/AgCl
suffices. These electrodes require no long-term maintenance other than rinsing
after usage and storage in saturated chloride solutions. They are also suitable for
usage in ionic liquids. We use a variety of Ag/AgCl electrodes, like eDAQ®’s ET072-
1. Although they are stable, they should be periodically monitored to ensure their
readings are still stable. This is easily done by employing a standard reference
electrode as a counter electrode in an open circuit setup. Connecting the leak-less
electrode to the working-sense channel of the electrode and the standard electrode
to the reference channel gives an insight of the stability of potential reading of the
leak-less electrode.

On the other hand, when using high pH electrolytes, where Ag/AgCl elec-
trodes have been proven to be unstable,[46] we recommend usage of a leak-less
RHE electrode (Gaskatel® Mini- HydroFlex). These use a small replaceable hydro-
gen cell to supply the Pd-Pt electrode inside. These replaceable hydrogen supplies
have a shelf-life of 12 months and must therefore be eventually replaced. The
advantage of using these electrodes is that potentiostat readings are already vs.
RHE, which simplifies data treatment and reduces conversion errors regarding pH
gradients in the cell.
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Assembly of the electrolyzers
Assembly of a flow-cell electrolyzer

1. Start with the anode-block with the screws in place. To improve repro-
ducibility, a 3D-printed block with the same dimensions as the block and
holes for the screw-tops can be printed (see movies in the original publica-
tion).

2. Place the anode gasket and the anode in their place.

3. Place, on top of this, the membrane. If you use wet membranes, make sure
it is evenly spread over the anode and no creases are visible.

4. Place the membrane gasket on top. Make sure there are no droplets between
the gaskets: upon pressing, droplets can form liquid channels that open a
leakage pathway.

5. If assembling a flow-cell, place the catholyte channel on top of the gasket.
Make sure you insert the reference electrode and tighten its screw before
circulating the electrolyte. Place a gasket on top of the catholyte channel.

6. If assembling a flow-cell, place the cathode GDE on the opening, making
sure it is well centered.

7. If assembling a flow-cell, place a current collector to the back of the electrode.
Place, on top of this current collector, another gasket, and the gas-chamber.
On top of the gas-chamber, place another gasket, and finally the end-block.
If your end-block is brittle, use a compression plate and screw everything
hand-tight.

8. Place the electrolyzer upright on the desk and screw, crosswise and with a
torque screwdriver, all the bolts tight. Our electrolyzer operates best after
screwing at a 1.5 to 2 N⋅m torque force. Take care of not damaging the
reference electrode if this is already in place.

Assembly of a zero-gap MEA electrolyzer
1. Start with the anode-block with the bolts in place. To improve reproducibil-

ity, a 3D-printed block with the same dimensions as the block and holes for
the screw-tops can be printed (see movies in the original publication).

2. Place the anode gasket and the anode porous transport layer (PTL) in their
place.
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Figure 5.A.18: Pump placement influences the stability of the anode-membrane interface in flow
cells. (a) Forward-pumping at high current densities can result in bubble accumulation and bulging
of the membrane. (b) Sucking the electrolyte through the compartment avoids these complications.

3. Place, on top of this, the membrane. If you use wet membranes, make sure
it is evenly spread over the anode and no creases are visible.

4. Place the membrane gasket on top. Make sure there are no droplets between
the gaskets: upon pressing, droplets can form liquid channels that open a
leakage pathway.

5. Place the cathode PTL or electrode on top of themembrane, making sure it is
perfectly centered so the entire gas-channel is covered by the macro-porous
layer of the electrode.

6. Place the end-block on top, screw all the bolts hand-tight.

7. Place the electrolyzer upright on the desk and screw, crosswise and with a
torque screwdriver, all the bolts tight. Our MEA electrolyzer operates best
after screwing at a 2 N·m torque force.

Start-up routines
In this section we will walk through both the start-up of the fluid streams and the
diagnostic electrochemical techniques we recommend running before an experi-
ment.
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Starting the flow
In a flow-cell electrolyzer it is key to maintain separation of the three chambers
and avoid contact of the membrane and the electrode, be it due to elasticity of
the membrane or under- pressure in the catholyte compartment. Therefore, upon
assembly of the electrolyzer and connection to the fluid loops:

1. Start the gas-flow into the system. It is preferable to do so instants before
hooking the cell up so the upstream cabling is saturated with CO2. Monitor
the gas-flow using your mass-flow meter (MFM).

2. Start the catholyte pump, at a low flow-rate. Track the advancement of the
catholyte through the cabling and play close attention to the progress of
the liquid. Upon entry of the catholyte to the cell, track the evolution of
gas-flow to the MFM, this should go up, as less gas can cross over to the
catholyte stream.

3. Increase the pressure on the catholyte stream until it avoids crossover of
gas- bubbles. Indications of this are the flow-rate of gas to the MFM reach-
ing saturation and the absence of bubbles in the effluent catholyte stream.
To avoid sudden breakthrough of electrolyte through the gas-diffusion elec-
trode, increase its pressure in small steps of 10-20 mbar. Give the gas stream
enough time to saturate. REMINDER: due to dissolution of CO2 in alkaline
media, the effluent gas stream to the GC may not be the same as the inlet
pressure upon rest. This depends on the alkalinity of your electrolyte. E.g.,
our setup reads ∼ 43 sccm at the MFM when feeding 50 sccm of CO2 to a 20
sccm 1M KOH flowing electrolyte.

4. When the gas-catholyte interface is stable, turn on the anolyte flow. Watch
the cell for any possible leakages. The pressure in your anolyte compartment
should remain smaller than that of the catholyte compartment, to make sure
the membrane remains flat with the anode and does not bulge inside the
catholyte chamber.

5. OPTIONAL: In addition to above steps, you might consider changing the
pumping direction of your anolyte stream. Reason for this is: at high current
densities, oxygen gas formation at the anode might accumulate and bulge
(or even rupture) the membrane. This means the pressure in your anolyte
chamber will increase gradually during the experiment and destabilize your
system. To avoid this, circulate your anolyte stream using the peristaltic
pump to ‘suck’ out electrolyte from the upper outlet. This will avoid major
bubble accumulation and provide the anolyte chamber with a convenient
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under-pressure that keeps the membrane flat with the anode. A graphical
scheme of this can be found in Fig. 5.A.18.

6. If your catalyst is prone to corrosion in the electrolyte’s pH or ionic species,
start reducing currents as soon as possible to avoid excessive degradation.
The flowing nature of the catholyte in this cell can dissolve and damage your
catalyst interface.

As the MEA design is simpler, its startup is also quicker. In this case:

1. Start the gas-flow before assembling the system. As we are humidifying the
inlet gas-stream, we want both the humidification and the reflux trap to be
fully saturated with CO2 the moment we connect the gas-stream.

2. Connect the electrolyzer to both anolyte and gas fluid streams. You should
see an immediate increase of gas flow in the MFM, as gas crossover to the
anolyte stream is blocked by the polymeric membrane in this case. A flow
lower than the inlet is still normal due to the CO2 buffering effect.

3. Start the electrolyte pump. As gas evolution in the anode chamber is less
probable in this case (i.e., the MEA is clamped between two rigid blocks),
the pump location is less influential.

4. Consider the sensitivity of your catalyst in starting cathodic currents to sta-
bilize it. Corrosion in open circuit can influence its performance on the long
run.

Diagnostic electrochemical routines
A set of electrochemical routines can be run after assembly of the electrolyzer to
quickly assess the functionality of the system at an early stage. Such diagnostic
techniques are a quick way of avoiding running long-term experiments on faulty
systems. They can also be integrated in a long-term test to study the stability and
evolution of cells or catalysts.

Electrochemical Impedance Spectroscopy (EIS) EIS imposes an alternating
current (AC) on the DC signal to obtain a frequency response of the system. This
enables a separation of the factors affecting the resistance and capacitance of the
electrical circuit studied (in this case, the electrochemical cell).

This signal can be applied at open circuit (no applied potential), or in so-called
potentiostat (at a fixed cell potential, PEIS) and galvanostatic (at a fixed current,
GEIS) modes. A typical closed-circuit electrolyzer will result in a defined semi-
circular plot (see Fig. 5.A.19a). An open or defect system, e.g., due to a pierced
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membrane in an MEA electrolyzer, results in different readings (Fig. 5.A.19b). This
is, then, a quick way to diagnose the viability of an electrolyzer from the early start
of an experiment. More resources on the interpretation and parameter settings of
EIS routines are available elsewhere.[47, 48]

Figure 5.A.19: Nyquist plots of (a) a zero-gap MEA with a functioning membrane, and (b) a zero-gap
MEA with a pierced membrane.

Double-layer Capacitance Another way to study the stability evolution in gas-
diffusion electrodes is doing a double layer capacitance. This functions as follows:
by performing cyclic voltammetries in the charging region of the catalyst at in-
creasing current densities, the capacitance effect can be mapped. This is an indi-
cation of, for example, catalyst degradation and flooding of the porous electrode.
Plotting the charging current vs. the scan-speed, one obtains a linear relation,
the slope of which is the double-layer capacitance of the electrode. These mea-
surements are best performed before and after an experiment to quickly map the
effects of the test on the electrode. The scans and linearization are depicted in
Fig. 5.A.20.
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Figure 5.A.20: (a) Scanning the charging region at increasing scan-speeds, and (b) linearization of
currents to obtain the capacitance of an electrode (the slope).
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Troubleshooting guide
After testing and operating CO2 electrolyzers for extended periods of time, certain
phenomena occur with frequency. For starters in the field, these might present
themselves as enigmas to solve. This guide is a compendium of frequently occur-
ring mishaps and their best fixes and solutions, grouped by source of observation.

Potentiostat
1. Potential

a. Values too high
i. Too many bubbles

Stagnant and large bubbles may block the ionic pathway in the cell.
Try:

• Increasing the flowrate of the electrolyte
• Increasing the pressure in the electrolyte compartment

ii. Crossover of gas to the catholyte compartment

Due to a pressure imbalance over the GDE between the gas- and liquid-
compartment, gas crosses over to the catholyte. This shields a part of
the electrode, decreasing the total active catalyst area. Try:
• Increasing the flowrate of the electrolyte
• Increasing the pressure in the electrolyte compartment

iii. Electrolyte not properly prepared

An electrolyte that is not conductive enough will result in a higher
ohmic loss over the electrolyzer, raising the potential in fixed-current
experiments. Check and make sure your calculations are correct and
the concentrations high enough.

iv. Membrane not functionalized properly

A membrane that has not been functionalized/activated properly is less
conductive and causes a higher cell potential. Check the specifications
of the manufacturer and adhere to these. If this does not help, contact
your supplier.
Some membranes are packaged between spacers. These are usually
non-conductive sheets of polyethylene. Make sure you are using the
polymeric membranes and not the spacers in your experiment. Spacers
usually feel like a foil, while (wet) membranes usually curl and stick to
themselves if out of the storing solution.

b. Values too low
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i. Short-circuit of the cell

If a short-circuit is present, the electrical circuit will possibly close be-
fore the potential of reaction is reached. Search for sources of shorting,
where anodic and cathodic half-cells come in direct electrical contact.
For membrane-electrode assemblies, this is usually a perforation in the
membrane. Make sure the clamping torque you apply when assembling
the cell is not too high and diagnose the resistance of the system using
a 2-electrode mode electrochemical impedance spectroscopy (EIS) mea-
surement. Membrane puncture can also be diagnosed by monitoring
cell potential at low reduction currents. A punctured membrane will
show extremely low cell potentials for these currents (lower than the
reaction’s thermodynamic potentials).

ii. Electrode flooded

A flooded GDE resorts to hydrogen evolution. This may affect the po-
tential values in a fixed-current experiment. Restart the experiment
with a new electrode and make sure the pressure-drop over the GDE
(between the catholyte and gas compartments) is not too big.

iii. Compliance voltage reached

Potentiostats have a maximum potential difference they can apply be-
tween the working and counter electrodes. If a high-enough current
density is reached, some potentiostats resort to balancing the applied
potential on the counter-electrode to artificially reached the demanded
current density. This is especially true for unoptimized anodic catalysts,
like plain nickel mesh.
Check your total cell potential during the experiment with an open-
circuit multimeter and compare to the specifications of the potentiostat.
A common strategy to avoid this problem is using smaller active areas
that require a lower total applied current to achieve a specific current
density.

c. Values drifting during measurement

i. Unstable Reference Electrode

Reference electrodesmay degrade over time. Some reference electrodes,
like Ag/AgCl, are not stable in alkaline conditions for long timespans.
Make sure to store the reference electrodes according tomanufacturer’s
indications. If you suspect a reference electrode (RE) has degraded,
check its potential reading against another RE under open circuit us-
ing the sense and reference connections of your potentiostat.
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ii. Electrolyte depleting or changing conductivity

Electrolytes can degrade over time, for example due to CO2 buffering
in alkaline media. To avoid this, refresh your electrolyte in time and
use an appropriate volume (e.g., for running at –200 mA cm−2 for t ∼1
h, a volume of around 100 mL of 1M KOH is recommended).
If you are unsure whether your electrolyte is stable, perform routine
pH or conductivity measurements.

iii. Catalyst deactivated

Most electrocatalysts degrade over time. While noble metals display
a long stability, some popular CO2RR catalysts like copper have very
poor stability. To avoid excessive deactivation, apply one of the follow-
ing strategies: either increase the catalyst loading on your cathode, or
decrease the maximum current density you apply.

2. Current

a. Values too noisy
i. Gas-bubbles in the catholyte compartment

Nucleation of gas products in the catholyte channel, as well as crossover
of reactant gas, interfere with the electric field on the cathode and can
shield the reference electrode intermittently. Increase the flow rate to
improve evacuation and increase the pressure on the catholyte channel
to reduce bubble size.

ii. Gas-bubbles in the anolyte compartment

Similar to the catholyte channel bubbles. In semi-MEA designs, where
the membrane is pressed on the anode but not on the cathode, this
might result in bulging. This can lead to the membrane sticking to the
cathode and altering the activity on the catalyst.
To avoid this, ensure you fill first the catholyte compartment on startup
and maintain a higher pressure on the catholyte channel than on the
anolyte.

3. Resistance

a. Reading too noisy
i. Unstable Reference Electrode

Unstable reference electrodes produce noisy and unreliable readings
during an EISmeasurement. Check your reference electrode’s potential
drifting with a second one and replace if needed.
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ii. IF in 2-electrode mode
Noisy or irregular results might indicate a rupture in the ionic pathway,
i.e., a short-circuit. Check your assembly again and make sure every
component is functioning as should. In anMEA assembly this probably
indicates a rupture in your membrane.

iii. IF in 3-electrode mode
In 3 electrode mode, noisy signals are usually due to direct contact of
the current collector with the catholyte, or insufficient contact of the
cathode with the current collector. An increased gas crossover to the
catholyte can also result in noisy signals.

b. Values too high

This means the electric circuit is posing a resistance to the transfer of ions.
This can have multiple causes. The electrolyte can possibly be depleted
or not well prepared. Contact between the cathode and its current collec-
tor or the anode and the end block might be compromised, resulting in a
higher contact resistance. Finally, the membrane might not be activated
properly. In addition to this last point: most membranes are packaged be-
tween translucid spacers. It is important to separate these from the mem-
branes before activating, as identifying them correctly afterwards can be
hard. If you have doubts whether the membrane is really a membrane or
just a plastic spacer, try to wet the membrane and see if it curls. If it does, it
is a membrane.

c. Values too low

This points to insufficient resistance to the transport of ions/electrons in
your system. Make sure your membrane is unharmed and that there’s no
electrolyte spilling/leakage through the gaskets.

Back-pressure Regulator
1. Pressure

a. Increasing values (liquid channels)

In a closed circuit where product gasses accumulate, pressure is going to
increase. For long-term experiments, allow for periodic venting of the
catholyte and the anolyte loops. Since the anolyte compartment is usu-
ally not relevant in terms of product quantification it can be left open, so
oxygen/other gaseous products don’t accumulate. Accumulation of oxy-
gen in OER configurations at high current densities can affect the phys-
ical stability of the membrane, bloating it and even ripping it. To avoid



5

192 5 A guide to assembly and operation of CO2 electrolyzers

this in long-term experiments, it is best to configure the anolyte loop in
such a way that the peristaltic pump ‘sucks’ the electrolyte through the
chamber, rather than pumping it.

The problem is altogether less impactful if the pressure of the catholyte
is raised enough, so that product gasses in this chamber evacuate to the
gas-chamber immediately.

b. Increasing values (gas channel)

For gas channels, increasing pressure values usually point to an obstruc-
tion in the pathway of the gas. In CO2 electrolyzers this is most com-
monly salt precipitation. In MEAs, salt is going to quickly accumulate
between the cathode and the flow-field of the cathodic current collector.
Flow cell electrolyzers generally do not suffer from such large and rapid
salt accumulations.

Salt may also deposit downstream in the piping of the gas-stream leading
to the BPR or the GC. While it is usually possible to detect salt visually,
accumulation inside the devices might need bypassing them to assess
the pressure drop the gas-flow experiences. If this is large, the device has
probably accumulated too much salt and needs rinsing.

In case a device needs rinsing, follow manufacturer instructions or con-
tact the reseller for indications. Cabling can readily be cleaned withMilli-
Q-water and left overnight to dry.

c. Variable readings

Fluctuating readings in the liquid loops indicate that gas crossover or
severe H2-production is taking place. As the masses of gas move past
the pressure controller, the device struggles with the mass of the passing
fluids.

In case of the gas channel, a fluctuation in readings might point to a
leakage in the electrolyzer. To fix this, please read the recommendations
under the next point.

d. Values do not reach set-point

If pressure values are not able to reach the set-point, the first possible
cause is your set-point is out of reach for your pressure controller. If this
is not the case, your set-up probably leaks.
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Liquid leaks are readily found. If that is not the case, consider running
water with a dye in both loops. This will however mean you have to
terminate the experiment.

Gas leaks can be detected using soapy water. When applied to the pos-
sible site of leakage, the gas escaping will form bubbles that indicate the
locations. If this does not yield results, immerse the electrolyzer in a
Milli-Q bath and locate the origin point of gas bubbles escaping from the
system (WARNING: disconnect your electrolyzer from the potentiostat
before performing this operation).

2. Flow measurement

a. Reading differs from set-point

In this case, gas is probably leaking. This might be a leak from the setup
to open air, on the one hand, or within the system, on the other. In case
of the first, check all the tubing and the electrolyzer with soapy water.
The gas leakage will form bubbles indicating the site of the leak. In case
of the second, gas is flowing from the gas chamber to the catholyte due to
a pressure imbalance. Correct the pressures and check the total gas flow.
This leakage might be due to electrode porosity or incorrect assembly
of the system. If the latter is the case, disassemble the electrolyzer and
locate the fault.

b. No flow

In case of a reading of 0 sccm, the gas is probably not entering the elec-
trolyzer due to a leak upstream. Make sure all tubes are connected and
the CO2 bottle is not empty.

c. Noisy signal

In case of a periodic signal, check the frequency of the signal and look
for correlations for bubble movement along the outlet tubing. Also, peri-
staltic pumps may wear down the rollers and/or the tubing due to mis-
alignment or external damage, which may need inspection.

In case of a non-periodic signal, check for gas breakthrough, electrode
flooding and electrode salting, all of which require disassembling of the
electrolyzer for inspection.
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Gas Chromatograph
1. Disturbances to signal

a. No signal detected

If the acquired signal shows no peaks of produced gas but the potentio-
stat reads normal figures, the gas products might not be reaching the
GC. Make sure the pressure on your gas stream is higher than the back-
pressure (intrinsic pressure) of the GC inlet system. This can be checked
by circulating inert gas and checking the pressure reading on your BPR
without any regulation.
Remember that a certain saturation time in the injection chamber of the
GC is needed before the actual concentrations are read. For our system
saturation time is between 5 and 10 minutes, for example.

b. Baseline of peaks shifting

The accumulation of certain species (e.g., H2O andCO2) in the columns of
the GC can result in the shifting of the baseline. This can interfere with
the concentration calculation. To prevent this, allow your GC enough
time between injections and, if possible, program a back-flush procedure.[49]
Our system presents very little baseline shifting starting at 5 minutes be-
tween injections.

c. CO peak’s retention time decreases

Progressive binding of a chemical to the column can decrease its reten-
tion time. This is the case for CO, whose peak gradually ‘drifts’ to lower
retention times. In the TCD column this can lead to overlap with other
peaks, like methane and oxygen.
The way to avoid this is to regularly ‘bake out’ columns before calibra-
tion. This procedure involves raising the column oven’s temperature high
enough that fouling species are baked out, while the venting valve is
open. Normally, a bake out of 72h (over the weekend) before calibration
is enough to bring back retention times to their usual figures.

d. Unknown peak appears

The appearance of an unknown peak can be the consequence of two rea-
sons: firstly, the production of a species that the GC was not calibrated
for. If you have a suspicion of which species this could be, calibrate your
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device (this can also be after an experiment) to a standard concentration
of this species and calculate its concentration.
Secondly, a too short injection time. If the residence time of a species is
longer than the total time of the injection you allow, it will show up in
consecutive scans, as it will leave the column system towards the sensor
after the secondmeasurement has started. To avoid this: allow long injec-
tion times during your calibration so you are certain all gaseous species
get separated and no cross-contamination of samples arises.

2. Quanitfication

a. Unexpected high concentration

In an automated reporting method, unrealistic high concentrations can
be reported occasionally. This is almost exclusively due to peak integra-
tion errors due to a shifting baseline (in the TCD channels). Adjust the
baseline for each peak manually to correct these integrations.

b. Missing faradaic efficiency

If after integration of the peaks and concentration calculation your prod-
ucts don’t add up to 100%, first revise your volumetric flow used in the
calculation. This needs to be corrected to the real flow to present real
values (see Figure 5.2). If you are still missing products, consider the
possibility of a liquid product being formed. Collect liquid samples and
analyze these using HPLC or NMR (see the equipment guide for more
information).

Electrolyzer
1. Leakage of fluids

a. Leakage of liquid electrolyte

Leakage of liquid electrolyte, either from the catholyte or the anolyte
compartment, might be due to several reasons. The most likely of these
occurs during assembly: if the gaskets are still wet, these droplets will
open leakage ‘pathways’ upon compressing the cell together (remember
liquids are almost incompressible, contrary to the gaskets).
Other causes might be, for example, a sudden pressure increase in the
electrolyzer. In this case, check your tubing for obstructions or the elec-
trolyzer itself for accumulation of salts.
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Fittings might be a source of leakage if they do not seal properly. Place a
slim Teflon tape on your NPT screws and cut Viton (or rubber) sealings
for M5 screws (these compress with a ferrule very easily).

b. Leakage of gas

Check the ‘values not reaching set point’ under the BPR guide. Identify
the leakage and replace componentswhere needed. In case ofMEAusage,
make sure there is no hole in the membrane through which the gas at
overpressure could penetrate.

2. Corrosion and material stability

a. Corrosion of end-block

Although end-blocks are usually manufactured using corrosion resistant
materials (titanium for the anode and stainless steel for the cathode), ex-
perimenting with product conditions might expose them to voltages out-
side their stability windows. A common issue is the oxidation of the
titanium end-block after being exposed to spike currents. A strategy to
avoid affecting the conductivity of your anode is to plate the flow-field
with a conductive, corrosion-resistant material (i.e., gold or platinum) us-
ing physical deposition or electroplating methods.[50]

b. Corrosion of current-collector

If the current collector in a flow-cell setup shows signs of discoloration
or staining after disassembling the cell, it has most probably been in con-
tact with the electrolyte. This means it has probably interfered with the
reaction studied. Engineer your systems in such a way that electrolyte is
properly sealed. For our flow-cell, for example, a strip of 1 mm of silicone
between the electrolyte gap and the current collector is enough to seal
the cathode after assembly.

c. Anode stability

When using common materials for the anode, like nickel foam, corro-
sion might occur when applying extreme anodic voltages. This is visible
on the anode in the form of black corrosive stains. Nickel is, however,
reusable after this phenomenon. Storage overnight in a highly alkaline
solution (e.g. 1M KOH) should reduce staining. This process can be ac-
celerated with heating.
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6
REFLECTION & OUTLOOK

“A poc a poc i bona lletra.”

— Catalan proverb
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T his dissertation started by highlighting the rationale behind CO2 electrolysis
and its main shortcomings: i) poor utilization and loss of CO2 at the electrode,

ii) salt precipitation, and iii) flooding of the porous medium that supports the cath-
ode. While work presented in this document does not provide an immediate relief
to these issues, it presents a novel perspective and methodology to study spatial
effects in CO2 electrolyzers. Advancing our understanding of spatial differences
in CO2RR is a crucial step in scaling up the systems we design towards an indus-
trial scale. Of all spatial variable metrics, electrochemical activity has long been
overlooked and assumed to be evenly distributed across the small, lab-scale de-
vices most often reported. Within this thesis we show that even in small systems
an assumption of spatial uniformity is invalid. Thus, while assessing reproducibil-
ity and consistency over a surface is a focus generally observed at later stages of
development when a technology is targeted for scale-up and long-term usage, we
demonstrate that this timeline needs accelerating. In this lies the first realization:
CO2RR is reaching maturity and feasibility at a rapid pace, making development
and marketization of this technology in the next 20 years more a reality than a
dream.

In our approach towards a better understanding of the spatial metrics, we cou-
pled the generation of heat at the backbone of a gas diffusion layer to the local
activity at the catalyst interface. To do so, we engineered a proprietary cell design
with an infrared transparent window that allowed recording using an infrared
camera. The beauty of this solution is that it provides an intuitive insight of lo-
cal activity, which allows to monitor its distribution and evolution in real time.
While the solution presented in this work employs a high-resolution, high frame-
rate camera that might not be accessible to a wide audience, usage of lower quality
sensors (with the caveat of poorer resolution) is still possible. This makes the so-
lution fit for quick diagnostic tests of lab-scale and large-scale electrolyzers.

Utilizing this platform has provided us with many a novel insight, that directly
challenges assumptions long upheld in the CO2RR field. As a first example, the
probed local temperatures at the backbone of the GDL are of the order of >10 K
higher than the assumed room temperatures when operating at industrially rel-
evant current conditions. This observation has consequences on multiple levels:
the local heating increase could directly impact kinetics of the reaction on a no-
ticeable level, challenging all modeling and simulation work performed to date.
On a system engineering level, design of CO2 electrolyzers should take extensive
temperature-control solutions to operate in a stack configuration. A second chal-
lenged assumption is the influence of flow regimes on activity distribution in the
electrolyzers: even at ∼2 cm2 electrodes, entrance effects result in accumulation
zones. These observations result in the need to adapt lab-scale systems to ensure
homogeneity over the surface, and the accounting for interface temperatures in
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simulations exercises.
Our technique turned out to be a reliable way to detect the current density

distribution. While most GDL used in literature are conductive, ePTFE ones are
not. The field employed these layers in the assumption that the catalyst layer was
conductive enough, whereas our detection system showed serious conductivity
deficiencies for thin catalyst layers. What also merits notice is the influence the
local current density can have on locally dissolved CO2: using our thermographs
and a reaction-diffusion model we showed a variance of up to 2x in the concen-
tration of CO2, which can have a great influence in the selectivity of catalysts, as
it alters local conditions noticeably. In designing a solution to this problem, we
turned to the field of photovoltaics, applying a busbar electrode that acted as a
highway for electrons to spread more evenly over the catalyst. In this lies another
insight: innovating in the field of CO2RR will often require shifting focus from
traditional sources of inspiration, like fuel cells and water electrolyzers, to new
areas as complexities in our systems are simply not foreseen in traditional focus
areas.

While other unwanted side-effects in CO2 electrolysis were not a direct focus
of works presented in this dissertation, IR thermography still holds promise in de-
livering quantifiable insights results regarding, for example, flooding of cathodes
and salt formation at the GDL backbone. As these phenomena result in observ-
able accumulation of elements with different emissivities, they result in observ-
able artifacts in recorded thermographs. The real-time measurement nature of
our architecture allows then for a coupling of these developments to electrochem-
ical (potential and current density) and physical (pressures of electrolyte and gas-
streams and their flow-rates) magnitudes. With this, it is foreseeable that further
knowledge can be gained in the realms of operation and control of CO2 electrolyz-
ers, which for now are a blind-spot in literature. Furthermore, IR thermography
seems a scalable option for quick diagnostic testing in manufacture of industrial
scale electrodes, be it for CO2RR or other electrocatalytic applications.

With the assembly and operation guide, we aimed to provide a solid, attainable
basis of what we believe is essential to ensure reproducibility and comparability
in our field. When testing systems on a lab-scale, thorough accounting of relevant
metrics is crucial for honest reporting of results. A robust cell architecture needs
to be combined with proper flow regulation and stabilization, together with in-line
analysis systems to scope the selectivity of the catalyst in operando. The attrac-
tiveness and pull-factor the CO2RR field has on scientists (mainly due to funding
reasons) results in an ever-growing number of publications, most of which are
unclear in setup and analysis techniques. With it, a beginning researcher has a
thorough overview on what he needs and how data is collected.

The nature of this publication is at the same time the evidence of its greatest
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shortcoming in current dissemination platforms. In a rapidly evolving field, novel
insights should be incorporated as soon as possible to the praxis of as many reports
as possible. Producing such guide articles every other year seems a solution with
low durability. Instead, a platform of knowledge exchange, rapidly accessible to
many at low (or no) cost seems desirable. While intelligent use of social media and
outreach through conferences and workshops are a valid (and effective) option,
these require a considerable amount of dedication, that mounts on the already
extensive list of responsibilities of a researcher in the current funding system.

Outlook of CO2 electrolysis
The cliché of any outlook section in low technology-readiness level dissertations is
a statement along the lines of ‘looking forward to the upscaling and industrializa-
tion of said technology in coming years, hopefully sooner than later.’ The reality
of CO2 electrolysis is, nevertheless, that we are witnessing these developments in
real-time, which stems positively in regards of real-world impact of this technique.

Some major hurdles need to be overcome, however. Realizing a meter-scale
electrolyzer seems easy, especially considering advances booked in adjacent fields
like fuel cells and electrolyzers. The reality is stubborn, nonetheless, and any initia-
tive that aims at these scales must implement some kind of mitigation solution to
the inherent shortcomings of CO2RR systems. While we scientists tend to search
for ‘beautiful’ solutions that circumvent a problem altogether, we might have to
settle on ‘engineering’ solutions for the time being (and possibly forever). An ex-
ample of this kind of solutions is the on and off cycling of a CO2 electrolyzer to
avoid salt accumulation at the cathode. While this results in a loss of operational
time, it is an effective manner of combatting physical degradation of our systems.
Again, not beautiful, but effective.

Another major focal point involves the usage of earth-abundant materials.
CO2RR technologies will probably suffer the ever-increasing prices of highly ac-
tive but scarce materials like iridium. Designing systems that shift from these
materials towards more commonly occurring ones holds promise in keeping the
capital investment needed for deployment of this technology within reasonable
bounds. Many of these solutions will probably result in slightly higher operational
expenses, in the form of higher voltage, for example, but these can be compensated
by the ever-decreasing prices of renewable electricity sources.

The shift to bigger scales imposes a set of constraints difficult to test in labs.
An example of such is the stability of the catalyst on our electrodes. Our field has
yet to wade into defining standardized degradation testing routines, and that is
probably a focus to turn to after we have addressed inherent stability of somemetal
catalysts. In this regard, the next big challenge to tackle is the erratic behavior of
copper under cathodic conditions. Maintaining the selectivity towards high-value
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hydrocarbons like ethylene is key in guaranteeing integration of CO2 electrolyzers
in the massive carbon value-chain that drives our economy. Whoever succeeds in
stabilizing copper for 20,000 hours at commercially relevant current densities will
be sitting on a gold mine.

Operation of stacked electrolyzers opens a broad horizon of process conditions
that the field has not yet anticipated. The increased temperature, and more impor-
tantly, its uneven distribution in the stack might hamper efficiency and lifetime
of these devices. Disparity of CO2 utilization might shift selectivities of catalysts,
and disparate humidity might affect the stability of membranes. These effects,
however, are sadly of little interest for the field as of now. A shift in focus towards
these gaps is of utmost importance if we aspire to see CO2 electrolysis as a viable
alternative to the usage of fossil fuels.
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SUMMARY

T he shift towards a carbon-neutral economy represents a considerable chal-
lenge in the search of sustainable carbon-sources. The electrolysis of CO2

presents an attractive, direct pathway to produce sustainable fuels using only CO2,
water, and electricity. The rapid shift towards high reaction rates and industrially
relevant process conditions in just a few short years has opened new research di-
rections towards understanding the intricacy of the complex interfaces involved
in this reaction. The two key enabling technologies: gas-diffusion electrodes and
membrane electrode assemblies, have greatly increased efficiency metrics of CO2
electrolyzers, but many questions on the homogeneity and activity of these elec-
trodes remain unanswered.

In the early resurgence of CO2 electrolysis as a research field in the early 2010’s,
most developments involved intense catalyst studies, but treated the electrolyzers
themselves as black boxes. Synthesis of these catalysts was coupled to device-
averaged metrics like faradaic efficiency, with no further insight in spatial effects.
While, recently, this spatially uneven distribution has gained more attention, de-
vices to properly scope inequalities inside an electrolyzer are still scarce and dif-
ficult to operate. A joint effort of modelling and experimental testing of varying
conditions are key to furthering understanding of CO2 electrolyzers.

Within this thesis it is emphasized that in scaling up an electrolyzer, the distri-
bution of current across the electrode is of utmost importance to guarantee compa-
rable reaction conditions over the entire device. Realizing that cathodic electroly-
sis reactions inevitably result in a development of heat, we engineered an infrared
thermography system tomonitor the temperature of the backbone of gas-diffusion
electrodes. The heat conductivity and thinness of these electrodes allowed for a
thermographic image of the back-side to be translated to an activity map at the
catalyst’s side. Using this system on a small-scale three chamber electrolyzer, we
demonstrate its working principle and possible applications as detection method
for catalyst layer defects, catalyst activity and the influence of flow-patterns.

The regular flooding of carbonous gas-diffusion electrodes has pushed the CO2-
RR field towards using super-hydrophobic expanded polytetrafluoroethylene (ePT-
FE) electrodes. The main difference of these electrodes with their carbonous coun-
terparts is, besides their improved hydrophobicity, the non-conductive character
of their backbone. Using infrared thermography, we demonstrate the limits this
imposes on catalyst layers, where thin layers display a massively uneven current
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distribution. Inspired by the design of photovoltaic panels, we design an improved
front-contact current collector that improves activity distribution and stability of
the catalyst.

Finally, we compiled the know-how developed in our lab in the last 4 years.
Operation of high current-density systems using gas-diffusion electrodes requires
pressure and flow control over the chambers of the electrolyzer. Accounting for
products using their real rates is of key importance to reliably report the perfor-
mance of a catalyst. With the work presented, we aim to enable novel researchers’
quick entrance in the field, overcoming common barriers like delving in support-
ing information and appendices of highly cited publications.
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D e transitie naar een koolstof-neutrale economie is een aanzienlijke uitdaging
in de zoektocht naar duurzame koolstofbronnen. De elektrolyse van CO2 doet

zich voor als een aantrekkelijk pad om duurzame brandstoffen te produceren uit
CO2, water en stroom. In de afgelopen jaren is de aandacht in dit veld verschoven
naar hoge reactiesnelheden en industrieel-relevante procesomstandigheden. Dit
heeft geleid tot nieuwe onderzoeksrichtingen die zich richten op een beter begrip
van de complexiteit in faseovergangen die in zo’n systeem voorkomen. Het ge-
bruik van zogenoemde gasdiffusie elektrodes en membraan-elektrode assemblies
heeft de efficiëntie van CO2 elektrolysecellen enorm vooruitgeholpen, maar er zijn
nog veel vragen te beantwoorden over de homogeniteit van condities rondom deze
elektrodes.

De initiële focus van dit studieveld rond 2010 richtte zich op de ontwikkeling
en studie van katalysatoren alsof het zwarte dozen betrof. De effectiviteit van deze
katalysatoren werd daardoor gekoppeld aan apparaat-gemiddelde grootheden, zo-
als faradaïsche efficiëntie, met verder geen enkel ruimtelijk inzicht. Ondanks de
stijging in aandacht voor ruimtelijk inzicht, zijn apparaten die inhomogeniteiten
in een elektrolysecel kunnen vaststellen schaars en complex in het gebruik. Een
gecombineerde aanpak hiervan, door middel van modelleren en experimenten, is
cruciaal om het begrip over CO2 elektrolysecellen te vergroten.

Deze dissertatie legt de nadruk op de observatie dat, bij het opschalen van elek-
trolysecellen, de verdeling van stroomsterkte over het oppervlak van de elektrode
van groot belang is om de vergelijkbaarheid van procescondities te garanderen.
Toen we ons realiseerden dat een kathodische elektrochemische reactie een inhe-
rente warmteontwikkeling met zich meebrengt, ontwikkelden we een infrarood
thermografisch systeem omde temperatuur van de achterkant van gasdiffusie elek-
trodes te volgen. De warmtegeleiding en beperkte dikte van deze elektrodes maakt
het mogelijk om deze temperaturen te vertalen naar elektrochemische activiteit
aan de kant van de katalysator. Gebruikmakend van een kleine-schaal elektroly-
secel met drie compartimenten, demonstreren we de kracht van dit systeem bij
de detectie van defecten op de katalysator laag, de detectie van activiteit en de
effecten van stromingspatronen.

Het regelmatig overstromen van koolstof-gebaseerde elektrodes heeft het stu-
dieveld aangedreven om super-hydrofobische polytetrafluoroethyleen (ePTFE) te
gebruiken. Het voornaamste verschil tussen deze elektrodes en koolstof-gebaseerde
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opties is, naast het afstoten van water, het isolerend karakter van dit alterna-
tief. Door middel van ons infrarood thermografisch systeem laten we zien wat
de invloed is van de dikte van de katalysator-laag op de stroomverdeling, die ex-
treem inhomogeen blijkt te zijn bij heel dunne lagen. Geïnspireerd door de manier
waarop de elektrische spanning verdeeld wordt in fotovoltaïsche panelen, ontwer-
pen en demonstreren we een verbeterde frontale stroom-collector die de activiteit-
verdeling verbetert en de stabiliteit van de katalysator verlengt.

Tenslotte bundelden we de kennis die ons lab ontwikkeld heeft in de afgelo-
pen 4 jaar. Gebruik van hoge stroomdichtheid-systemen met gasdiffusie elektro-
des vereist controle over druk en stroomsnelheid over alle compartimenten van
de elektrolysecel. Rekenen aan de snelheid van productvorming vereist tevens
geïntegreerde analysesystemen. Met dit werk proberen we een snelle introductie
te geven aan beginnende onderzoekers door barrières, zoals het doorspitten van
appendices in vaak geciteerde artikelen, weg te nemen.
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