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Abstract: For manoeuvring surface target tracking in the presence of glint noise, Huber-
based Kalman filters have been widely regarded as effective. However, when the proportion
of outlier measurements is high, their numerical stability and estimation accuracy can
deteriorate significantly. To address this issue, we propose a Robust Cubature Kalman
Filter with the Current Statistical (RCKF_CS) model. Inspired by the Huber equivalent
weight function, an adaptive factor incorporating a penalty strategy based on a smoothing
approximation function is introduced to suppress the adverse effects of glint noise. The
proposed method is then integrated into the Cubature Kalman Filter framework combined
with the Current Statistical model. Unlike conventional Huber-based approaches, which
process measurement residuals independently in each dimension, the proposed method
evaluates the residuals jointly to improve robustness. Numerical stability analysis and
extensive simulation experiments confirm that the proposed RCKF_CS achieves improved
numerical robustness and filtering performance, even under strong glint noise conditions.
Compared with existing Huber-based filters, the proposed method enhances filtering
performance by 2.66% to 10.18% in manoeuvring surface target tracking tasks affected by
glint noise.

Keywords: manoeuvring surface target; current statistical model; robust cubature Kalman
filter; glint noise

1. Introduction
1.1. Research Background

In recent years, the increasing deployment of marine radar systems for ship navigation,
port surveillance, and maritime safety has made the robust tracking of manoeuvring
surface targets an essential capability. With the growing number of surface vehicles and
the rising complexity of navigation environments, vessels are required to maintain high
manoeuvrability to cope with various dynamic and uncertain conditions [1]. Marine
radar technology plays a vital role in ensuring navigational safety by supporting real-time
monitoring, collision avoidance, and search-and-rescue operations [2–6].
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To meet these demands, signal processing techniques such as the Kalman filter [7]
are widely adopted for target tracking. However, tracking performance can deteriorate
significantly when the targets exhibit complex manoeuvres or the measurement is affected
by glint noise, which introduces non-Gaussian characteristics into the radar signal and
violates the assumptions of conventional filters.

1.2. Related Research

The Kalman filter, as the minimum-mean-square-error optimal linear estimator, is
widely used in target tracking. Early works such as Singer and Stein proposed a linear
Kalman filter for radar applications [8], with subsequent improvements like the Con-
verted Measurement Kalman Filter (CMKF) designed to reduce coordinate transforma-
tion errors [9]. However, the CMKF shows poor convergence in manoeuvring scenarios,
prompting the development of nonlinear alternatives including the Extended Kalman Filter
(EKF) [10], Unscented Kalman Filter (UKF) [11], and Cubature Kalman Filter (CKF) [12].
Although EKF is widely adopted [13], it suffers from linearisation errors due to Jacobian
computation. UKF improves upon EKF but is prone to filter collapse in high-dimensional
systems [14]. In contrast, the CKF provides superior accuracy and numerical stability.
Recent studies have further explored robust and adaptive variants of these filters to address
dynamic tracking challenges [15,16].

The motion model of a manoeuvring target significantly affects filtering accuracy.
Models such as the Singer model [8], the Jerk model [17], the Interacting Multiple Model
(IMM) [18,19], and the Current Statistical (CS) model [20] have been developed to better
capture target dynamics. The Singer model assumes zero-mean acceleration with uniform
distribution, which may not align with real-world conditions. The Jerk model accounts for
acceleration derivatives, improving tracking for highly manoeuvring targets at the cost
of increased computational load. The IMM requires frequent updates to model transition
probabilities and multiple sub-filters, further increasing complexity. In contrast, the CS
model introduces a modified Rayleigh distribution to model acceleration changes, achieving
a good balance between performance and computational efficiency. Recently, Yang et al. [21]
proposed an improved multi-target tracking algorithm, termed Q-IMM-MHT. This method
integrates Multiple Hypothesis Tracking (MHT) with IMM and introduces a Q-learning-
based adaptive model switching strategy to dynamically adjust model selection in response
to variations in the target’s motion patterns.

Nevertheless, these filters perform well only under Gaussian noise assumptions. In
real radar tracking environments, signal reflections vary significantly due to random
fluctuations in radar scattering intensity and phase across different parts of the target. As
a result, the measurement noise becomes non-Gaussian, a phenomenon known as glint
noise [22]. Glint noise is typically modelled using a mixture of Gaussian distributions
as in [23–25], or a Gaussian–Laplacian mixture with zero mean as in [26]. Under such
conditions, the performance of conventional filters is severely degraded.

To address this degradation, Zhou and Frank [27] proposed the Strong Tracking
Filter (STF), which dynamically adjusts the error covariance matrix using residual-based
attenuation factors. STF has been successfully applied in various filters [28,29], but it
lacks robustness to outliers. In contrast, Huber’s robust estimation theory [30] effectively
mitigates the impact of glint noise. Huber-based approaches leverage a piecewise loss
function, combining the robustness of the least absolute deviation with the differentiability
of least squares, yielding stable robust estimates. Charles et al. [31] introduced the Huber
equivalent weight function into the Kalman filter framework, which was later extended to
several nonlinear filters.
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For example, Zhao et al. [32] developed a robust EKF based on the Huber function.
Wang et al. [33] applied a Huber-based UKF to visual relative positioning. Yin et al. [34]
proposed a derivative Unscented Kalman Filter, and Qiu and Guo [35] incorporated the
Huber-based strategy into a strong tracking CKF to enhance robustness. Yu et al. [36]
investigated the problems of robust adaptive Kalman filtering and smoothing for linear
state-space models affected by heavy-tailed multiplicative measurement noise and additive
process and measurement noises.

Although the above Huber-based filters exhibit promising performance, several key
limitations remain: (1) these filters evaluate measurement residuals independently in each
dimension, which can compromise numerical stability in multidimensional systems such
as marine radar; and (2) for manoeuvring targets under glint noise, measurement residual
variations are caused not only by outliers but also by rapid changes in target dynamics. In
such cases, relying solely on fixed residual-based detection may misinterpret target motion
as noise. Therefore, replacing the fixed-form Huber function with a more flexible adaptive
strategy is desirable.

1.3. Contribution of This Work

In this study, a robust filtering approach is proposed to enhance tracking performance
and numerical stability in multidimensional measurement systems such as marine radar,
particularly under glint noise conditions. An adaptive factor based on a smooth approx-
imation function [37] is introduced into the CKF with the CS model, yielding the robust
CKF_CS. This design enhances the filter’s resilience to non-Gaussian measurement noise.
Condition number analysis demonstrates that RCKF_CS offers superior numerical stability
compared to Huber-based Kalman filters.

Extensive Monte Carlo simulations are conducted to compare the performance
of RCKF_CS against CKF_CS, STCKF_CS, HCMKF_CS, HEKF_CS, HCKF_CS, and
STHCKF_CS. The results indicate that RCKF_CS consistently achieves higher tracking
accuracy for manoeuvring targets in the presence of glint noise.

1.4. Organisation

The remainder of this paper is organised as follows: The calculation process of the
CS model and the CKF is reviewed in Section 2. The generation mechanism of glint noise
and the analysis of the HCKF_CS are briefly explained in Section 3. The derivation of
the RCKF_CS is presented in Section 4. The numerical stability analysis is presented in
Section 5. The simulation experiment and result analysis are presented in Section 6. The
conclusions are summarised in Section 7.

2. CKF_CS
2.1. CS Model

In the CS model, the motion equation and measurement equation are described
as follows:

xk+1 = Fkxk + Ukak + ωk (1)

zk+1 = h(xk+1) + νk+1 (2)

where xk+1 =
[

xk+1
.
xk+1

..
xk+1

]T
, xk+1,

.
xk+1 and

..
xk+1 are the position, velocity, and

acceleration of the target, respectively. zk+1 is the measurement vector. ak is the current
acceleration mean. Process noise ωk follows a Gaussian distribution, and its covariance
is Qk. Measurement noise νk+1 also follows a Gaussian distribution, and its covariance is
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Rk+1. h(·) is the nonlinear mapping function. Fk and Uk are the state transition matrix and
input control matrix, respectively. Fk, Uk, and Qk are described as follows:

Fk =


1 T −1+αT+e−αT

α2

0 1 1−e−αT

α

0 0 e−αT

 (3)

Uk =


1
α

(
−T + αT2

2 + 1−e−αT

α

)
T − 1−e−αT

α

1 − e−αT

 (4)

Qk = E
[
ωkωT

k

]
= 2ασ2

αq (5)

where α is the manoeuvring frequency, T is the sampling interval, q is a constant matrix,
and its expression can be found in [38].

Considering physical limitations, if a target is manoeuvring with a certain acceleration
at present, then the region of acceleration in the next moment is limited and is around the
“current” acceleration. Hence, it is supposed that the acceleration ak follows a modified
Rayleigh distribution Pr(ak) as follows:

Pr(ak) =
αmax − ak

µ2 exp

[
− (αmax − ak)

2

2µ2

]
, 0 ≤ ak ≤ αmax (6)

where αmax is the maximum value of the acceleration, and σ2
α is the acceleration variance,

which can be obtained as follows:

σ2
α =

4 − π

π
(αmax − ak)

2 (7)

The CS model actually reflects the changes in the range and intensity of the ma-
noeuvring target, so the filters using the CS model can provide good performance for
manoeuvring target tracking.

2.2. CKF

The CKF can approximate the high-dimensional integral based on the spherical radial
volume criterion, and its filtering process is described in Equations (8)–(22). Moreover, the
notation k/k refers to the a posteriori estimate at time step k, while k + 1/k denotes the
one-step prediction for time k + 1 based on data available up to time k.

(1) Time update process

ηj =
√

n
[
In −In

]
j

(8)

where In is the identity matrix, and [ · ]j represents the j-th column of the matrix, where
j = 1, 2, . . . , 2n.

Pk/k = Sk/kST
k/k (9)

χj,k/k = Sk/kηj + x̂k/k (10)

χj,k+1/k = Fχj,k/k (11)
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x̂k+1/k =
2n

∑
j=1

wjχj,k+1/k (12)

Pk+1/k =
2n

∑
i=1

wjχj,k+1/kχT
j,k+1/k − x̂k+1/kx̂T

k+1/k + Qk (13)

where the weight of each measurement point in the CKF is equal, and wj = 1/2n,
j = 1, 2, . . . , 2n. Considering the CS model described in Section 2.1, Qk can be calculated by
Equations (5) and (7).

(2) Measurement update process

Pk+1/k = Sk+1/kST
k+1/k (14)

χ∗
j,k+1/k = Sk+1/kηj + x̂k+1/k (15)

Zj,k+1/k = h
(

χ∗
j,k+1/k

)
(16)

ẑk+1/k =
2n

∑
j=1

wjZj,k+1/k (17)

Pxz,k+1/k =
2n

∑
j=1

wj

[
χj,k+1/k − x̂k+1/k

][
Zj,k+1/k − ẑk+1/k

]T
(18)

Pzz,k+1/k =
2n

∑
j=1

wjZj,k+1/kZT
j,k+1/k − ẑk+1/kẑT

k+1/k + Rk+1 (19)

Then, the filtering gain, state estimation, and covariance matrix are obtained as follows:

Kk+1 = Pxz,k+1/kP−1
zz,k+1/k (20)

x̂k+1/k+1 = x̂k+1/k + Kk+1[Zk+1 − ẑk+1/k] (21)

Pk+1/k+1 = Pk+1/k − Kk+1Pzz,k+1/kKT
k+1 (22)

3. HCKF_CS
It is well known that the Cubature Kalman Filter demonstrates excellent filtering per-

formance when the measurement noise strictly follows a Gaussian distribution. However,
its performance is significantly degraded when the noise deviates from this assumption.
In real-world scenarios, due to the random variation in radar scattering intensity and
phase across different parts of a target, the reflected radar signals often exhibit substantial
fluctuations. As a result, the associated measurement noise deviates from the Gaussian
model and exhibits non-Gaussian characteristics, typically referred to as glint noise.

To simulate glint noise, a Gaussian mixture distribution or a combination of Gaus-
sian and Laplacian distributions is commonly employed, which can be mathematically
expressed as follows:

Gglint = (1 − ε)F1,N + εF2,N (23)

where F1,N is the main distribution of glint noise and follows a Gaussian distribution, F2,N

is the pollution distribution of glint noise and follows a Gaussian distribution or Laplacian
distribution with a large variance. The pollution rate of glint noise is ε ∈ [0 ∼ 1].

When the pollution rate of glint noise increases, the performance of CKF_CS deteri-
orates significantly. In contrast, the HCKF_CS can effectively address this problem. The
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main difference between the HCKF_CS and CKF_CS is that the covariance matrix of the
measurement error is reconstructed as follows:

RHCKF_CS
k+1 = R1/2

k+1ψ−1
k+1RT/2

k+1 (24)

where ψ = diag{ψ1, ψ2, . . . , ψm} is the robustness factor, and the equivalent weight function
is calculated as follows:

ψi =

{
1 , |ζi| ≤ β

β
|ζi |

, |ζi| > β
(25)

where ψi is the equivalent weight function. ζi is the i-th dimension of the weighted residual
vector (R−1/2

k+1 [Zk+1 − h(x̂k+1)]). β is a threshold and is generally set to 1.345 [39]. Therefore,
it can be concluded that the HCKF_CS handles each dimension of the weighted residual
vector separately.

4. RCKF_CS with an Adaptive Factor
The variables and their corresponding symbols used in this section are shown

in Table 1.

Table 1. Notations and definitions of variables in Section 4.

Symbol Definition Symbol Definition

δxk/k−1
The error between the extrapolated estimate

value of the state and the true value λk
Adaptive factor for

residual suppression

vk Measurement noise (also used as residual) γ Threshold in penalty strategy

εk Composite error vector τ
Slope control parameter in

exponential penalty

ξk Normalised error vector η
Upper bound in
penalty function

Sk Covariance matrix Rk
Measurement noise
covariance matrix

J(Xk) The loss function at moment k Pk
A posteriori state
covariance matrix

ρ(·) Penalty function (piecewise-defined
smooth approximation) x̂k

Estimated state
after correction

ϕk Quadratic term in loss function Kk Kalman gain

Inspired by a smoothing approximation function proposed by [37], fµ(x) =
√

x2 + µ2

(where µ is a small positive constant approaching zero), an adaptive factor combined with
a penalty strategy is introduced to mitigate the adverse effects of glint noise.

The nonlinear model is assumed as follows:[
zk

x̂k/k−1

]
=

[
h(xk)

xk

]
+

[
vk

δxk/k−1

]
(26)

where δxk/k−1 is the error between the extrapolated estimated value of the state and the
true value. Its equation is described as follows:

δxk/k−1 = x̂k/k−1 − xk (27)
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Let ε =

[
vk

δxk/k−1

]
; then,

E(εkεT
k ) =

[
Rk 0m×n

0n×m Pk/k−1

]
(28)

Let Sk = E
(
εkεT

k
)
; multiplying both sides of Equation (26) by S−0.5

k and defining the
second term on the right side as ξk, the following are obtained:

ξk =

[
Rk 0m×n

0n×m Pk/k−1

]−0.5[
vk

δxk/k−1

]
= S−0.5

k

[
vk

δxk/k−1

]
(29)

and
E
(

ξkξT
k

)
= I(m+n)+(m+n) (30)

The loss function at moment k is defined as follows:

J(Xk) = ρ(ξk) (31)

where ρ(ξk) is represented as

ρ(ξk) =


1
2 ξT

k ξk,
√

ξT
k ξk + µ2 < γ√

ξT
k ξk + µ2,

√
ξT

k ξk + µ2 ≥ γ
(32)

Let ϕk =
√

ξT
k ξk + µ2; Equation (32) is simplified as follows:

ρ(ξk) =

{
ϕ2

k−µ2

2 , ϕk < γ

ϕk, ϕk ≥ γ
(33)

If Equation (29) is substituted into ϕk, then ϕk is reconstructed as follows:

ϕk =
√

ξT
k ξk + µ2 =

√√√√(S−0.5
k

[
vk

δxk/k−1

])T(
S−0.5

k

[
vk

δxk/k−1

])
+ µ2

=

√√√√[ vk

δxk/k−1

]T(
S−0.5

k

)T
S−0.5

k

[
vk

δxk/k−1

]
+ µ2

(34)

That is,

ϕk =
√

vT
k R−1

k vk + δxT
k/k−1P−1

k/k−1δxk/k−1 + µ2 (35)

The optimal estimate can be obtained by minimising the loss function

x̂k|k = argminρ(ξk) (36)

Equation (36) can be solved as follows:

φ(ξk)
∂ξk
∂xk

= 0 (37)

where

φ(ξk) =

 ξk, ϕk < γ
ξk√

ξT
k ξk+µ2

, ϕk ≥ γ (38)
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Let θk = φ(ξk)/ξk; then,

θk =

{
1, ϕk < γ
1

ϕk
, ϕk ≥ γ

(39)

In Equation (27), the true value xk is not directly accessible; therefore, the extrapolated
estimate x̂k/k−1 is substituted into the equation. Consequently, the prediction error δxk/k−1

is considered to be zero. The measurement noise vk is treated as the measurement residual,
defined as ek = Zk − ẑk/k−1.

Considering that µ approaches zero, let vk = ek; therefore, Equation (35) is simplified
as follows:

ϕk =
√

eT
k R−1

k ek (40)

where ϕk is a nondimensional number constructed by the measurement residual.
The correction factor Θ is defined as follows:

Θ =

[
θkIm×m 0m×n

0m×n In×n

]
(41)

Considering the correction factor in Equation (41), the measurement covariance matrix

is reconstructed as
∼
Sk = S0.5

k Θ−1
(

S0.5
k

)T
. Hence,

∼
Sk is simplified as follows:

∼
Sk = S0.5

k Θ−1
(

S0.5
k

)T
=

[
λkRk 0m×n

0m×n Pk/k−1

]
(42)

where the adaptive factor with the penalty strategy λk is defined as follows:

λk =

{
1, ϕk < γ

ρkϕk, ϕk ≥ γ
(43)

where γ is a threshold, and ρk represents the penalty strategy, which is defined as follows:

ρk =

{
η, exp( ϕk−γ

τ ) ≥ η

exp( ϕk−γ
τ ), exp( ϕk−γ

τ ) < η
(44)

where τ and η are two constant parameters. Equation (44) means an extra penalty for
outliers that deviate far from the true value. In addition, as an upper threshold, η ensures
that this penalty does not affect the observability of the filter.

According to the above calculation, the error covariance matrix of measurement
is adjusted adaptively to effectively suppress the degradation of filtering performance.
RRCKF_CS

k is defined as follows:
RRCKF_CS

k = λkRk (45)

Compared with CKF_CS, RCKF_CS converts Equation (19) into Equation (46):

PRCKF_CS
zz,k+1/k =

2n

∑
j=1

wjZj,k+1/kZT
j,k+1/k − ẑk+1/kẑT

k+1/k + R
RCKF_CS
k+1 (46)

The updating equations of RCKF_CS are obtained as follows:

KRCKF_CS
k+1 = Pxz,k+1/k

(
PRCKF_CS

zz,k+1/k )
−1 (47)

x̂k+1/k+1 = x̂k+1/k + KRCKF_CS
k+1 [Zk+1 − ẑk+1/k] (48)
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Pk+1/k+1 = Pk+1/k−KRCKF_CS
k+1 PRCKF_CS

zz,k+1/k

[
KRCKF_CS

k+1

]T
(49)

The RCKF_CS is composed of Equations (8)–(18) and Equations (46)–(49). Inspired
by the idea of the Huber equivalent weight function, the proposed approach utilises
the measurement residual comprehensively, and it uses adaptive factor λk+1 to change
RRCKF_CS

k+1 in time. The penalty strategy for adjusting the adaptive factor is constructed
by the nondimensional number ϕk+1. If there is a significant outlier in the measurement,
λk+1 is promptly amplified to increase RRCKF_CS

k+1 (by Equation (45)) and PRCKF_CS
zz,k+1/k (by

Equation (46)), which will lessen the filtering gain KRCKF_CS
k+1 (by Equation (47)). Then,

the filtering performance can be improved by reducing the influence of the residual on
state updating.

To better understand the logic and procedural flow of the proposed algorithm, Figure 1
provides a graphical illustration of the RCKF_CS steps, integrating the adaptive penalty
strategy into the robust filtering framework.
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where 𝑹𝑘+1
HCKF_CS = 𝑹𝑘+1

1/2
𝝍𝑘+1
−1 𝑹𝑘+1

T/2
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)] ≥ 𝜎𝑖(𝑹𝑘+1
1/2

𝝍𝑧
−1/2

) ≥ max
𝑟+𝑠=𝑚+𝑖

[𝜎𝑟(𝑹𝑘+1
1/2

)𝜎𝑠(𝝍𝑧
−1/2

)], ∀𝑖 = 1, . . . , 𝑚 (53) 
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Figure 1. Flowchart of the proposed RCKF_CS algorithm illustrating the key steps.

5. Numerical Stability Analysis
For the CKF_CS, HCKF_CS, and RCKF_CS, the covariance matrices involved in the

inverse calculation are described as follows:

Pzz,k+1/k =
2n

∑
j=1

wjZj,k+1/kZT
j,k+1/k − ẑk+1/kẑT

k+1/k + Rk+1 (50)

PHCKF_CS
zz,k+1/k =

2n

∑
j=1

wjZj,k+1/kZT
j,k+1/k − ẑk+1/kẑT

k+1/k + RHCKF_CS
k+1 (51)

PRCKF_CS
zz,k+1/k =

2n

∑
j=1

wjZj,k+1/kZT
j,k+1/k − ẑk+1/kẑT

k+1/k + RRCKF_CS
k+1 (52)

where RHCKF_CS
k+1 = R1/2

k+1ψ−1
k+1RT/2

k+1, and RRCKF_CS
k+1 = λk+1Rk+1. If the condition number of

the covariance matrix on the left side of Equations (50)–(52) is too large, then the numerical
stability of the filter will degrade. For the convenience of analysis, we describe the proof of
Theorem 1 as follows:

Lemma 1. For Hermite matrices R1/2
k+1 and ψ−1/2

z of m × m, which have singular values
σ1 ≥ σ2 ≥ ... ≥ σm ≥ 0, there is

min
r+s=i+1

[
σr

(
R1/2

k+1

)
σs

(
ψ−1/2

z

)]
≥ σi

(
R1/2

k+1ψ−1/2
z

)
≥ max

r+s=m+i

[
σr

(
R1/2

k+1

)
σs

(
ψ−1/2

z

)]
, ∀i = 1, ..., m (53)



Electronics 2025, 14, 1973 10 of 31

Theorem 1. If Hermite matrices R1/2
k+1 and ψ−1/2

z meet

cond
(

ψ−1/2
z

)
≥ cond(Rk+1) (54)

where cond (·) = σ1/σm , which is defined as the condition number of the matrix.

Then,
cond

(
RHCKF_CS

k+1

)
≥ cond

(
RRCKF_CS

k+1

)
(55)

Proof. From Lemma 1, we have

σ1

(
R1/2

k+1ψ−1/2
z

)
≥ σm

(
R1/2

k+1

)
σ1

(
ψ−1/2

z

)
(56)

σ1

(
R1/2

k+1

)
σm

(
ψ−1/2

z

)
≥ σm

(
R1/2

k+1ψ−1/2
z

)
(57)

If Equation (54) holds, then

cond
(

ψ−1/2
z

)
≥ cond

(
R1/2

k+1

)
(58)

Therefore, there is

σm

(
R1/2

k+1

)
σ1

(
ψ−1/2

z

)
≥ σ1

(
R1/2

k+1

)
σm

(
ψ−1/2

z

)
(59)

From Equations (56)–(59), we have

σ1

(
R1/2

k+1ψ−1/2
z

)
≥ σm

(
R1/2

k+1

)
σ1

(
ψ−1/2

z

)
≥ σ1

(
R1/2

k+1

)
σm

(
ψ−1/2

z

)
≥ σm

(
R1/2

k+1ψ−1/2
z

)
(60)

Then,

cond(R1/2
k+1ψ−1/2

z ) =
σ1

(
R1/2

k+1ψ−1/2
z

)
σm

(
R1/2

k+1ψ−1/2
z

) ≥
σm

(
R1/2

k+1

)
σ1

(
ψ−1/2

z

)
σ1

(
R1/2

k+1

)
σm

(
ψ−1/2

z

) =
cond

(
ψ−1/2

z

)
cond

(
R1/2

k+1

) (61)

Considering
cond(Rk+1) =

[
cond

(
R1/2

k+1

)
]2 (62)

Equation (62) is substituted into Equation (54); then,

cond
(

ψ−1/2
z

)
≥
[
cond

(
R1/2

k+1

)
]2 (63)

Equation (63) is substituted into Equation (61); then,

cond
(

R1/2
k+1ψ−1/2

z

)
≥ cond

(
R1/2

k+1

)
(64)

Considering

cond
(

R1/2
k+1ψ−1

z RT/2
k+1

)
=
[
cond

(
R1/2

k+1ψ−1/2
z

)]2
(65)

Then,
cond

(
R1/2

k+1ψ−1
z RT/2

k+1

)
≥ cond(Rk+1) (66)

Noting cond
(

RHCKF
k+1

)
= cond

(
R1/2

k+1ψ−1
z RT/2

k+1

)
, and cond

(
RRCKF

k+1

)
= cond(λk+1Rk+1)

= cond(Rk+1), then Equation (55) holds.
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From Equation (25), it is known that ψ is the result of handling each dimension of the
residual vector separately. Therefore, the condition number of ψ becomes extremely large if
the measurement error of one dimension is significantly greater than the measurement error
of other dimensions. In this situation, it is easy to meet Equation (54), and then Equation (55)
holds according to Theorem 1. Moreover, under glint noise with a high pollution rate, λk+1

in Equation (44) will be relatively larger, so that on the right side of Equation (52), RRCKF_CS
k+1

will be much greater than in other parts. Then, cond
(

PRCKF_CS
zz,k+1/k

)
is sufficiently close to

cond
(

RRCKF_CS
k+1

)
. Similarly, under glint noise with a high pollution rate, cond

(
PHCKF_CS

zz,k+1/k

)
is also sufficiently close to cond

(
RHCKF_CS

k+1

)
. Therefore, according to Theorem 1, it is more

likely that cond
(

PHCKF_CS
zz,k+1/k

)
is larger than cond

(
PRCKF_CS

zz,k+1/k

)
. The above analysis shows that

although the Huber-based approach can achieve good filtering performance, it sacrifices
numerical stability. However, the RCKF_CS achieves superior filtering performance with
less loss of numerical stability; this can be verified by simulation experiments.

It is noted that the penalty strategy described by Equation (44) is not suitable for
the Huber-based approach. Otherwise, cond

(
PHCKF_CS

zz,k+1/k

)
becomes greater such that the

numerical stability of the Huber-based approach becomes much worse. □

6. Simulation and Analysis
To evaluate the performance and robustness of the proposed RCKF_CS algorithm

under diverse tracking scenarios and glint noise conditions, a comprehensive set of simula-
tions is conducted. While the complete results are included for the sake of transparency
and reproducibility, key representative cases are highlighted in the text and figure captions
to guide the reader’s attention.

For clarity, the simulation analysis is organised into three aspects: method comparison,
noise-level sensitivity, and numerical stability evaluation.

6.1. Simulation Conditions

For different surface tracks, Monte Carlo simulation experiments are used to compare
CKF_CS, STCKF_CS, HCMKF_CS, HEKF_CS, HCKF_CS, STHCKF_CS and RCKF_CS.
The number of simulations (M) is 200. It is assumed that the standard deviation of radar
range noise is 50 m, and the standard deviation of angle noise is 0.5◦. The radar sampling
time is 1000 s, and the sampling interval is 0.1 s. The simulations are implemented based
on Python 3.8. The hardware configuration of the experiment is as follows: the CPU is
an AMD Ryzen 5 2600 (Advanced Micro Devices, Santa Clara, CA, USA; clock speed at
3.4 GHz), with 8G of memory, and a 512G solid-state disc, without CPU overclocking and
multithreading technology.

For the baseline filters HCMKF_CS and HEKF_CS, the threshold parameter β in the
Huber function was set to 1.345, following the recommendation by [39], which is com-
monly adopted in the robust estimation literature. This choice ensures fair and consistent
comparison with the proposed method.

The four surface tracks are designed under different manoeuvring states. The surface
tracks are shown in Figure 2, and the speed distribution of each surface track is shown
in Figure 3.
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The measurement noise vk is simulated by glint noise, which follows the
distribution below:

p(vk) = (1 − ε)N(0, D1) + εB(0, D2) (67)

where N(0, D1) is the main distribution, B(0, D2) is the pollution distribution, and
D2 = 50D1.
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According to the different types of pollution distribution, the experiments can be
divided into Experiment A and Experiment B. B(0, D2) in Experiment A follows Gaussian
distribution, while B(0, D2) in Experiment B follows Laplacian distribution.

To verify the tracking performance of each filter for manoeuvring surface targets in
the presence of glint noise, three examples were designed using different pollution rates
under each track. The pollution rate ε of these three examples are set to 0.1, 0.2, and 0.4.
If ε is greater than or equal to 0.1, then it is considered to be a high pollution rate. For
the two types of pollution distributions, the logarithmic curves of the Probability Density
Function (PDF) of glint noise under different pollution rates are shown in Figures 4 and 5.
From Figures 4 and 5, it is indicated that the glint noise of Experiment A or B has obvious
heavy-tailed statistical characteristics.
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Other conditions in this paper are described as follows: acceleration maximum value
of the CS model amax =0.1 m/s2.

As a summary of the above, the important simulation conditions are listed in Table 2.
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Table 2. List of simulation conditions.

Simulation Parameter Value

Number of simulations 200
Radar sampling time (s) 1000

Sampling interval (s) 0.1
Standard deviation of radar range noise (m) 50

Standard deviation of angle noise (◦) 0.5
Pollution rate ε of example 1 of each track 0.1
Pollution rate ε of example 2 of each track 0.2
Pollution rate ε of example 3 of each track 0.4

Acceleration maximum value of the CS model (m/s2) 0.1

6.2. Comparison of the Parameter Settings of the Adaptive Factor with the Penalty Strategy

The relative performance of the different parameter settings of the adaptive factor
with the penalty strategy (described in Equations (43) and (44)) is compared through the
following simple experiments. In the experiments, 24 examples are used to test 8 groups of
parameter combinations as shown in Table 3. The test results are presented in Tables 4 and 5.
The first column shows the track number and pollution rate ε, and Columns 2–9 report
the mean values of the RMSE of RCKF_CS (time period of 200~1000 s) for the different
parameter combinations.

Table 3. Different parameter combinations of the adaptive factor with the penalty strategy.

η
Smoothing Threshold

τ
Penalty Sharpness

γ
Gain Suppression Level

P1 10 100 4.25
P2 10 100 5.25
P3 20 100 4.25
P4 20 100 5.25
P5 10 150 4.25
P6 10 150 5.25
P7 20 150 4.25
P8 20 150 5.25

Table 4. Test results of the experiments for the parameter settings (Experiment A) (m).

P1 P2 P3 P4 P5 P6 P7 P8

Track 1/ε = 0.1 18.539 19.031 18.565 18.908 18.989 19.076 18.963 18.714
Track 1/ε = 0.2 21.318 21.978 21.429 21.961 21.750 22.241 21.548 22.180
Track 1/ε = 0.4 29.937 31.035 29.832 31.087 30.921 32.327 30.241 32.178
Track 2/ε = 0.1 19.179 19.831 19.274 19.693 19.575 19.438 19.477 19.669
Track 2/ε = 0.2 21.938 22.915 21.712 23.028 22.145 22.808 21.746 22.885
Track 2/ε = 0.4 30.492 32.386 30.965 32.129 31.848 32.919 31.396 33.874
Track 3/ε = 0.1 49.763 51.493 49.710 50.762 50.802 51.351 49.945 52.022
Track 3/ε = 0.2 56.568 57.550 56.752 56.906 56.961 57.450 56.879 57.248
Track 3/ε = 0.4 75.913 76.919 74.965 78.374 76.372 78.576 76.778 78.678
Track 4/ε = 0.1 35.602 36.314 36.119 36.647 36.421 36.067 36.261 36.891
Track 4/ε = 0.2 41.119 41.607 40.683 42.157 41.387 43.048 41.473 42.527
Track 4/ε = 0.4 56.077 59.062 56.785 59.640 56.059 60.373 57.649 60.438

As shown in Tables 4 and 5, the parameter combinations P1 and P3 outperformed the
other parameter combinations, and P1 is better than P3. Thus, P1 is chosen as the standard
parameter setting of the adaptive factor with the penalty strategy which can obtain better
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filtering performance. Therefore, the constant parameters related to the adaptive factor are
set to η = 10, τ = 100, and γ = 4.25.

Table 5. Test results of the experiments for the parameter settings (Experiment B) (m).

P1 P2 P3 P4 P5 P6 P7 P8

Track 1/ε = 0.1 18.548 18.940 18.607 18.784 18.616 18.754 18.750 19.147
Track 1/ε = 0.2 21.149 24.295 21.324 22.296 21.810 22.153 21.272 23.385
Track 1/ε = 0.4 29.307 32.079 29.553 31.461 30.835 32.517 30.299 32.115
Track 2/ε = 0.1 19.568 19.620 19.388 19.488 19.215 19.455 19.163 19.755
Track 2/ε = 0.2 22.356 22.964 22.103 22.661 22.521 23.184 22.180 23.038
Track 2/ε = 0.4 30.793 32.733 31.006 32.448 31.415 33.116 31.186 33.580
Track 3/ε = 0.1 50.795 51.133 50.012 50.334 50.316 51.142 51.499 50.421
Track 3/ε = 0.2 56.413 57.623 57.088 56.966 57.371 57.924 57.762 57.685
Track 3/ε = 0.4 74.575 77.466 74.601 78.462 75.099 78.131 74.747 78.772
Track 4/ε = 0.1 36.134 36.355 36.204 36.903 37.048 37.289 36.249 36.446
Track 4/ε = 0.2 41.396 41.889 40.719 42.822 41.372 42.302 42.022 42.515
Track 4/ε = 0.4 56.228 58.529 56.233 58.644 57.362 59.857 58.643 59.645

To ensure the effectiveness of the adaptive factor, a structured experimental tun-
ing approach was adopted. Specifically, eight combinations of the parameters η, τ, γ

were tested (as shown in Table 3), and the optimal set (P1: η = 10, τ = 100, γ = 4.25)
was selected based on the lowest average RMSE across multiple simulation tracks and
noise levels.

6.3. Results and Analysis

The Root Mean Square Error (RMSE) of the position and condition number ratio are,
respectively, described as follows:

RMSE =

[
1
M

M

∑
i=1

(x̂i − xi)
2

]1
2

(68)

CR = lg
[
cond(PHCKF_CS

zz )/cond(PRCKF_CS
zz )

]
(69)

For Experiment A, Figures 6–17 show the RMSE of the position, and Figures 18–21
show the CR under the different pollution rates. To reveal the filtering performance of each
filter more accurately, Tables 6–9 show the average RMSE of each filter in the time period
from 200 to 1000 s.
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period from 200 to 1000 s. 

For Experiment B, Figures 22–37 show the RMSE of the position and the CR. Moreover, 

Tables 10–13 show the average RMSE of each filter in the time period from 200 to 1000 s. 
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Figure 6. RMSE of example 1 in surface track 1 (Experiment A).
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Figure 7. RMSE of example 2 in surface track 1 (Experiment A).
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Figure 8. RMSE of example 3 in surface track 1 (Experiment A).
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Figure 9. RMSE of example 1 in surface track 2 (Experiment A).
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Figure 10. RMSE of example 2 in surface track 2 (Experiment A).
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Figure 11. RMSE of example 3 in surface track 2 (Experiment A).
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Figure 12. RMSE of example 1 in surface track 3 (Experiment A).
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Figure 13. RMSE of example 2 in surface track 3 (Experiment A).
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Figure 14. RMSE of example 3 in surface track 3 (Experiment A).
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Figure 15. RMSE of example 1 in surface track 4 (Experiment A).
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Figure 16. RMSE of example 2 in surface track 4 (Experiment A).
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Figure 17. RMSE of example 3 in surface track 4 (Experiment A).
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Figure 18. Condition number ratio curve of surface track 1 (Experiment A).
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Table 6. Average RMSE of surface track 1 (Experiment A) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 23.738 21.462 18.995 19.004 18.490 2.66%
ε = 0.2 33.947 26.159 22.815 22.846 21.390 6.25%
ε = 0.4 85.032 34.451 31.417 31.480 29.678 5.54%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 7. Average RMSE of surface track 2 (Experiment A) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 27.370 24.853 20.252 20.257 19.350 4.45%
ε = 0.2 37.363 28.403 23.660 23.668 21.996 7.03%
ε = 0.4 87.748 39.606 32.729 32.766 30.437 7.00%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 8. Average RMSE of surface track 3 (Experiment A) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 411.688 343.499 55.490 55.201 49.840 10.18%
ε = 0.2 591.392 491.391 61.520 61.047 56.926 7.47%
ε = 0.4 572.914 622.334 79.580 78.982 75.856 4.68%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 9. Average RMSE of surface track 4 (Experiment A) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 71.906 64.130 38.698 38.663 36.617 5.38%
ε = 0.2 80.589 64.909 42.524 42.453 40.281 5.27%
ε = 0.4 313.269 82.751 59.992 59.881 56.489 5.84%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

For Experiment B, Figures 22–37 show the RMSE of the position and the CR. Moreover,
Tables 10–13 show the average RMSE of each filter in the time period from 200 to 1000 s.
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Figure 22. RMSE of example 1 in surface track 1 (Experiment B).
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Figure 23. RMSE of example 2 in surface track 1 (Experiment B).
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Figure 24. RMSE of example 3 in surface track 1 (Experiment B).
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Figure 25. RMSE of example 1 in surface track 2 (Experiment B).
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Figure 26. RMSE of example 2 in surface track 2 (Experiment B).

Electronics 2025, 14, x FOR PEER REVIEW 22 of 31 
 

 

 

Figure 25. RMSE of example 1 in surface track 2 (Experiment B). 

 

Figure 26. RMSE of example 2 in surface track 2 (Experiment B). 

 

Figure 27. RMSE of example 3 in surface track 2 (Experiment B). 

0 200 400 600 800 1000
0

20

40

60

80

100

120

 HCMKF_CS

 HEKF_CS

 HCKF_CS

 STHCKF_CS

 RCKF_CS

R
M

S
E

/m

Time/s

0 200 400 600 800 1000
0

20

40

60

80

100

120

140

160

 HCMKF_CS

 HEKF_CS

 HCKF_CS

 STHCKF_CS

 RCKF_CS

R
M

S
E

/m

Time/s

0 200 400 600 800 1000
0

20

40

60

80

100

120

140

160

180

 HCMKF_CS

 HEKF_CS

 HCKF_CS

 STHCKF_CS

 RCKF_CS

R
M

S
E

/m

Time/s

Figure 27. RMSE of example 3 in surface track 2 (Experiment B).
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Figure 28. RMSE of example 1 in surface track 3 (Experiment B).
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Figure 29. RMSE of example 2 in surface track 3 (Experiment B).
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Figure 30. RMSE of example 3 in surface track 3 (Experiment B).
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Figure 31. RMSE of example 1 in surface track 4 (Experiment B).
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Table 10. Average RMSE of surface track 1 (Experiment B) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 23.840 22.047 19.130 20.258 18.230 4.70%
ε = 0.2 33.186 25.443 22.258 25.528 21.196 4.77%
ε = 0.4 83.215 36.157 32.255 43.654 29.789 8.61%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 11. Average RMSE of surface track 2 (Experiment B) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 28.107 25.036 20.511 21.986 19.743 3.74%
ε = 0.2 37.974 28.370 24.108 27.702 22.496 6.69%
ε = 0.4 89.229 39.322 33.025 44.659 30.856 6.57%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 12. Average RMSE of surface track 3 (Experiment B) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 462.053 533.850 55.935 59.191 50.668 9.42%
ε = 0.2 529.017 350.959 60.747 67.510 56.287 7.34%
ε = 0.4 476.740 653.207 76.067 91.235 73.365 3.55%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

Table 13. Average RMSE of surface track 4 (Experiment B) (m).

Approach HCMKF_CS HEKF_CS HCKF_CS STHCKF_CS RCKF_CS δ

ε = 0.1 66.283 61.602 38.403 40.855 35.757 6.89%
ε = 0.2 83.582 67.178 43.744 49.056 40.989 6.30%
ε = 0.4 249.530 82.800 58.800 76.071 55.070 6.34%

(Note: δ =
The Average RMSE of HCKF_CS−The average RMSE of RCKF_CS

The Average RMSE of HCKF_CS × 100%).

From these experimental results, the following can be observed:

(1) As shown in Figures 6–21, CKF_CS and STCKF_CS demonstrate serious performance
degradation even if there is glint noise in the minor manoeuvring case. This indicates
that they cannot suppress the negative influence caused by glint noise.

(2) HCMKF_CS and HEKF_CS rapidly deteriorates with increasing pollution rate or
acceleration according to Figures 6–17 and Figures 22–33. Moreover, their RMSE
soars whenever the target manoeuvring states abruptly change. Hence, their filtering
performance is far inferior to the filtering performance of the other three types of
robust approaches.

(3) In light of Figures 6–17 and Tables 6–9, the superiority of RCKF_CS to HCKF_ CS or
STHCKF_CS is generally evident under any pollution rate for the same track. Fur-
thermore, in comparison to the RCKF_CS, the RMSE of the HCKF_CS or STHCKF_CS
clearly increases as the target manoeuvring from track 1~4 gradually increases at
the same pollution rate. Similarly, as observed from Figures 22–33 and Tables 10–13,
the above analyses still hold if the pollution distribution of glint noise is a Laplacian
distribution. Therefore, it is shown that RCKF_CS demonstrates better adaptability for
manoeuvring target tracking under glint noise than the two Huber-based approaches.

(4) From the analysis of Tables 6–13, the average RMSE of RCKF_CS is the smallest when
the pollution rate increases. The average RMSE of RCKF_CS is also the smallest when
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acceleration increases gradually. This shows that the RCKF_CS outperforms the other
robust approaches in terms of filtering performance.

(5) As observed from Figures 18–21, under any pollution rate or in any manoeuvring state,
the condition number of HCKF_CS is always larger than that of the RCKF_CS. This
result is consistent with the theoretical analysis in Section 5. The condition number
ratio between PHCKF_CS

zz and PRCKF_CS
zz gradually increases when the pollution rate

rises, which means that the condition number of HCKF_CS gradually becomes larger
in comparison to that of RCKF_CS. This indicates that an increase in the pollution rate
can lead to a significant decline in the numerical stability of HCKF_CS. Similarly, it
can be observed from Figures 34–37 that the above analyses still hold in Experiment
B. In fact, the Huber-based approaches improve the robustness at the expense of
the decline in numerical stability. Moreover, this situation becomes serious as the
pollution rate increases. Notably, the condition number analysis of this paper is also
applicable to the comparison between the other Huber-based filters and RCKF_CS.

In summary, across all scenarios tested, the proposed RCKF_CS consistently demon-
strated superior tracking accuracy, especially under non-Gaussian glint noise. It outper-
formed classical filters (CKF_CS, HCKF_CS) and also showed better numerical stability
compared to Huber-based methods. These findings confirm the robustness and effective-
ness of the adaptive penalty strategy integrated in RCKF_CS.

7. Conclusions
For manoeuvring surface target tracking, the filtering performance of conventional

filters tends to degrade significantly in the presence of glint noise. Although Huber-based
filters can enhance robustness, they often do so at the expense of numerical stability,
especially under high noise contamination rates. In this paper, a RCKF_CS is proposed to
address these challenges. Through both theoretical analysis and comprehensive simulation
experiments, it is demonstrated that RCKF_CS not only offers improved numerical stability,
but also achieves superior filtering performance compared to existing methods. The
analysis in Section 5 shows that the degradation of numerical stability in Huber-based
filters arises from treating measurement residuals independently in each dimension, a
limitation that is particularly problematic in multidimensional measurement systems such
as marine radar. In this context, RCKF_CS demonstrates clear advantages. However, it
should be noted that for one-dimensional tracking problems, this issue does not arise,
and therefore, the proposed approach may not offer substantial benefits over existing
Huber-based filters in such cases.

Furthermore, certain limitations of the proposed method merit attention. The per-
formance of RCKF_CS may degrade when tracking targets with extremely abrupt or
discontinuous manoeuvres, where the underlying motion model becomes less valid. In
addition, although our simulations demonstrate strong numerical stability in a radar-based
system, further validation is needed in real-time, high-dimensional sensor fusion scenarios.
These aspects represent important directions for future work. In follow-up research, the
proposed adaptive factor and penalty strategy could be embedded into multiple-model
frameworks such as the IMM or extended to particle filter architectures to evaluate their
generalizability. Moreover, applying RCKF_CS to broader real-world applications may
further demonstrate its practical value and robustness.
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Abbreviations

Acronym Full Term
CKF Cubature Kalman Filter
CKF_CS Cubature Kalman Filter with Current Statistical model
RCKF_CS Robust Cubature Kalman Filter with Current Statistical model
HCKF_CS Strong Tracking Cubature Kalman Filter with Current Statistical model
STCKF_CS Strong Tracking Cubature Kalman Filter with Current Statistical model
HCMKF_CS Huber-based Cubature Modified Kalman Filter with Current Statistical model
HEKF_CS Huber-based Extended Kalman Filter with Current Statistical model
STHCKF_CS Strong Tracking Huber-based Cubature Kalman Filter with Current Statistical model
RMS Root Mean Square
RMSE Root Mean Square Error
IMM Interacting Multiple Model
PDF Probability Density Function
SNR Signal-to-Noise Ratio
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