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Preface

The journal article that constitutes the core of this report starts and concludes with the same word:
climate. My generation grew up while hearing about worrying issues with the Earth’s climate. First, the
ozone layer becoming thinner and thinner, followed by warnings about rising sea levels. Later, scientist
spoke about the acceleration of global warming, like modern Cassandras. Finally, the predictions of the
International Panel on Climate Change periodically shocked the world, but only for the few days these
alarming reports made it through the news. It took devastating floods in Germany, raging wildfires
in California, record-high temperatures in Canada, month-long droughts in France, sinking cities in
South-East Asia, disappearing glaciers on the Alps, and asphalt melting in London for the world to
acknowledge the seriousness of the problem. Sometimes more than other generations, young people
seem to be fully aware of what is at stake. As a matter of fact, the climate is the core of this thesis.

However, the dire situation we are facing today does not make the climate a less fascinating physical
system. Edward Norton Lorenz, a famous mathematician and meteorologist, outlined its complexity
and instability in a famous journal paper, titled: ”Does the Flap of a Butterfly’s Wings in Brazil Set Off
a Tornado in Texas?”. With this title, Lorenz brilliantly summarized the unpredictability of the Earth’s
atmosphere, which he linked to the theory of deterministic chaos. Interestingly enough, the concept of
a chaotic yet deterministic system was previously formulated by French mathematician Henri Poincaré,
who unveiled many features of the Three-Body Problem and other dynamical systems for the first time.
If the climate is the horizon of this thesis, orbital mechanics and solar sailing are the tools with which
this thesis is built.

I sincerely hope that the concept behind this work will never have to be implemented. If that does not
happen, it will mean that mankind managed to bring greenhouse gas emissions under control. Either
way, working with climate models and studying the basic functioning of the climate system has been
an exciting journey. It does take quite some creativity, which might turn into ”hybris”, to even think of
making deliberate modifications to the climate on a planetary scale; still, I believe more research should
be carried out on the topic of geoengineering. After all, in the past 200 years, we have constantly
introduced larger and larger perturbations to the natural climate system, simply without realizing it.
Offering a potential ”emergency plan” to the most serious of mankind’s challenges, together with the
fact that this plan can be conceived mostly through astrodynamics, made this thesis topic very intriguing
and motivating.

Filippo Oggionni
Delft, October 7th, 2022
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Executive Summary

Climate change is undoubtedly one of the most pressing issues of the 21st Century. Geoengineering
systems can delay irreversible climate changes and provide the international community with more
time while working towards the net-zero emission goal. In this report, a space-based solar radiation
management solution is investigated, consisting of a large sunshade located in the vicinity of the Sun-
Earth L1 point. Despite the high costs and low timeliness associated to its deployment, such a system
can be very effective in decreasing the solar radiation forcing, allowing to maintain an artificial climate
with large concentrations of greenhouse gasses before the net-zero goal is reached. In addition, a
space-based geoengineering system does not directly affect the geosphere, thus avoiding possible
side effects typical of other solar radiation management techniques, such as aerosol injection in the
stratosphere. Furthermore, the trajectory of a planetary sunshade can be tailored to match the distribu-
tion of solar irradiance required by a climate system with a large concentration of greenhouse gases.

This thesis investigates different sets of trajectories in close proximity to the L1 point to produce
desirable annual shading patterns. Previous research has shown that a static sunshade located at the
L1 point tends to undercool polar regions and overcool tropical regions. Subsequent work addressed
this issue by considering periodic orbits around the L1 point to minimize temperature anomalies when
the CO2 concentration is equal to 680 ppm (twice the amount with respect to pre-industrial levels),
compared to a reference scenario (340 ppm of atmospheric CO2 with no sunshade). The current
paper further improves on the latter work by considering heteroclinic connections between artificial
equilibrium points (AEPs) above and below the ecliptic plane. These AEPs are created by exploiting
the solar radiation pressure exerted on the sunshade, enabling a displacement in the location of the
L1 point above or below the ecliptic plane. The movement from above to below the ecliptic plane is
synchronized with the seasonal variations on Earth such that the shade is located above the ecliptic
plane during summer and below the ecliptic plane during winter (in the northern hemisphere). This
movement between the AEPs is repeated twice a year to continuously track the seasonal variations of
the climate. An optimal control problem is defined and solved with an orthogonal collocation method to
minimize the time spent during the transfer and maximize the time spent at the AEPs.

The dynamical model used in this work is the Circular Restricted Three-Body Problem (CR3BP),
while the sunshade is modelled as an ideal solar sail model to account for the solar radiation pressure
acceleration. By modifying the sail attitude, it is possible to control the trajectory of the sunshade,
enabling a propellant-less control of its motion. When computing the shade produced by the sunshade,
a solar limb darkening model is adopted to increase the accuracy of the computation of the artificial
solar irradiance distribution with respect to uniformly distributed brightness model for the solar disk. A
simplified climate model is used to compute the simulated surface temperature after 50 years.

In this work, it is shown that a dynamic sunshade with a radius of 1434 km and placed in the vicinity
of the Sun-Earth L1 point is able to reduce the global mean surface temperature from 16.39◦C (2xCO2

scenario) to 14.13◦C. It also reduces the root mean squares (RMS) of the latitudinal distribution of
temperature anomalies from 0.30◦C to 0.28◦C, while lowering the polar mean surface temperature (for
latitudinal bands above 65◦) by more than 2◦C with respect to a scenario without sunshade and by
0.06◦C with respect to the static sunshade. The optimal results are achieved when the sunshade is
located at a distance equal to 30% of the Earth’s radius above and below the ecliptic plane, with the
transfers between AEPs starting respectively at day 56 and day 250, both measured from January 1st.

This work contributes to the body of research investigating the feasibility of implementing a space-
based geoengineering solution. It bridges the gap between the concept of a static sunshade located at
the Sun-Earth L1 point and several climate studies considering various artificial distributions for solar
irradiance. It does so by proposing a novel transfer trajectory design scheme, where the sunshade’s
motion is tailored to the seasonal variations in the Earth’s climate. The framework developed in this
work is based on the assumption that the trajectory design process and the evaluation of the climate
response are tightly coupled, something that has been rarely done before. Therefore, the methodology
used in this work will be beneficial for further research. Ultimately, this work provides new insight into
the technical feasibility of space-based geoengineering, as well as into the subsequent climate effects.
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1
Introduction

In this chapter, background information about climate change, geoengineering, and the planetary sun-
shade is provided. A short literature review is presented and the gap in the current research body
is identified. The research objective and questions to fill that gap are then laid out. The chapter is
concluded with an overview of the structure of the report.

1.1. Climate change
Climate change has been defined by many authors as ”the problem of the 21st Century”. It is un-
doubtedly the first time in the history of our Planet that the relevance of anthropogenic climate change
surpasses that of natural climate change. In the 1980s, scientists have started investigating the ef-
fect of human activities on the climate [1]. In 1988, the International Panel on Climate Change (IPCC)
was established as an independent body by the United Nations (UN) and the World Meteorological
Organization (WMO) to research the scientific basis of climate change, assess its consequences, and
provide policy recommendations to governmental institutions. Since then, the international recognition
of ongoing human-driven changes to the climate has slowly but progressively increased. Numerous
international agreements have been signed, such as the Kyoto protocol in 1997 [2] or the more recent
Paris agreement in 2015. More and more attention is being dedicated to the environment; entire policy
programs are focused on the prevention of further climate changes, such as the Next Generation EU
promoted by the European Union to shape the post-pandemic recovery of the bloc, heavily centered
around plans to reach carbon neutrality by 2050.

Nevertheless, it is becoming clear that ongoing efforts to avoid future carbon emissions might not
be sufficient to solve the problem [3]. Even if global emission were to instantaneously stop, the sur-
face temperature would continue to rise for many years and it would take long before returning to
pre-industrial levels. Indeed, preventive strategies alone (i.e., the progressive reduction of greenhouse
gas emissions towards full carbon neutrality) might not be enough. In addition, it must be reminded that
the non-linear behavior of the climate, coupled with increasing levels of human-driven forcing, might
cause climate tipping points to be reached: these are thresholds that, once reached, trigger irreversible
changes in the climate system [4]. Examples of tipping points are the melting of portions of the ice caps,
the destruction of carbon sinks (such as large forests like the Amazon), and the weakening of the At-
lantic Thermohaline Circulation. As a response to the slow reaction of the international community
to receiving and implementing effective policy recommendations recommended by scientists, climate
geoengineering solutions have been proposed.

1.2. The case for geoengineering
Geoengineering is the intentional modification to the Earth’s climate to slow down or halt global warming
[5].

Geoengineering techniques are classified in two main groups [5]:

• Carbon Dioxide Removal (CDR) — this category includes all solutions attempting to decrease
the total atmospheric carbon content by actively removing CO2 with different techniques, with the

1



1.3. Space-based geoengineering 2

goal of progressively undoing anthropogenic modifications to the climate;
• Solar Radiation Management (SRM) — this category comprises geoengineering concepts allow-
ing for a reduction of the incoming solar radiation (also referred to as insolation), without interven-
ing directly on greenhouse gases.

The effects of SRM techniques are not yet well understood because they do not attempt to reduce
the total amount of GHGs, but they act on a difference source of climate forcing: the incoming solar
radiation. For this reason, the resulting climate of a world geoengineered through SRM solutions will be
largely ”artificial”, with unprecedented levels of GHGs and reduced insolation. The climatic response
to this combination of factors is far from being well understood, especially at a regional scale. Indeed,
while the global response can be simulated fairly well, the reduction of the solar constant can cause
variations at the local level (regional weather) that are generally complicated to reproduce and under-
stand. In particular, the hydrological cycle and precipitation patterns deserve more attention and are
not as well understood as the surface temperature. Furthermore, SRM solutions do not address the
problem of ocean acidification [5]. As a result, SRM techniques are usually considered less safe than
CDR counterparts due to the currently high uncertainties on their effects. However, they have the ad-
vantage of delivering results in the time scale of a few years after deployment, which makes them a
suitable solution in case ”emergency” situations are reached. If certain conditions entailing too high
risks of reaching climate tipping points are verified, a temporary short-term fix may become necessary.
This is where SRM techniques would come into play, thanks to the relatively fast climatic response they
cause. Nevertheless, the problem of maintaining such solutions for a long time, combined with the po-
tentially delicate equilibrium between the two sources of climate forcing and the possibility of incurring
into termination shocks (i.e., the abrupt failure of a SRM system), suggests that SRM techniques should
be implemented only for short period of times and only if strictly necessary, while they should not be
considered as long-term solutions [5].

All methods and technologies supporting geoengineering solutions are relatively recent. Therefore,
more research is needed not only to improve their performance, but also to predict the actual outcome
on the Earth’s climate following the application of suchmethods. Common issues about geoengineering
solutions do not only concern their technical aspects, but also the social, political, and legal implications
that these interventions would have. Although the bare technologies to create geoengineering solutions
already exist, all non-technical questionsmentioned abovewill greatly benefit from further research both
on the implementation of geoengineering techniques and on their effects on the climate. The research
body is still insufficient to provide policymakers with robust and mature recommendations on the case
of geoengineering [5]. This work is a step in the direction of filling such gap.

1.3. Space-based geoengineering
Space-based techniques are commonly considered to be very expensive endeavors and their deploy-
ment would span several tens of years; on the other hand, they can be very effective, they can be
controlled (at least to a certain degree) and they do not pose any risk of contamination of the Earth’s
environment. In addition, space-based methods present the same drawbacks common to all SRM
methods, such as the risks connected to termination effects and the fact that these techniques do not
address the issue of ocean acidification. On the other hand, the implementation of a space-based
solution has the side effect of boosting the development of the space sector, as both governmental
institutions and private companies would be involved in a large international effort.

The design of space-based geoengineering techniques involve many disciplines, spanning from
systems engineering to climate sciences. Regardless of the selected concept, the manufacturing and
logistical aspects of such a large-scale project are enormous. Managing the governance at a global
scale of such an endeavor could prove even more difficult. However, the existing body of literature
already offers interesting discussions and preliminary solutions for many of the issuesmentioned above.
Although some proposals of space-based geoengineering missions are envisaged in Low Earth Orbit,
the most promising solutions are envisaged to be deployed at the Lagrange point between the Sun and
Earth, where all accelerations have a net sum of zero in a synodic reference frame. This makes it an
equilibrium point that co-rotates with the same angular velocity of the Earth around the Sun.

The first publication proposing such concept is reference [6], where a shield made of Lunar mate-
rial is envisaged. The work conducted in reference [7] followed shortly after, where different optical
solutions (using reflecting and absorbing materials for the manufacture of the screen) are proposed
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and research requirements are outlined. Following proposals include the work in references [8, 9, 10].
These all focus on placing a thin film or a metallic reflector at L1, mainly as a single object, but possi-
bilities of having large constellations or even clouds of much smaller devices are explored. In these
proposals, the shield is effectively considered as a solar sail, so that the impact of the solar radiation
pressure acceleration is accounted for in the orbital calculations. These ideas were further discussed
in reference [11], where the focus is steered to considerations about launch systems and the economi-
cal aspects of such endeavors. The cost-effectiveness of space-based geoengineering has been also
discussed in other studies [12]. Similar discussions are also reported in reference [13], which is an
extensive source treating geoengineering solutions (including the solar disk at L1) and other macro-
engineering proposals from a broader perspective. There have been also studies focusing on more
specific aspects of a solar shield placed at L1, for example about passive control of the solar sail [14]
or its structural feasibility [15]. The work in references [16, 17] explored the possibility of placing a dust
cloud at L1, instead of an actively controlled sunshade.

Although all geoengineering systems proposed in references [6, 17] are envisaged to be statically
located at the L1 point, some works also hint at the fact that the orientation of the sail can be exploited
to control the shield and its position along the Sun-Earth line. In particular, solar sailing constitutes
a propellantless form of orbit maneuvering, making it a very appealing concept to control the orbit of
such a massive object. The only study conducted so far on a solar shield orbiting around the L1 point
is reference [18]. Such work focuses on the orbit design and preliminary optimization of a sunshade
oscillating around L1 to minimize the residual climate changes in a geoengineered climate with high
levels of atmospheric CO2. This work aims to expand its conclusions and explore different orbital solu-
tions that would provide different shading patterns on Earth with the goal to offset residual temperature
anomalies. It is clarified here that, due to the scale and complications of a geoengineering project, it
was chosen to explore only the trajectory aspect of a geoengineering mission to L1. As mentioned
before, there are numerous other aspects that would deserve similar dissertations. Hopefully, the cur-
rently growing interest in the topic will deliver more studies covering other aspects and benefiting from
other disciplines different from astrodynamics.

1.4. Research objective and questions
The research objective of this thesis is the following:

To improve our understanding of how the motion of a planetary sunshade, in particular its out-of-plane
displacement during a full year, affects the Earth’s climate system with large concentrations of

atmospheric CO2.

Such research objective can be broken down into three research questions:

1. Is it possible to couple the out-of-plane motion of a planetary sunshade with the Earth’s seasonal
cycle to offset global warming, solely relying on the solar radiation pressure acceleration?
This research question aims to investigate the ideal out-of-plane displacement profile of a plan-
etary sunshade. While the in-plane displacement has an impact on the sizing process of the
shade, which is a systems engineering problem, a specific out-of-plane displacement profile can
be achieved without changing the design of the shade. Therefore, it is important to understand
the relation between the vertical displacement of the sunshade and the Earth’s climate at differ-
ent times of the year. This topic has not been researched before, as in most publications a static
sunshade is assumed, except in reference [18]. Finally, this research question underlines how
only the solar radiation pressure acceleration can used as an control technique.

2. Is the combination of parking locations and time-optimal transfer trajectories an effective mission
design strategy for a planetary sunshade?
This research question focuses on the specific trajectory design choices made in this work. The
design approach selected for this work is fundamentally different from the one proposed in ref-
erence [18], which offers a case for cross-comparison. In addition, the characterization of the
trajectory optimization approach adopted in this work for a single sunshade will be useful for
future research work considering a swarm of smaller sunshades.
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3. How does a genetic algorithm compare to a grid search with respect to finding the optimal trajec-
tory solution of a planetary sunshade that minimizes temperature anomalies?
This research question aims to explore different methods to explore the design space. In general,
the grid search is a useful method to understand at a high level what impact each independent
variable has on the objective functions, whereas the genetic algorithm allows to confirm and fine-
tune the findings revealed by grid searches.

1.5. Structure of the report
The core of this report is constituted by a paper titled Trajectory optimization of a planetary sunshade
around the Sun-Earth L1 point for solar geoengineering, reported in Chapter 2. The paper is written
following the AIAA conference paper template and will be presented at the ASCEND conference 2022,
taking place in Las Vegas (Nevada) between 22nd and 24th October 20221.

The paper is structured as follows. In the Introduction, an extensive literature review is provided
and the outline of the paper itself is presented. In the Problem definition and methodology section, the
nature of the problem is presented and the methodology chosen to solve the problem is explained. In
the following four sections, the models adopted in this work are explained in detail. In particular, in
the section Circular restricted three-body broblem the dynamical model used to simulate the trajectory
of the sunshade is presented; in the Insolation section, the solar radiation and shade models used to
compute the artificial solar insolation distribution are described in detail, while the impact of the planetary
sunshade on the Earth’s climate and how such impact is evaluated are explained in the section titled
Quantification of climate changes. Furthermore, the algorithms implemented to numerically optimize
the trajectory of the sunshade are presented in the Numerical optimization section. Finally, in the
Results and discussion section the outcome of the optimization problem is presented and the main
findings are discussed. These are also briefly summarized in theConclusions section, where the overall
contribution of this work to the research body on geoengineering is also assessed.

The conclusions of the thesis report follow in Chapter 3, where the research questions presented in
this chapter will be answered and an overall reflection on this work is attempted. Finally, in Appendix A
verification and validation methods are presented. Employing these methods are necessary to ensure
the correctness of the computer code that implements the models used in this work.

1https://ascend.aiaa.org/Category/4c840e6c-4f0f-4a35-b28a-356b6f8e8f65 (accessed on 22nd September 2022).

https://ascend.aiaa.org/Category/4c840e6c-4f0f-4a35-b28a-356b6f8e8f65
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Trajectory optimization of a planetary sunshade around
the Sun-Earth L1 point for solar geoengineering

Filippo Oggionni ∗

A planetary sunshade is a large, reflecting disk built to shield the Earth from a small fraction
of solar irradiance and partly compensate global warming caused by greenhouse gas emissions.
As a specific form of solar geoengineering, the sunshade is an emergency solution that would
be implemented to prevent catastrophic climate change, while working towards the net-zero
emission goal. In this paper, a dynamic sunshade is proposed. The motion of the sunshade is
designed as a combination of static permanence at two equilibrium points above and below
the ecliptic plane to shade the poles and a time-optimal transfer trajectory to connect these
equilibrium points without overshading the tropical regions. Such a system is capable of not
only reducing the global mean surface temperature anomaly, but also minimizing regional
climate changes by tailoring the sunshade’s motion according to climate requirements, which
is the primary goal of this work. A simplified climate model is used to evaluate the results of
a given shading pattern, directly related to the sunshade’s trajectory. A dynamic sunshade
with a radius of 1434 km and orbiting in the vicinity of the Sun-Earth displaced L1 point is
able to reduce the global mean surface temperature from 16.39˝C (scenario with 680 ppm of
atmospheric CO2, double the amount with respect to the pre-industrial era) to 14.13˝C until
equilibrium is reached. It also reduces the polar mean surface temperature (for latitudinal
bands above 65˝) by more than 2˝C with respect to a scenario without sunshade and by 0.06˝C
with respect to a static sunshade at the displaced L1 point. The optimal results are achieved
when the sunshade is located at a distance equal to 30% of the Earth’s radius above and below
the ecliptic plane. In addition, the transfers between the equilibrium points start respectively at
day 56 and day 250, both measured from the 1st of January.

I. List of abbreviations

AEP = Artificial Equilibrium Point
AU = Astronomical Unit
CR3BP = Circular Restricted Three-Body Problem
EBM = Energy Balance Model
EMIC = Earth Model of Intermediate Complexity
EOM = Equation of Motion
GDP = Gross Domestic Product
GHG = Greenhouse Gas
GMST = Global Mean Surface Temperature
GREB = Globally Resolved Energy Balance
IPCC = International Panel on Climate Change
IPOPT = Interior Point Optimizer
LEO = Low Earth Orbit
LRF = Local Reference Frame
NLP = Non-Linear Programming
PMST = Polar Mean Surface Temperature
PPM = Parts Per Million
RCP = Representative Concentration Pathway
RMS = Root Mean Squares

∗MSc student, Department of Astrodynamics and Space Missions, Kluyverweg 1, 2629 HS Delft, The Netherlands –
f.oggionni@student.tudelft.nl
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SRF = Synodic Reference Frame
SRP = Solar Radiation Pressure

II. List of symbols

Roman symbols
𝐴 = Area of the sunshade
a𝑆𝑅𝑃 = Solar radiation pressure acceleration vector
𝑐 = Speed of light
𝑐𝑖 = Coefficient of order 𝑖
𝑑𝑟 = Radial distance
𝐹𝑋 = Climate forcing due to X
ℎ = Hour angle
|ℎ0| = Hour angle at sunset/sunrise
𝐼 = Radiance
𝐼0 = Radiance under fully illuminated conditions
𝐼ae = Radiance under annular eclipse conditions
𝐼𝑐 = Radiance emitted by the Sun at its center
𝐼pe = Radiance under partial eclipse conditions
𝐼𝑟 = Radiance emitted by the Sun at a radial distance 𝑑𝑟
𝐽1 = Objective function for the optimal control problem
𝐽RMS, 𝐽GMST = Objective functions for the heuristic optimization problem
L (r̂13, 𝜻 , 𝝃) = Local Reference Frame
𝑚 = Mass of the sunshade
𝑚1 = Mass of the primary (Sun)
𝑚2 = Mass of the secondary (Earth)
n̂ = Vector normal to the sunshade
𝑃 = Solar radiation pressure
𝑄 = Insolation
r = Position vector of the sunshade in the SRF
r1 = Position vector of the primary (Sun) in the SRF
r2 = Position vector of the secondary (Earth) in the SRF
r13 = Position vector of the sunshade with respect to the Sun
r23 = Position vector of the sunshade with respect to the Earth
r𝐴,𝐵 = Position vector of B with respect to A
𝑟C = Average Sun-Earth distance (1 Astronomical Unit)
𝑟C = Varying Sun-Earth distance
𝑅 = Radius of a body
S(x̂, ŷ, ẑ) = Synodic Reference Frame
𝑆 = Irradiance
𝑆0 = Solar constant
𝑇 = Surface temperature
𝑇 = Monthly mean surface temperature
𝑇global = Global mean surface temperature
𝑇polar = Polar mean surface temperature
𝑡 = Generic epoch
𝑡𝑁 = Start time of the transfer trajectory from above to below the ecliptic plane
𝑡𝑆 = Start time of the transfer trajectory from below to above the ecliptic plane
𝑈 = Potential function of the CR3BP
X1 = State vector of the optimal control problem
X2 = Decision vector of the heuristic optimization problem
𝑧𝑁 = Vertical displacement of the AEP above the ecliptic plane
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𝑧𝑆 = Vertical displacement of the AEP below the ecliptic plane
Greek symbols
𝛼 = Cone angle
𝛽 = Lightness number
𝛾 = Solar angle corresponding to a radial distance 𝑑𝑟
𝛿 = Clock angle
[ = Angular separation between the Sun and the sunshade
\ = Cone angle
_ = Latitude angle
` = Mass parameter of a CR3BP
a = Declination angle
𝜎 = Critical sail loading
𝜏 = Surface albedo
𝜑 = Longitude angle
𝜒clouds = Cloud albedo
𝜒surf = Surface albedo
𝜓 = Solar zenith angle
𝝎 = Angular velocity vector of the Earth around the barycenter of the Sun-Earth system
Ω = Solid angle subtended by a body
Subscripts
˝𝐷 = Sunshade
˝geo = Geoengineered scenario
˝ref = Reference scenario
˝C = Earth
˝@ = Sun
Superscripts
ˆ̋ = Unit vector
¯̋ = Averaged quantity
9̋ = First derivative with respect to time
:̋ = First derivative with respect to time
˝˚ = Relative quantity

III. Introduction
Climate change is one of the most pressing issues of the 21st century. As a matter of fact, the Fifth Assessment

Report from the International Panel on Climate Change (IPCC) draws four different Representative Concentration
Pathways (RCPs), outlining different climatic scenarios based on future, predicted emissions of greenhouse gases (GHG).
These four scenarios would result in a globally averaged surface temperature anomaly between 1.0 ˝C and 4.0 ˝C by
2100 [1]. In Fig. 1, the temperature anomaly resulting from a step-like increase of CO2 content (680ppm) is shown.
Such a scenario, which will be explained in more detail in Sec. IV, results in a global surface temperature anomaly of
approximately 2.5 ˝C, computed with respect to pre-industrial levels, and is in agreement with the two middle RCPs
(RCP 4.5 and RCP 6.0) presented in Reference [1]. As a comparison, the most recent observations published by the
National Ocean and Atmospheric Administration show that the atmospheric concentration of CO2 has already reached
421 ppm∗. In turn, a CO2 concentration of 680 ppm could be reached already in 2055, according to the worst RCP
predicted by the IPCC [1]. Policymakers and researchers are focusing on how to prevent catastrophic consequences on
the Earth’s ecosystems by reducing emissions of GHGs. In parallel, several methods to artificially modify the Earth’s
climate system have been proposed [2]. These methods are collectively known as geoengineering and they include both
preventive (e.g., capturing CO2 from the atmosphere [3]) and mitigation (e.g., solar geoengineering [4]) techniques.
Geoengineering should be considered as a complementary set of methods to limit extreme climate consequences, while
the international community works towards the goal of net-zero emission, and to prevent the climate system from
reaching tipping points that would result in irreversible cascade effects [5]. So, by all means, geoengineering should not

∗https://www.noaa.gov/news-release/carbon-dioxide-now-more-than-50-higher-than-pre-industrial-levels, ac-
cessed on 10th September 2022
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be considered as a substitute of GHG emission reduction policies. However, the little amount of research conducted on
geoengineering is still insufficient to conduct a proper assessment of its effects.

In this paper, only solar geoengineering is considered. Solar power is the main source of forcing in the Earth’s
climate system. The basic principle of solar geoengineering consists of blocking a fraction of the solar radiative flux
reaching the Earth with the ultimate goal to offset the Earth’s global energy balance. This solution would in principle
allow to create and maintain an artificial climate system with increased atmospheric CO2 content, balanced by lower
levels of incoming solar radiation [6]. It should be mentioned that solar geoengineering not only has benefits. In the
first place, it does not address the issue of ocean acidification. Secondly, it poses the risk of the so-called termination
effect: this effect, particularly valid for space-based systems, refers to the possibility of returning to the natural solar
irradiance levels very quickly, following an unexpected and sudden failure of the solar geoengineering system. This
circumstance would result in a rapid rise in surface temperature. A broad survey collecting the opinion on space-based
geoengineering of 125 experts in the field was conducted in Reference [7].

Previous studies analyzed the climate changes occurring with increased CO2 levels and a subsequent reduction in the
solar constant, focusing on the effects on the global surface temperature [8, 9], on its regional differences [10–12], on the
hydrological cycle [13, 14], and on the transient climate dynamics [15]. Methods and techniques to minimize climate
anomalies were also proposed [16–18]. Other studies treated the topic of a planetary sunshade in more detail, first
exploring the concept in a general manner [19, 20], then focusing on the mission requirements [21] and on alternative
mission architectures [22–25]. More in-depth studies researched several aspects of a space-based geoengineering
mission: the sunshade’s optimal location [6, 26], logistical challenges [27], orbit control techniques [28], spectrally
selective materials for its fabrication [29], a possible roadmap towards its implementation [30], and its costs [31]. In
particular, the latter study claims that, if the sunshade system has a mass smaller than 100 Mt and simultaneously
ensures an insolation reduction of at least 0.8𝑊𝑚´2 from 2050 to 2150, the economic costs of climate change caused
by a 2xCO2 scenario can be reduced by 240 billion USD from roughly 500 billion USD.

The vast majority of the studies concerned with space-based geoengineering focused on the concept of a static
sunshade, continuously located at the displaced L1 point. On the other hand, a considerable amount of climate studies
consider a spatially and temporally distributed reductions in solar irradiance. Indeed, it was demonstrated extensively
by climate scientists that a static sunshade (corresponding to a spatially and temporally uniform reduction in solar
irradiance) produces overcooling in tropical regions and undercooling in polar regions [32]. If a dynamic sunshade is
adopted, its trajectory can be tailored to selectively shade different latitudinal bands on the Earth depending on the
day of the year. In particular, a slightly greater reduction in insolation should be achieved over the polar regions and a
slightly smaller reduction over the tropics. Furthermore, there are very few studies that treat both the trajectory design
and its impact on the climate simultaneously. The two aspects are tightly coupled, since the motion of the sunshade has
a direct effect on the reduction of solar irradiance and thus on the climate. This coupling is particularly important when
regional climate changes are accounted for.

This work aims to fill these research gaps by assessing whether a large, dynamic (i.e., capable of orbiting above and
below the ecliptic plane) sunshade is capable of minimizing residual climate changes arising in the Earth’s climate
system with increased atmospheric CO2 (680 ppm, twice the amount with respect to pre-industrial levels). It does so

Fig. 1 Surface temperature anomaly after 50 years resulting from an instantaneous increase of atmospheric
CO2 to 680ppm. The simulation was performed with the GREB climate model; for more details, see Sec. VII.
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by evaluating the performance of the sunshade’s trajectory in the vicinity of the displaced L1 point with a simplified
climate model, which allows to account for the artificial solar irradiance distribution generated by a dynamic sunshade.

So far, only one study investigated the trajectory design of a dynamic sunshade to minimize residual regional
climate changes [33]. In that study, a reverse-engineering approach was used to find optimal periodic orbits around
the displaced L1 point to tune the trajectory of the sunshade to the seasonal variations in the Earth’s climate. This is
achieved by linearly combining a set of static solutions with a non-zero displacement with respect to the ecliptic plane
and subsequently connecting those solutions to create a periodic orbit.

In this work, a different approach, explained in Sec. IV, is proposed. Instead of using periodic orbits, a combination
of equilibrium positions and time-optimal transfer between such equilibrium positions is used. The trajectory of the
sunshade is controlled through the solar radiation pressure acceleration, the dynamical framework of which is presented
in Sec. V. The shade cast on the Earth is computed with high accuracy (Sec. VI) and the artificial solar irradiance
distribution is fed to a simplified climate model, presented in Sec. VII. The numerical methods used to optimize the
motion of the sunshade are presented in Sec. VIII, while the results are discussed in Sec. IX. Conclusions are drawn in
Sec. X.

IV. Problem Definition and Methodology
The approach used in this work to optimize the sunshade’s trajectory is illustrated in Fig. 2. The trajectory over one

year is composed of two separate parts: 1) the sunshade is alternately parked at two equilibrium points (one above
the ecliptic plane during the summer and one below during the winter) and 2) the sunshade is transferred between the
two equilibrium points (one transfer during spring and one during fall). As mentioned, the sunshade is placed below
the ecliptic plane during the northern hemisphere winter and above the ecliptic plane during the northern hemisphere
summer. This is done to ensure a greater reduction of insolation over the poles during local summer, while at the same
time avoiding an excessively large insolation reduction over the equatorial regions. For most of the time during the
year, the sunshade is located at either equilibrium points, which are in fact Artificial Equilibrium Points (AEPs): these
equilibria are enabled by a given attitude of the sunshade [34, 35]. A formal definition of AEPs will be given in Sec. V.

The AEPs are connected by a time-optimal transfer trajectory. The transfer time is minimized to avoid overshading
(and thus overcooling) of the equatorial regions. At a specific date during the northern hemisphere spring, the sunshade
is transferred from an AEP below the ecliptic plane to an AEP above the ecliptic plane. After that, at another given date
during the northern hemisphere fall, the same transfer is repeated. The details of the optimal control problem to find a
minimum-time transfer trajectory are explained in Sec. VIII.A. The location of the AEPs, together with the departing
dates of the transfer trajectory, are the independent variables that will be optimized in this work.

The insolation distribution resulting from the presence of the sunshade has both a temporal and a spatial dependency;
however, in this paper, the spatial dependency is limited to latitudinal variations. This assumption is justified by the fact
that longitudinal variations are relevant only if a sub-daily temporal resolution is required, yet this is not the case for this
work. The artificial insolation distribution is then fed to a climate model (GREB), described in Sec. VII. The GREB
model simulates surface temperatures on a regular grid of nodes, separated by 3.75˝ in latitude and longitude, based
on a simplified global energy balance [36]. The insolation distribution derived from the presence of the sunshade is
repeated for each year throughout the GREB simulation, which lasts for 50 years. Finally, the temperature anomalies are
evaluated at the final year of the simulation and compared to a reference scenario corresponding to pre-industrial levels
of atmospheric CO2 and with a nominal solar radiation distribution [36]. The reference scenario is also computed by
GREB with a 50-year-long climate simulation.

A few assumptions are made; assumed values of some quantities are reported in Table 1. The main sizing parameters
for a static sunshade are its radius 𝑅𝐷 and its distance from the Earth 𝑟𝐷,C, which directly affect the mass of the
sunshade. The minimization of the sunshade’s mass, for a static sunshade located in the ecliptic plane along the
Sun-Earth line, has been explored thoroughly in literature [6, 19, 20, 33]. Therefore, the values found in Reference [33]
for the Earth-sunshade distance along the Sun-Earth line (as reported in Table 1) are adopted in this work. For a static
sunshade with parameters as in Table 1, such assumptions ensure a global reduction in insolation of 1.7%, which has
been proved as the minimum value to balance the climate effects of a doubling of the atmospheric CO2 with respect to
pre-industrial levels [6]. With respect to published work, in this paper the out-of-plane displacement of the sunshade is
non-zero. However, the global insolation reduction obtained in this work will not differ significantly from 1.7%, since
the out-of-plane component of the sunshade’s location with respect to the Earth is roughly three orders of magnitude
smaller than the Earth-sunshade distance. The upper limit placed on the out-of-plane displacement is derived by the fact
that for a large out-of-plane displacement most of the shade would not be cast on the Earth. As a result, the in-plane
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Fig. 2 Schematics of the methodology used in this work and described in Sec. IV.
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AEP found in Reference [6] will be considered as a starting point. More details of the geometry of the system and on the
AEPs are provided in Sec. V.

To select the optimal out-of-plane displacement of the AEPs and the dates on which the orbital transfers should be
initiated, two methods are used in this paper: a grid search to explore the search space and a genetic algorithm. The
settings used for the heuristic optimization are described in Sec. VIII.B, while the results are discussed in Sec. IX.

Table 1 Characteristic quantities for the sunshade and the climate model assumed in this work.

Quantity Notation Value Unit Source

Radius of the sunshade 1434 km [33]
Distance of the sunshade from the Earth 2.44 ¨ 106 km [33]
Pre-industrial levels of atmospheric CO2 340 ppm [36]

V. Dynamical Model
In this section, the dynamical model is presented in detail. The framework of the Circular Restricted Three-Body

Problem is explained, together with the perturbing solar radiation pressure acceleration. The notation, reference frames,
and the equations of motion are formulated in Sec. V.A. The section then focuses on the solar radiation pressure
acceleration and how it can be exploited to control the orbital motion of the sunshade (Sec. V.B). Finally, the associated
equilibrium solutions are discussed in Sec. V.C.

A. Circular Restricted Three-Body Problem
In this paper, the motion of the sunshade is designed in the framework of the Sun-Earth Circular-Restricted

Three-Body Problem (CR3BP). It is therefore assumed that the sunshade is subject to the point-mass gravitational
attraction of the primaries – the Sun (𝑚1) and the Earth (𝑚2) – neglecting the gravitational attraction of other celestial
bodies in the solar system. In addition, since the mass of the sunshade, 𝑚, is negligible with respect to the mass of
the primaries, the gravitational attraction exerted by the sunshade on the primaries is not considered [37]. Finally, the
motion of the primaries around the barycenter of the system is assumed to be circular.

To describe the motion of the sunshade, a synodic (or corotating) reference frame (SRF), S(x̂, ŷ, ẑ), is introduced.
The SRF, visualized in Fig. 3, is centered at the barycenter of the Sun-Earth system, 𝑂. One axis of the SRF, x̂,
coincides with the vector connecting the primaries and is always oriented towards the smaller primary, 𝑚2, while the
ẑ-axis coincides with the constant angular velocity vector, 𝝎, describing the circular motion of 𝑚1 and 𝑚2 around the
barycenter. The ŷ-axis completes the right-handed reference frame. The position vectors of the Sun and the Earth in the
SRF are denoted with r1 and r2, respectively, and the position of the sunshade with r “ r𝑥 𝑦 𝑧s𝑇 .

Under the assumptions presented in Sec. V.A, it is possible to describe the motion of the sunshade in the CR3BP
in non-dimensional form by introducing new units of mass (𝑚1 ` 𝑚2), length (|r1| ` |r2|), and time (2𝜋|𝝎|´1). The
characteristic parameter ` is also introduced:

` “
𝑚2

𝑚1 ` 𝑚2
(1)

For the Sun-Earth system, this yields ` “ 3.041464 ¨ 10´6 [38, 39]. As a result, the motion of the sunshade in the
synodic reference frame expressed in dimensionless quantities is described as [37]:

:r “ ´

˜

1 ´ `

𝑟3
13

r13 `
`

𝑟3
23

r23

¸

´ 2𝝎 ˆ 9r ´ 𝝎 ˆ p𝝎 ˆ rq ` a𝑆𝑅𝑃 (2)

where 𝑟˝ “ |r˝|. The first and second derivatives are denoted with single and double dots, respectively. The vector a𝑆𝑅𝑃

represents the solar radiation pressure acceleration, which will be expanded and explained in more detail in Sec. V.B.
Vectors r13 and r23, represented in Fig. 3, denote the position of the sunshade in the SRF with respect to the Sun and
Earth, respectively, and are defined as:

r13 “ r𝑥 ` ` 𝑦 𝑧s
𝑇 (3a)

r23 “ r𝑥 ´ p1 ´ `q 𝑦 𝑧s
𝑇 (3b)
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Fig. 3 The bigger primary (𝑚1), the smaller primary (𝑚2), and the planetary sunshade (𝑚) represented in the
synodic reference frame, S(x̂, ŷ, ẑ).

To further simplify the equations of motion (EOM), it is convenient to introduce the potential 𝑈 [37]:

𝑈 “ ´
1
2
`

𝑥2 ` 𝑦2˘ ´

ˆ

1 ´ `

𝑟13
`

`

𝑟23

˙

(4)

so that the equation of motion (EOM) becomes:

:r “ ´2𝝎 ˆ 9r ´ ∇𝑈 ` a𝑆𝑅𝑃 (5)

B. Solar Radiation Pressure Acceleration
As mentioned in Sec. V.A, for a large sunshade the solar radiation pressure acceleration should be accounted for.

Indeed, especially in the vicinity of an equilibrium point, the magnitude of the solar radiation pressure acceleration is
comparable to the gravitational accelerations exerted by the primaries [39]. Moreover, by changing the orientation of
the sunshade, the acceleration vector can be controlled, similar to a solar sail [35]. The main advantage of exploiting
solar radiation pressure to control the motion of the sunshade is that no propellant is required.

In this work, an ideal sail model is used to model the sunshade. An ideal sunshade reflects all photons in a specular
manner; in other words, diffuse reflection, absorption, and emission are neglected. This type of sunshade is similar to an
ideal mirror, whose performance could in theory be achieved by a sunshade constituted by a perfectly smooth membrane
without wrinkles. Losses due to absorption, re-emission, and non-specular reflection are generally small compared to
the magnitude of the reflective part: for realistic sunshades, approximately 94% of the incident radiation is reflected in
the specular direction, with absorption coefficients as low as 0.04 [35]. Therefore, considering an ideal sunshade is
justified in the context of this preliminary trajectory design study. The performance of an ideal sunshade with area 𝐴

and mass 𝑚 is uniquely characterized by the lightness number 𝛽, defined as follows:

𝛽 “
𝑚𝐴

𝜎
(6)

where 𝜎 “ 1.53 𝑔𝑚´2 is the critical solar sail loading parameter for the solar system [35]. The SRP acceleration a𝑆𝑅𝑃

acting on the sunshade can be expressed as [35]:

a𝑆𝑅𝑃 “ 𝛽
1 ´ `

𝑟2
13

pr̂13 ¨ n̂q2n̂ (7)

As mentioned before, the solar radiation pressure acceleration depends on the sunshade’s position and orientation with
respect to the Sun, quantified in the SRF through vectors r and n̂ (the vector normal to the surface of the sunshade),
respectively.
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Fig. 4 Representation of the Local Reference Frame (LRF), L(r̂13, 𝜻 , 𝝃), adapted from Reference [40].

To define the attitude angle of the sunshade, a new reference frame is introduced, the Local Reference Frame (LRF),
L(r̂13, 𝜻 , 𝝃) [35], represented in Fig. 4. The LRF is centered at the center of mass of the sunshade, with one axis that
coincides with the vector connecting the Sun and the sunshade, r̂13. The second axis is defined as:

𝜻 “ ẑ ˆ r̂13 (8)

The third axis of the LRF, 𝝃, completes the right-handed reference frame. The attitude of the sunshade can be defined
by two angles: the cone angle 𝛼 and the clock angle 𝛿. The cone angle is defined as the angle between the direction
normal to the sail, n̂, and the Sun-sunshade vector, r̂13:

𝛼 “ cos´1 pr̂13 ¨ n̂q (9)

The clock angle is the angle between the projection of the acceleration vector onto the Zb plane and the direction
represented by 𝝃:

𝛿 “ cos´1 ␣rr̂13 ˆ pn̂ ˆ r̂13qs ¨ 𝝃
(

(10)

C. Equilibrium Solutions
If the perturbing acceleration a𝑆𝑅𝑃 is neglected, five classical equilibrium solutions can be found by substituting

r “ 9r “ a𝑆𝑅𝑃 “ 0 into Eq. 5, yielding ∇𝑈 “ 0. These solutions correspond to the five Lagrangian points: three
collinear points (with 𝑥 “ 0) and two equilateral points (with 𝑥 ‰ 0). For obvious reasons, the first Lagrangian point,
L1, is an ideal location for a planetary sunshade, as it is located between the Sun and the Earth throughout the revolving
motion of the Earth around the Sun, without the need of performing large orbital maneuvers.

The addition of the solar radiation pressure acceleration expands the set of five equilibrium points to an infinite set
of equilibrium solutions (again derived from Eq. 5):

∇𝑈 “ a𝑆𝑅𝑃 (11)

From Eq. 11, it is clear that the equilibrium solutions depend on the characteristics of the sunshade through the term a𝑆𝑅𝑃

[34]. These equilibrium solutions are often called (solar sail) displaced equilibrium points or Artificial Equilibrium
Points (AEPs) and they will be useful for the remainder of this work. A representation of a set of selected equilibrium
solutions for the Sun-Earth CR3BP is reported in Fig. 5. Contour lines and arrows represent the lightness number and
sunshade orientation, respectively, that are required to achieve equilibrium. It can be noticed from Fig. 5 that achieving
equilibrium in certain locations is not possible. This is due to the fact that the SRP acceleration can only be oriented
away from the Sun. Furthermore, it is also clear from Fig. 5 that a static sunshade in the ecliptic plane must be located
between the Sun and the classical L1 point; in addition, to increase the distance from L1 corresponds a larger lightness
number is required.
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Fig. 5 Distribution of Artificial Equilibrium Points in the vicinity of the Earth, plotted in the xy-plane (left
panel) and in the xz-plane (right panel). The required lightness number 𝛽 is represented by countour levels,
while the required sunshade orientation is indicated by black arrows.

VI. Insolation
The focus of the paper is now shifted towards the computation of the solar irradiance and of its reduction due to

the sunshade. Fundamental quantities are introduced below. The spatio-temporal distribution of the natural insolation
received by the Earth is presented in Sec. VI.A, while different eclipse conditions are described in Sec. VI.B. The
section is concluded with the explanation of the solar limb darkening model adopted for this work (Sec. VI.C).

The irradiance, 𝑆, is defined as the power emitted or received by a unit surface [41]. The solar irradiance received by
the Earth, averaged over one year, is usually referred to as the solar constant, 𝑆0. According to the most recent satellite
measurements [42], its value oscillates between 1360 and 1365 𝑊𝑚´2, depending on the eleven-year solar cycle. The
irradiance can be converted to the radiance, 𝐼, which is defined as the radiating power emitted or received by a unit
surface per unit solid angle [41]:

𝑆 “ Ω𝐼 (12)

where Ω is the solid angle subtended by a generic surface. These definition will be useful for the remainder of this
section.

A. Natural Insolation
Solar irradiance is a good metric to evaluate the global energy balance of the Earth. However, since it is defined

as the solar flux reaching a unit surface perpendicular to the direction of solar radiation, it is not a suitable metric to
evaluate its impact on the Earth’s climate. A more representative quantity in this context is the insolation, 𝑄, that adjusts
the value of the solar constant for different locations on the Earth and for different times during the year. The temporal
dependency is expressed through the varying Sun-Earth distance, 𝑟C, while the spatial dependency is quantified by the
solar zenith angle, 𝜓, as follows [43]:

𝑄 “ 𝑆0

ˆ

𝑟C

𝑟C

˙2
cos𝜓 (13)

with 𝑟C the average Sun-Earth distance (1 AU). The solar zenith angle, 𝜓, is defined as the angle between the normal to
the Earth’s surface at a given point P and the direction in which solar radiation reaches at the same point [43]. The solar
zenith angle depends on the latitude, on the season, and on the time of day as follows [43]:

cos𝜓 “ sin_ sin a ` cos_ cos a cos ℎ (14)

All quantities from Eq. 14 are depicted in Fig. 6. The latitudinal dependence is expressed through the latitude angle _,
while the seasonal dependence is expressed via the declination angle a, which is the latitude of the point on the Earth’s
surface where the Sun is at zenith at noon. The time of the day is expressed via the hour angle, which is the longitude of
point P during the day, expressed with respect to its position at noon [43]. Equation 14 holds everywhere on Earth,
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except at the poles: in the summer hemisphere, latitudes higher than _ “ 90˝ ´ a are in constant daylight, while in the
winter hemisphere such locations are not reached by sunlight at all.

It is possible to find the daily average of Eq. 13, 𝑄, by computing the integral over all hour angles between ´ℎ0
(hour angle at sunrise) and `ℎ0 (hour angle at sunset) [43]:

𝑄 “
𝑆0
𝜋

ˆ

𝑟C

𝑟C

˙2
pℎ0 sin_ sin a ` cos_ cos a cos ℎ0q (15)

The insolation distribution resulting from Eq. 15 is reported in Fig. 7. The contour lines denote the insolation level,
while the dashed line shows the latitude of the subsolar point at local noon. It can be noticed that the poles do not
receive any insolation (constant darkness) during local winter; on the other hand, during local summer, they receive the
greatest amount of insolation, due to the tilt of the Earth’s spinning axis. Finally, the latitude of the subsolar point at
local noon (dashed line) oscillates between the latitude of the tropic of Cancer (reached on the summer solstice) and the
tropic of Capricorn (reached on the winter solstice).

Fig. 6 Representation of the latitude angle, _, the declination angle, a, and the hour angle, ℎ (adopted from
Reference [44]).

B. Radiance reduction under eclipse conditions
The attention is now shifted towards the computation of the radiance reduction due to the shade. In the presence of a

radiating body (usually the Sun) and a shading body, four different eclipse regions arise: the fully illuminated region,
the umbra region (total eclipse), the penumbra region, and the annular eclipse region. These regions are represented in
Fig. 8 and are denoted as follows:

𝐼 “

$

’

’

’

&

’

’

’

%

𝐼0 fully illuminated
𝐼pe partial eclipse
𝐼ae annular eclipse
0 total eclipse

(16)

with 0 ă 𝐼pe ă 𝐼0 and 0 ă 𝐼ae ă 𝐼0. Most methods available in literature to compute the eclipse condition of an orbiting
body are derived for satellites in Low Earth Orbit (LEO), therefore the main objective of these methods is to determine
whether a spacecraft is in total eclipse or, alternatively, fully exposed to sunlight, but nothing in between (see References
[45, 46]). These methods are therefore not suitable for the purpose of this work, where the radiance reduction due to
partial or annular eclipses has to be determined. As a result, the method described in Reference [47] is adopted. The
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Fig. 7 Insolation received by the Earth in nominal conditions over one year (S0 “ 1360 Wm´2). Countour levels
indicate the insolation, while the dashed line denotes the latitude of the subsolar point at local noon.

radiating body (the Sun) is assumed to be perfectly spherical and the radius of its projected disk is denoted by 𝑅@; the
planetary sunshade is assumed to be perfectly circular and its radius is denoted by 𝑅𝐷 . The Sun and the sunshade are
centered at points S and D, respectively, as indicated in Fig. 8. The sufficient conditions for each eclipse region are
reported in [47]. To quantify the insolation reduction due to the shade, vectors r@,𝑃 and r𝐷,𝑃 are introduced, denoting
the position of the Sun and the sunshade with respect to a generic point P on the Earth’s surface, respectively. Solid
angles Ω@ and Ω𝐷 , quantifying the angular radius of the Sun and the sunshade respectively, are also introduced:

Ω@ “ sin´1
ˆ

𝑅@

𝑟@,𝑃

˙

(17)

Ω𝐷 “ sin´1
ˆ

𝑅𝐷

𝑟𝐷,𝑃

˙

(18)

The parameter [, denoting the angular separation between the Sun and the sunshade, is defined as [47]:

[ “ cos´1
ˆ

r@,𝑃 ¨ r𝐷,𝑃

𝑟@,𝑃 ¨ 𝑟𝐷,𝑃

˙

(19)

The radiance under partial eclipse condition, 𝐼pe, can then be computed as follows [47]:

𝐼pe “𝐼0

"

1 ´
1

𝜋 p1 ´ cosΩ@q

„

𝜋 ´ cosΩ@ cos´1
ˆ

cosΩ𝐷 ´ cosΩ@ cos [
sinΩ@ sin [

˙

` (20)

´ cosΩ𝐷 cos´1
ˆ

cosΩ@ ´ cosΩ𝐷 cos [
sinΩ𝐷 sin [

˙

´ cos´1
ˆ

cos [ ´ cosΩ@ cosΩ𝐷

sinΩ@ sinΩ𝐷

˙ȷ*

while the radiance in annular eclipse, 𝐼ae, can be computed as follows [47]:

𝐼ae “ 𝐼0

ˆ

1 ´
1 ´ cosΩ𝐷

1 ´ cosΩ@

˙

(21)

Given the geometry of the Sun–sunshade–Earth system under the assumptions presented in Sec. IV, the Earth’s surface
is never in total eclipse, but it oscillates between annular eclipse and partial eclipse, depending on the relative position
of the sunshade.
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Fig. 8 Different eclipse conditions produced by a planetary sunshade of radius 𝑅𝐷 located at a distance
|r@,𝑃 ´ r𝐷,𝑃| from the Sun: fully illuminated (white), partial eclipse (blue), annular eclipse (brown), and total
eclipse (red). Solid angles Ω@ and Ω𝐷 , subtended by the Sun and the sunshade at point P, respectively, are also
represented.

C. Solar Limb Darkening
Equations 20 and 21 are based on the assumption that the illuminating body radiates homogeneously. However, this

assumption is not justified when a planetary sunshade is present. Indeed, the apparent solar luminosity is larger at the
center of the solar disk and smaller at its outer edges [48]. The radial dependency of the apparent solar luminosity,
known in literature as limb darkening, has the direct implication that the same sunshade shading different regions of the
solar disk results in different radiance distributions on the Earth’s surface. Most limb darkening models available in
literature are empirical and are based on polynomial interpolations of solar observations (e.g., [49]). In this work, the
second-degree polynomial approximation proposed in Reference [50] (computed for a mean wavelength of 550 nm) is
adopted. The geometry of the model is described in Fig. 9. The limb darkening can then be computed as follows [50]:

𝐼𝑟 “ 𝐼𝑐
`

𝑐0 ` 𝑐1 cos 𝛾 ` 𝑐2 cos2 𝛾
˘

(22)

where 𝐼𝑐 is the radiance emitted by the center of the Sun and 𝐼𝑟 is the radiance emitted by the Sun at a radial distance 𝑑𝑟
from its center. 𝑐0, 𝑐1, and 𝑐2 are empirical coefficients and their values are assumed from Reference [50] (𝑐0 “ 0.3,
𝑐1 “ 0.93, and 𝑐2 “ ´0.23). With this set of coefficients, it is assumed that the brightness of the Sun at its limb is
equal to 30% of the brightness at its center. The radial distance, 𝑑𝑟 , is related to the angle 𝛾 as follows:

𝑑𝑟

𝑅@

“ sin 𝛾 (23)

As a result, the radiance seen by an observer in fully illuminated conditions, 𝐼0, results in:

𝐼0 “

ż 𝑅@

0
𝐼𝑟 p𝑑𝑟 q d 𝑑𝑟 (24)

where the integral spans the entire radial extension of the Sun. In this paper, Eq. 24 is discretized over ten different
values of the radial distance to reduce the computational effort. A representation of this approximation is reported in
Fig. 10. The ten values are discretized in the range 0 ă

𝐼𝑟
𝐼𝑐

ă 1 so that the radiance emitted by a solar ring between two
adjacent nodes of radial distance is the same for all pairs of radial distances. This is an improvement in accuracy with
respect to the method used in Reference [33], where the discretization was based on regularly spaced values of the
radius of solar disks.
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𝑑𝑟𝛾

𝑅@

𝐼0

𝐼𝑟

Fig. 9 Geometry of solar limb darkening: the radiance emitted by the Sun decreases with increasing radial
distance 𝑑𝑟 .

Fig. 10 Discretization of solar limb darkening: empirical law representing Eq. 22 (blue), ten equidistant levels
of relative radiance (green), and resulting discrete levels for the relative radius (red).
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VII. Quantification of Climate Changes
The effect of the reduced insolation due to the sunshade produces an effect on the Earth’s climate. Since the climate

is a complex system, it is difficult to optimize the resulting latitudinal and seasonal insolation distribution without any
data related to the climate itself [51]. Therefore, in this work a climate model is used to quantify the impact of the
sunshade. Climate models are usually grouped into three classes of increasing complexity: Energy Balance Models
(EBMs, [52]), Earth Models of Intermediate Complexity (EMICs, [53]), and Global Circulation Models (GCMs, [54]).
Although EMICs and GCMs accurately reproduce most climate features, they are very computationally expensive and
not suitable to be run within an optimization loop. Therefore, a specific EBM, the Globally Resolved Energy Balance
(GREB) model, is adopted [36]. The choice is motivated by two factors. Firstly, GREB is the only globally resolved
EBM available in literature. Thus, it is possible to supply the model with a latitude-dependent insolation distribution,
rather than a single value, like it would be when considering a uniform reduction in the solar constant [55]. Secondly,
GREB was used in the work in Reference [33], which enables cross-validation and comparison of the results.

GREB is based on a simplified energy balance and accounts for several sources of heat flux, 𝐹: the heat flux
from shortwave (solar), 𝐹solar, and longwave (thermal) radiation, 𝐹thermal, the heat exchanged within the atmospheric
hydrological cycle, 𝐹latent, the heat flux exchanged with the deep oceans, 𝐹ocean, and the sensible heat flux, 𝐹sense. Heat
transfer via atmospheric circulation (advection and diffusion) is also accounted for. Such processes are modeled in a
simplified way that prioritizes computational efficiency over accuracy. It features three different layers (a single-slab
atmosphere, surface land, and a single-layer deep ocean) resolved on a grid of 3.750 x 3.750 in latitude (angle _) and
longitude (angle 𝜑). The grid’s spatial resolution corresponds to roughly 400 km, which is comparable to the resolution
of several GCMs [54]. The temperature at each node of these three layers (atmosphere, land surface, and ocean)
represent GREB’s main prognostic variables [36]: 𝑇atm p_, 𝜑, 𝑡q, 𝑇p_, 𝜑, 𝑡q, 𝑇ocean p_, 𝜑, 𝑡q, where 𝑡 denotes the time
dependency. The land surface energy balance is described by the following equation (it is noted that energy balance
equations for the atmosphere and the deep ocean have similar forms, therefore they are not reported here):

𝜏surf
d𝑇
d𝑡

“ 𝐹solar ` 𝐹thermal ` 𝐹latent ` 𝐹ocean ` 𝐹sense ` 𝐹correct (25)

where 𝑇 is the surface temperature and 𝜏surf its heat capacity. The term 𝐹correct represents empirical corrections: indeed,
for most EBMs and EMICs, models are adjusted with empirical values to correct for deviations due to model biases [36].
This correction is achieved by performing a shorter climate simulation that computes the heat fluxes needed to maintain
the prognostic variables equal to their observed counterparts. It is of interest for this work to expand the forcing term
quantifying the shortwave radiative energy flux, 𝐹solar , as follows:

𝐹solar “ p1 ´ 𝜒cloudsqp1 ´ 𝜒surfq𝑄 (26)

where 𝑄 is the insolation introduced in Eq. 15, while 𝜒clouds and 𝜒surf are the cloud and surface albedo, respectively.
Introducing a planetary sunshade affects the insolation 𝑄 and its temporal and latitudinal distribution, which in turn
plays a role in the surface temperature via the GREB model equations. The GREB model needs a set of historical
average climatologies as input data, both to estimate the empirical corrections (surface temperature, atmospheric
temperature, and deep ocean temperature) and to provide the model with boundary conditions (horizontal winds, CO2
levels, topographic height, surface wetness, ocean mixed layer depth, and cloud cover). While GREB is unable to
reproduce small-scale and short-term climate variability (i.e., weather fluctuations), it is a reasonably accurate and
particularly fast tool to evaluate global trends in climate change due to modifications in the external forcings [33, 36, 55].
Simulating 50 years of climate evolution takes approximately 10 minutes on a standard Personal Computer (PC), as
reported also in Reference [33]. However, caution should be exerted, since GREB — like all EBMs — does not include
all types of climate feedback. It is therefore unable to reproduce small-scale climate changes that could be of great
importance when it comes to evaluating the impact of a geoengineering scheme. The authors of the models claim that its
uncertainties are comparable to the models used by the International Panel on Climate Change (IPCC) [36]. Still, more
accurate models should be used when a more precise assessment of solar geoengineering schemes are needed. GREB
was originally written in Fortran and its source code, together with the required input data, are freely available through
[36]. For the purpose of this work, the source code was converted into Python code; the input data were taken from [36].

In the remainder of this work, four different climate simulations are performed with GREB. The first climate
simulation (case A), denoted by the subscript ˝ref, is a reference scenario with pre-industrial levels of atmospheric CO2
content (see Table 1) and the natural insolation distribution. The second climate simulation (case B), denoted by the
subscript ˝2xCO2 is the same as case A, but with doubled amount of atmospheric CO2 content (680ppm). The third and
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Table 2 Climate scenarios considered.

Case Name Notation CO2 [ppm] Sunshade

A Reference ˝ref 340 Absent

B 2xCO2 ˝2xCO2 680 Absent

C Geoengineering - static ˝static
geo 680 Static

D Geoengineering - dynamic ˝
dynamic
geo 680 Dynamic

fourth climate simulations (case C and D), denoted by the subscript ˝geo, are the same as case B, but with an artificial
insolation distribution, with the latter varying according to the sunshade trajectory and configuration. All the scenarios
considered in this work are summarized in Table 2.

VIII. Numerical optimization
In this section, the numerical optimization techniques used in this work are described. The optimal control problem

to find a time-optimal transfer trajectory connecting two given artificial equilibrium points is introduced in Sec. VIII.A.
The optimal control problem constitutes the "inner" loop of the pipeline described in Fig. 2 (i.e., it is part the "transfer
trajectory optimization" process in Fig. 2). Furthermore, the heuristic optimization problem and the associated genetic
algorithm used are described in Sec. VIII.B. The heuristic optimization constitutes the "outer" loop of the pipeline
described in Fig. 2.

A. Transfer Trajectory Optimization
As anticipated in Sec. IV, the transfer trajectory between artificial equilibrium points is found by solving an optimal

control problem [56, 57]. In this work, a direct method based on collocation is used. Direct methods convert (or
transcribe) an optimal control problem into a finite non-linear programming (NLP) problem. This is achieved by
dividing the trajectory into segments through a mesh of nodes (spaced, for example, in time). Across each segment,
the state and control variables are approximated by means of polynomial interpolation. In this work, both the state
and control variables are discretized on the time domain using Lagrange-Radau polynomials [58]. At the boundaries
of the segment, the polynomial must satisfy the dynamical constraints. In addition, at one or more points within the
segment (called collocation points), the interpolated derivatives are compared to the derivatives computed through the
EOM. The difference, called defect, is minimized by the solver [56]. Considering all segments of the trajectory, a set of
algebraic equations expressed in terms of the state and control variables emerges.

In this work, the state variables X1p𝑡q are the position and velocity components of the sunshade in the SRF:

X1p𝑡q “ r𝑥 𝑦 𝑧 9𝑥 9𝑦 9𝑧s𝑇 (27)

The control variables Up𝑡q are the components of the vector normal to the sail, introduced in Sec. V.B, expressed in the
SRF:

Up𝑡q “ n̂ “ r𝑛𝑥 𝑛𝑦 𝑛𝑧s𝑇 (28)

The objective function 𝐽1 to be minimized is the time of flight:

𝐽1 “ 𝑡 𝑓 ´ 𝑡𝑖 (29)

where 𝑡𝑖 and 𝑡 𝑓 are the times corresponding to the start and end of the transfer trajectory, respectively.
Several constraints are imposed. Dynamic constraints, represented by the equation of motions (Eq. 5), are imposed.

Additionally, two path constraints are formulated. The first path constraint ensures that the norm of the control vector
equals unity:

|n| “ 1 (30)
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Fig. 11 Time-optimal transfer trajectory originating from 𝑧 “ ´𝑅C and ending at 𝑧 “ `𝑅C. It is noted that
the 𝑧-axis is stretched with respect to the 𝑥- and 𝑦-axes.

The second path constraint ensures that the SRP acceleration vector points away from the Sun [35]:

r13 ¨ n̂ ě 0 (31)

Boundary conditions are also imposed on the initial and final state and control variables:

X1p𝑡𝑖q “ X𝑖 (32a)
X1p𝑡 𝑓 q “ X 𝑓 (32b)

Up𝑡𝑖q “ U𝑖 (32c)
Up𝑡 𝑓 q “ U 𝑓 (32d)

The first two equations ensure that the transfer trajectory of the sunshade begins and ends at given AEPs, while the last
two equations ensure that equilibrium is satisfied at the start and end locations. In this work, the problem was discretized
by dividing the time of flight, 𝑡 𝑓 ´ 𝑡𝑖 , in ten segments. Each segment was composed of six collocation points. For some
trajectories, variations of these settings have been performed in order for the problem to converge. For all the other
settings, default values are used. An open-source, Python-based optimization modeling package, called Pyomo, is used
[59]. Pyomo relies on the Interior Point Optimizer (IPOPT), an open-source package for large-scale optimization [60].
Pyomo allows users to model the optimization problem and use direct methods to transcribe a dynamic optimization
problem into a large-scale, sparse, static optimization problem through collocation methods. The NLP problem is then
solved by IPOPT.

An example of a transfer trajectory between two AEPs is reported in Fig. 11, while the attitude angles required
to achieve such a trajectory are plotted in Fig. 12. The transfer starts at 𝑧 “ ´𝑅C and ends at 𝑧 “ `𝑅C, taking
approximately 56 days. It is possible to notice how the trajectory and the cone angle profile are rather symmetric with
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Fig. 12 Attitude angles required to achieve the transfer trajectory presented in Fig. 11. Top panel: cone angle,
𝛼; bottom panel: clock angle, 𝛿.

respect to the midpoint of the transfer. These features are directly related to the fact that the ecliptic plane is a plane of
symmetry for the CR3BP. Furthermore, given the relatively small distance travelled by the sunshade, the attitude angle
shows small variations, in the order of 1˝. Given that the objective is to minimize the transfer time, the trajectory results
in a nearly-straight, elongated transfer, with a very large variation in the 𝑧-coordinate and small variations for the 𝑥- and
𝑦-coordinates.

B. Minimization of Temperature Anomalies
As stated in Sec. IV, the goal of this work is to optimize the location of the sunshade over a full year to minimize

latitudinal temperature anomalies. For this purpose, three different problems are defined, each with a different objective,
and then solved via a genetic algorithm. This process corresponds to the "outer" loop reported in Fig. 2. However,
before doing so, the design space is explored through grid searches that analyze the relation between the independent
variables and two of the three objective functions. All the optimization problems explained below are unconstrained and
single-objective.

The objectives used for the optimization are threefold. The first two objectives are also used as dependent variables
in the grid searches. First, an objective function 𝐽RMS that quantifies the latitudinal distribution of temperature anomalies
is considered, as suggested by Reference [33]. The GREB model produces monthly means of surface temperature data
for each node of the spatial grid. This is denoted as 𝑇p_, 𝜑, 𝑖q, with index 𝑖 “ 0, 1, . . . , 11 referring to the month of the
year; as presented in Sec. VI, the latitudinal and longitudinal dependencies are respectively denoted by the latitude angle
_ and the longitude angle 𝜑. The overbar indicates that this quantity is a monthly average. The spatial grid is discretized
through 96 points over the longitude and 48 points over the latitude, resulting in 4608 nodes and a spatial resolution of
3.75˝ (corresponding to roughly 400 km, as stated in Sec. VII). For such a grid, the longitudinally averaged temperature
is:

𝑇p_, 𝑖q “
1

96

360˝
ÿ

𝜑“0˝

𝑇p_, 𝜑, 𝑖q (33)

From Eq. 33, the temperature anomaly is computed by taking the difference between the double-CO2 geoengineering
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scenario (subscript ˝geo) and the reference scenario (subscript ˝ref):

Δ𝑇p_, 𝑖q “ 𝑇geop_, 𝑖q ´ 𝑇refp_, 𝑖q (34)

Then, the root mean squares (RMS) is used to account for both negative and positive temperature anomalies over time:

Δ𝑇p_q “

g

f

f

e

1
12

11
ÿ

𝑖“0
Δ𝑇2p_, 𝑖q (35)

Finally, the resulting values are averaged over latitude weighted for the surface area corresponding to each latitudinal
grid point. The surface area for each grid point, Δ𝐴p_, 𝜑q, can be computed as [61]:

Δ𝐴p_, 𝜑q “ 𝑅2
C Δ_Δ𝜑 cos_ (36)

Equation 36 represents both the case where the Earth radius is latitude-dependent (ellipsoidal Earth model) or constant
(spherical Earth model). In this work, a spherical Earth model is used; therefore, for a regularly spaced grid as the one
used in this work, the surface area Δ𝐴p_q is only latitude-dependent. The objective function sought for can then be
defined as:

𝐽RMS “

90˝
ÿ

_“´90˝

Δ𝐴p_qΔ𝑇p_q (37)

It should be noted that the objective function 𝐽RMS is only computed over the last year of the simulation (50th year). It is
also possible to include a filter after Eq. 35, so that only statistically relevant temperature anomalies are accounted for.
This method was proposed in Reference [33], using a threshold of statistical relevance of 0.1˝C.

The second objective function, 𝐽GMST, quantifies the global temperature anomaly, without accounting for regional or
latitudinal differences. The surface temperature is averaged by longitude, by latitude, and by month of the year, to obtain
the Global Mean Surface Temperature (GMST), denoted by 𝑇global:

𝑇global “
1
96

1
48

1
12

360˝
ÿ

𝜑“0˝

90˝
ÿ

_“´90˝

11
ÿ

𝑖“0
𝑇p_, 𝜑, 𝑖q (38)

Subsequently, the global mean surface temperature, 𝑇global, is used to compute the temperature anomaly:

𝐽GMST “ 𝑇
global
geo ´ 𝑇

global
ref (39)

In this case, it is also possible to introduce a filtering scheme to discard statistically insignificant values.
Finally, it is also useful to introduce a third objective function, 𝐽polar, that quantifies the Polar Mean Surface

Temperature (PMST) anomaly. This is essentially a variation of the objective function 𝐽GMST, computed only over the
polar regions. In this work, polar regions are defined as regions with latitude |_| ą 67.5˝. Therefore, Eq. 38 can be
transformed into:

𝑇polar “
1
96

1
12

1
12

360˝
ÿ

𝜑“0˝

11
ÿ

𝑖“0

˜

´67.5˝
ÿ

_“´90˝

𝑇p_, 𝜑, 𝑖q `

90˝
ÿ

_“67.5˝

𝑇p_, 𝜑, 𝑖q

¸

(40)

yielding:
𝐽polar “ 𝑇

polar
geo ´ 𝑇

polar
ref (41)

The objective function formulated in Eq. 41 is useful to evaluate the sunshade’s performance over the poles, which are
sensitive regions for climate change showing the largest surface temperature increase.

The independent variables of all optimization problems are the following, grouped in the decision vector X2:

X2 “ r𝑧𝑆 𝑧𝑁 𝑡𝑆 𝑡𝑁 s𝑇 (42)

Quantities 𝑧𝑆 and 𝑧𝑁 denote respectively the vertical displacement of the AEPs below (subscript ˝𝑆) and above (subscript
˝𝑁 ) the ecliptic plane. As presented in Sec. IV, the 𝑥- and 𝑦-coordinates of the AEPs are fixed and their values are
reported in Table 1, therefore only the 𝑧-coordinate is optimized. As a result, the optimal AEP found will not be a true
equilibrium point. Analogously, 𝑡𝑆 and 𝑡𝑁 denote the time when the transfer from south to north and from north to south
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start, respectively. Both 𝑡𝑆 and 𝑡𝑁 are measured in days from January 1st. Such a choice entails that the south-to-north
trajectory of the sunshade is the north-to-south trajectory, yet flown backwards.

A Differential Evolution (DE) algorithm was selected to solve each of the three optimization problems [62]. In
all cases, a population of 20 individuals was initialized randomly, which evolved over 20 generations. Given the
computational resources required to run the GREB model for 50 years, this setup results in roughly 66 hours of runtime
to solve each optimization problem using a single seed to initialize the population. To solve the optimization problems,
the open-source, Python-based heuristic optimization package PyGMO was used in this paper [63]. The results are
presented and discussed in Sec. IX.

IX. Results and discussion
In this section, the results are presented and discussed. In Sec. IX.A, the performance of a static shade is analyzed.

Then, the design space for a dynamic shade is explored through grid searches in Sec. IX.B. Finally, the optimal solutions
found for each objective function are presented in Sec. IX.C.

A. Static shade
In Sec. III, it was stated that a static sunshade has the disadvantage of undercooling polar regions and overcooling

tropical regions. This scenario is reproduced here by modeling a static sunshade with its location and size equal to
the values reported in Table 1. The results of a 50-year simulation with the GREB model accounting for the effect
of the static sunshade are reported in Fig. 13. It is possible to notice negative temperature anomalies, with peaks of
´0.4 ˝C between the +20˝ and -20˝ latitudinal bands; on the other hand, temperature anomalies over the polar regions
are evidently positive. These results confirm the findings reported in literature.

Furthermore, there is a clear latitudinal asymmetry: over Antarctica, temperature anomalies are lower than 1.0 ˝C
everywhere; on the other hand, in the northern hemisphere, the same level of anomaly is already reached in the latitudinal
band between +50˝ and +80˝. At latitudes higher than +80˝, the temperature anomaly is always greater than 1.0 ˝C,
with peaks of 1.4 ˝C over North-East Asia. The gradient in temperature anomalies is larger at mid-latitudes between
45˝ and 70˝ in both hemispheres. Such an asymmetry is likely due to the different split between land and oceans: in the
southern hemisphere, the ratio between land and ocean is 1 to 4, which reduced to 1 to 1.5 in the northern hemisphere
[64]. In other words, the fraction of land over the total area is 20% for the southern hemisphere and 40% for the northern
hemisphere. As a result, given that water has a greater heat storage capacity than land, an equal increase in radiative
forcing results in a lower average surface temperature in the southern hemisphere. This pattern is even more visible if
the sunshade is not present (see Fig. 1). Therefore, it is expected that the outcome of the optimization problem will
reflect this difference. In terms of sunshade trajectory, this roughly means that the sunshade should spend more time
over the northern hemisphere.

From a global perspective, the reference scenario (CO2 content of 340 ppm, corresponding to pre-industrial levels,
without sunshade) results in a GMST of 𝑇global

ref “ 13.92 ˝C; on the other hand, the geoengineered scenario with a static
sunshade produces a GMST of 𝑇global

geo “ 14.15 ˝C, simulated with GREB. This yields a global temperature anomaly of
𝐽GMST “ 0.23 ˝C. As explained in Sec. IV, the size and location of the sunshade are assumed from literature so that an
average reduction of 1.7% in insolation is achieved. It is clear that, under the assumptions made in this work, a slightly
larger reduction in insolation would be required to completely offset the global temperature anomaly, which could be
achieved by a larger sunshade. As long as the assumptions made to model the sunshade do not change, the fact that
the GMST anomaly is not exactly zero is not an issue for this work, since the goal is to compare different trajectory
solutions and understand their effects on the climate, rather than to accurately size the sunshade.

B. Grid search
Before solving the overarching optimization problem with the heuristic algorithm (see Fig. 2), the design space is

explored by means of grid searches. The goal of using a grid search method is to better understand the search space and
the impact of each variable of the decision vector X2, defined in Eq. 42. In particular, a regular grid of points is used for
both types of independent variables (𝑧-displacement and time of departure). The 𝑧-displacement is discretized through
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ten equidistant points as follows:

𝑧˚
𝑆

“
𝑧

𝑅C

“ ´
𝑖

10
for 𝑖 “ 1, 2, . . . , 10 (43)

𝑧˚
𝑁 “

𝑧

𝑅C

“ `
𝑖

10
for 𝑖 “ 1, 2, . . . , 10 (44)

where for simplicity the 𝑧-displacement is expressed as a fraction of the Earth’s radius, 𝑅C. This notation will be
used throughout the remainder of the paper. The start dates of the transfers (𝑡𝑆 and 𝑡𝑁 ) are also discretized with ten
equidistant points as follows:

𝑡𝑆 “ 30 ` 10 𝑖 for 𝑖 “ 1, 2, . . . , 10 (45)
𝑡𝑁 “ 210 ` 10 𝑖 for 𝑖 “ 1, 2, . . . , 10 (46)

where 𝑡𝑆 and 𝑡𝑁 are measured in days from January 1st.
Two different types of grid searches are carried out. The first grid search fixes the start dates of the transfers

(𝑡𝑆 “ 60 days, 𝑡𝑁 “ 240 days) to create a catalog of trajectories with different combinations of 𝑧-displacement

Fig. 13 Surface temperature anomaly resulting from the presence of a static sunshade.

Fig. 14 Results of the grid search over the trajectory catalog for different combinations of 𝑧-displacement (𝑧˚
𝑆

and 𝑧˚
𝑁

), with fixed departing dates of the transfers (𝑡𝑆 “ 60 days, 𝑡𝑁 “ 240 days), performed for objective
function 𝐽RMS (left panel) and objective function 𝐽GMST (right panel). White cells represent unfeasible transfer
trajectories.
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Fig. 15 Results of the grid search over the trajectory catalog for different combinations of start dates of
the transfer (𝑡𝑆 and 𝑡𝑁 ), with fixed z-displacements (𝑧˚

𝑆
“ ´0.6𝑅C, 𝑧˚

𝑁
“ `0.6𝑅C), performed for objective

function 𝐽RMS (left panel) and objective function 𝐽GMST (right panel). White cells represent unconverged transfer
trajectories.

(𝑧˚
𝑆

and 𝑧˚
𝑁

). A typical transfer trajectory resulting from the optimal control problem presented in Sec. VIII.A was
already shown in Fig. 11. Instead, the second grid search fixes the initial and final 𝑧-displacement of the trajectory
(𝑧˚

𝑆
“ ´0.6𝑅C, 𝑧˚

𝑁
“ 0.6𝑅C) while varying the dates when the sunshade departs from the AEPs. For each combination

of 𝑧-displacement and departing dates, all the steps described in Fig. 2 are carried out: the time-optimal trajectory is
found, the shading pattern is computed, and a climate simulation with the GREB model is performed, resulting in the
evaluation of two metrics (the objective functions 𝐽RMS and 𝐽GMST). The objective function 𝐽polar is not considered for
the grid searches. The results are reported in Fig. 14 for the first grid search and in Fig. 15 for the second grid search.

Before analyzing the results, it should be mentioned that white cells in the figures correspond to unconverged
transfers. Such trajectories are not unfeasible; on the contrary, it was verified that the optimizer is very sensitive to the
number of collocation points. Therefore, the apparent unfeasibility could be solved using an iterative trial-and-error
approach to a change in the number of collocation points.

Looking at Fig. 14, it can be noticed that the first type of grid search shows similar results for both objectives. The
best-performing trajectories are found in the region described by ´0.3 ď 𝑧˚

𝑆
ď ´0.2 and `0.2 ď 𝑧˚

𝑁
ď `0.3, with the

objective function gradually increasing for absolute displacement values larger than 0.3. It can also be noticed that
the objective function 𝐽RMS is slightly less sensitive to changes in the 𝑧-displacements with respect to objective 𝐽GMST.
Finally, Fig. 14 confirms again that a static shade with no vertical displacement is not the optimal solution to minimize
temperature anomalies.

Observing the results from the second grid search, reported in Fig. 15, it is possible to see some differences between
the two objective functions. For objective function 𝐽RMS, the best performing region is found at 40 ă 𝑡𝑆 ă 60 days and
240 ă 𝑡𝑁 ă 260 days; for objective function 𝐽GMST, which shows a more regular behavior with respect to 𝐽RMS, the best
performing region is located at roughly 50 ă 𝑡𝑆 ă 70 days and 230 ă 𝑡𝑁 ă 250 days. As a reference, the equinoxes
occur around day 79 (March 20th) and day 266 (September 22nd). The transfer trajectory takes between 40 and 50 days
to complete. If 𝐽RMS is used as objective, the asymmetry mentioned in Sec. IX.A appears as expected. This pattern
confirms that the sunshade should spend more time over the northern hemisphere and less over the southern hemisphere.
It is interesting to notice that, when objective function 𝐽GMST is used, the figure looks rather symmetric. This is because
the GMST gives relatively more weight to equatorial regions than to polar regions; therefore, the motion of the sunshade
closely follows the apparent oscillation of the Earth’s spinning axis, giving less weight to temperature anomalies at
higher latitudes. In addition, the best performing regions for 𝐽RMS show that the values of 𝑡𝑆 and 𝑡𝑁 are more spread
apart compared to the grid search for 𝐽GMST, meaning that the sunshade spends more time over the northern hemisphere,
as expected. Finally, objectives 𝐽RMS and 𝐽GMST seem to be more sensitive to the 𝑧-displacement than to the departing
dates, as it can be seen from the range of the colorbar in the contour plots in Fig. 14 and Fig. 15.

The two grid searches described above allow to restrict the search space for the heuristic optimization process. The
new boundaries of the search space that will be used to solve the optimization problems are reported in Table 3.
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Table 3 Boundaries of the search space for the single-objective optimization problem (GMST).

Variable Lower boundary Upper boundary Unit

𝑧˚
𝑆

-0.5 0.0 –
𝑧˚
𝑁

0.0 0.5 –
𝑡𝑆 30 70 days from January 1st
𝑡𝑁 230 270 days from January 1st

C. Optimization of the sunshade’s motion
The results of the single-objective optimization problems are presented in the following subsections: Sec. IX.C.1

when optimizing for 𝐽RMS, Sec. IX.C.2 when optimizing for 𝐽GMST, and Sec. IX.C.3 when optimizing for 𝐽polar. It is
noted again that, for all optimization problems, the search space is limited to the values reported in Table 3. The results
reported in this section are obtained by initializing the population with a seed value equal to 20151017.

1. Root Mean Squares (𝐽RMS)
Objective function 𝐽RMS highlights the latitudinal differences in the surface temperature anomalies. The evolution

of the fitness of the best individual ("champion") of the population is reported in Fig. 17, while the independent
variables corresponding to the optimal solution are reported in Table 4. The value of the objective at the last evolution is
𝐽RMS “ 0.2837 ˝C and the resulting temperature anomaly distribution is very similar to the one shown in Fig. 16. It can
be noticed that the optimizer struggles to significantly improve the value of the objective function.

More generally, comparing the results of this subsection with the ones presented in Sec. IX.C.2 suggests that the
chosen metrics have a relatively low sensitivity with respect to the selected independent variables. This is mainly
caused by the fact that the shade cast on the Earth does not change significantly, coupled with the inherent complexity of
the Earth’s climate system and the non-linearity of the problem. An extensive comparison of the optimization results
and of other climate scenarios presented in the paper (reference scenario, without a shade, and with a static shade) is
summarized in Table 4.

2. Global Mean Surface Temperature (𝐽GMST)
The objective function used in this section is 𝐽GMST, therefore the optimal trajectory in terms of GMST is searched

for. This objective function is inherently a global metric. The evolution of the fitness of the best individual ("champion")
of the population is reported in Fig. 17, while the independent variables corresponding to the optimal solution are
reported in Table 4. The value of the objective at the last evolution is 𝐽GMST “ 0.2061 ˝C.

It can be noticed that the optimal solution obtained when optimizing for 𝐽RMS and the optimal solution obtained
when optimizing for 𝐽GMST produce comparable values of the RMS. The possible causes of this have been already
mentioned in the previous paragraphs. However, the independent variables reported in Table 4, in particular the values
of the vertical displacement, 𝑧˚

𝑆
and 𝑧˚

𝑁
, indicate that the sunshade tends to shade the tropical regions less. Indeed,

the vertical displacement is greater when optimizing for 𝐽RMS, as the optimizer focuses on minimizing latitudinal
temperature anomalies (i.e., casting more shade on the poles), rather than on a global metric (GMST). In addition, When
computing the value for 𝐽GMST for the trajectory obtained when optimizing for 𝐽RMS, it can be noticed how the value of
𝐽GMST is slightly higher with respect to the optimal value computed when optimizing for 𝐽GMST. This can be explained
with the fact that relatively less shade is cast on the equatorial regions that have the biggest influence on the objective
function 𝐽GMST.

Furthermore, the improvement of the objective function, 𝐽GMST, across 20 generations is relatively small. This is
due to a number of factors: firstly, the search space was already constrained based on the findings of the grid search
explained in the previous subsection; secondly, the optimization settings (population size and number of generations)
are severely limited by the runtime. In addition, given the entity of the results obtained, one could wonder whether it is
worth changing the location of the sunshade, in terms of operational costs and complexity. However, this is beyond the
scope of this work.
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Fig. 16 Surface temperature anomaly resulting from the presence of a dynamic sunshade.

3. Polar Mean Surface Temperature (𝐽polar)
The objective function 𝐽polar forces the optimizer to focus on polar regions only. The evolution of the fitness of the

best individual ("champion") of the population is reported in Fig. 17, while the independent variables corresponding to
the optimal solution are reported in Table 4. The value of the objective at the last evolution is 𝐽polar “ 0.9010 ˝C and the
resulting temperature anomaly distribution is very similar to the one shown in Fig. 16. As a reference, the temperature
anomaly of a static shade over the polar regions is 𝐽static

polar “ 0.96 ˝C. Therefore, this is another improvement with respect
to the static shade. In addition, it can be observed that the reduction in polar temperature anomaly is two orders of
magnitude greater than in global temperature anomaly. Again, as stated in Sec. IX.C.1, the values of the objectives do
not differ significantly, but it can be noticed how the vertical displacement of the shade is higher than when optimizing
for 𝐽RMS and 𝐽GMST. This was expected, as the objective function is solely focused on the surface temperature anomaly
in the polar regions. It is interesting to notice how the vertical displacement, although greater than in the other cases, is
limited to roughly |𝑧| ă 0.32 𝑅C, while larger values could have been predicted. This can be explained by two effects.
Firstly, modeling solar radiation with limb darkening means that the center of the Sun should be shaded more than its
limbs. Without solar limb darkening, the shade would be placed closer to the line connecting the Earth’s pole to the
center of the Sun. Secondly, it must be reminded that solar radiation is not the only source of climate forcing; internal
energy exchanges through oceans and the atmosphere play a role as well, as explained in Sec. VII. Therefore, in order to
minimize the surface temperature anomaly in a given region, casting a shade only on that area is not sufficient, as other
regions would have a greater surface temperature, which would warm the target region by atmospheric energy transport
(advection and diffusion). Although this explanation is greatly simplified, this result is another proof of the complexity
of the climate system and of the non-linearity of the problem tackled in this paper.

4. Comparison
In Fig. 18 the vertical displacements of the optimal trajectories found in Sec. IX.C.2 through Sec. IX.C.3 are reported.

All the features previously explained can be noticed: the vertical displacement is minimum when optimizing for 𝐽GMST,
increases for 𝐽RMS, and is maximum for 𝐽polar. Similarly, the cumulative transfer time decreases in the same order
(𝐽GMST, 𝐽RMS, and 𝐽polar). This means, as expected, that the optimal trajectory found for 𝐽polar spends more time at the
equilibrium points to shade the polar regions, while the opposite is true for 𝐽GMST. This is however not true for the
second transfer, where the solution for 𝐽RMS actually stays at the equilibrium point for longer. The reason for this was
not exactly understood, but it may be simply caused by the optimization settings.

In addition, Fig. 18 shows another relevant feature that was already observed in Sec. IX.B. For the first transfer
(from below to above the ecliptic plane), the sunshade crosses the ecliptic plane almost exactly at the equinox (dashed
vertical line in the figure). However, for the second transfer, this is not the case: it can be noticed that the sunshade
spends more time above the northern hemisphere, therefore the crossing of the ecliptic plane is delayed and happens
only after the equinox (between 5 and 10 days later). This feature confirms the findings observed in Fig. 15, further
clarifying the fact that the northern hemisphere should be shaded more than the southern hemisphere. The reason for

24



Fig. 17 Evolution of the best individual in the population when optimizing for 𝐽RMS (top left panel), 𝐽GMST (top
right panel), and 𝐽PMST (bottom panel).

this is related to the ocean/land ratio and was already explained in Sec. IX.B.

X. Conclusions
In this paper, the optimal trajectory of a planetary sunshade placed in the vicinity of the Sun-Earth displaced L1 point

was investigated to minimize regional imbalances observed for a static shade at the displaced L1 point. The sunshade was
modeled as an ideal solar sail in the dynamical framework of the Circular Restricted Three-Body Problem. A simplified
climate model, GREB [36], was employed to evaluate the climatic evolution under different shading conditions. The
Global Mean Surface Temperature (GMST) of the reference scenario (pre-industrial levels of atmospheric CO2, equal to
340 ppm, without the sunshade) found is 𝑇global

ref “ 13.92 ˝C. With an increased amount of atmospheric CO2 (680 ppm),
the resulting GMST is 𝑇global

2𝑥𝐶𝑂2 “ 16.39 ˝C. It was found that a static shade with a fixed radius of 1434 km placed at a
displaced equilibrium point on the ecliptic plane at a distance of 2.44 ¨ 106 km from the Earth can reduce the GMST
to 𝑇

global
geo “ 14.15 ˝C. While a dynamic shade improves the GMST by only 0.02 ˝C to 𝑇

global
geo “ 14.13 ˝C, it reduces

the Polar Mean Surface Temperature (PMST) by 0.06 ˝C. In addition, a dynamic shade delivers an improvement in
latitudinal imbalances compared to a static shade – quantified through the Root Mean Squares (RMS) of the latitudinal
temperature anomaly distribution – from 0.3032 ˝C to 0.2837 ˝C, representing a 6.4% improvement. The most promising
trajectory solutions move periodically between Artificial Equilibrium Points (AEPs) located at roughly 0.3 Earth radii
above and 0.3 Earth radii below the ecliptic plane, with a slightly larger vertical displacement above the ecliptic plane.
The optimal starting dates of the transfers are close to 𝑡𝑆 “ 56 days and 𝑡𝑁 “ 250 days for the transfers (from below
to above the ecliptic plane and vice versa, respectively). While the trajectory found when optimizing for the GMST
anomaly is almost symmetric in time and space, the optimal trajectory to minimize the PMST anomaly moves between
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Fig. 18 Vertical displacement profile of the optimal solutions plotted against the day of the year.

AEPs displaced further above and below the ecliptic plane and remains there longer. This way, more shade can be cast
over the polar regions; this, however, comes at the cost of a slightly higher GMST anomaly, since less shade is cast
over tropical regions. In addition, it was observed that the northern hemisphere is shaded more and for longer than the
southern hemisphere. This result can be explained through the imbalance in the land-to-ocean ratio, which is greater in
the northern hemisphere, coupled with the higher heat storage capacity of oceans with respect to the land.

The results found in this paper highlight the benefits of a dynamic shade over a static one. So far, this is one of the
only two studies tackling the problem of a dynamic sunshade for geoengineering purposes, together with Reference [33].
This study also employs and validates a trajectory design approach that has never been considered before in the context
of space-based geoengineering. Therefore, this work constitutes a unique contribution to the research body concerned
with space-based solar geoengineering solutions and its effects on the Earth’s climate.
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Table 4 Summary of the results. Highlighted cells show the objective function for each optimization problem.

Case 𝑧˚
𝑆

𝑧˚
𝑁

𝑡𝑆 𝑡𝑁 𝑇global [˝𝐶] 𝑇polar [˝𝐶] 𝐽RMS [˝𝐶] 𝐽GMST [˝𝐶] 𝐽polar [˝𝐶]

Reference – – – – 13.92 ´18.42 – – –
No shade – – – – 16.39 ´15.44 2.5049 2.4711 2.9795
Static shade 0 0 0 0 14.15 ´17.46 0.3032 0.2318 0.9633
Optimal 𝐽2 ´0.3059 `0.3058 56.80 254.99 14.13 ´17.52 0.2837 0.2062 0.9013
Optimal 𝐽3 ´0.2801 `0.2835 59.71 245.59 14.13 ´17.52 0.2837 0.2061 0.9017
Optimal 𝐽4 ´0.31841 `0.32050 53.74 251.38 14.13 ´17.52 0.2840 0.2067 0.9010
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3
Conclusions and Recommendations

In this chapter, answers to the research questions presented in Chapter 1 are provided and conclu-
sions are drawn. Furthermore, recommendations for future research on the trajectory optimization of
a planetary sunshade are outlined.

3.1. Conclusions
In this section, each research question presented in Chapter 1 will be answered separately.

1. Is it possible to couple the out-of-plane motion of a planetary sunshade with the Earth’s seasonal
cycle to offset global warming, solely relying on the solar radiation pressure acceleration?
The work carried out for this thesis proved that coupling the out-of-plane motion of a planetary
sunshade with the Earth’s seasonal cycle is indeed possible. In particular, the motion of the sun-
shade was controlled through the solar radiation pressure acceleration. In literature, it is reported
that a static sunshade placed at the solar sail-displaced L1 point overcools tropical regions and
undercools polar regions. Therefore, this suggests that polar regions should be shaded more
than tropical regions. Hence, the trajectory strategy adopted in this paper includes exploiting
both Artificial Equilibrium Points (AEPs) above and below the ecliptic plane, where the shade is
parked, and a time-optimal transfer optimization between these AEPs.
To investigate the problem, the following methodology was adopted: the sunshade is parked at an
Artificial Equilibrium Point (AEP) below the ecliptic plane during the northern hemisphere’s winter.
It is then transferred to another AEP above the ecliptic plane via a time-optimal transfer trajectory
to remain there during summer of the northern hemisphere. After approximately six months, the
shade transfers back towards the AEP below the ecliptic plane and the process is repeated over
the years. The vertical displacements above and below the ecliptic plane, together with the start
date of the transfer trajectories, were selected as the optimization variables of the problem. The
dynamical framework used to model the sunshade’s trajectory was the Circular Restricted Three-
Body Problem (CR3BP) with the addition of the solar radiation pressure (SRP) acceleration. The
sunshade is modelled as an ideal sail and its motion is controlled by varying the sail’s attitude.
The artificial solar radiation distribution on Earth resulting from the presence of the sunshade is
computed using a solar limb darkening model to account for higher brightness at the center of
the solar disk and lower brightness at its limbs. The resulting insolation profile, directly related
to the sunshade’s trajectory, is evaluated through a simplified climate model. The surface tem-
perature distribution at the 50th year of a climate simulation is compared to a reference scenario,
corresponding to the climate system without sunshade and with a pre-industrial atmospheric CO2

concentration (340 ppm). The climate scenarios considered in this work are reported in Table 3.1.
A genetic algorithm is used to find the optimal trajectories with respect to three different objectives,
denoted with J□: the Global Mean Surface Temperature (GMST) anomaly (where the anomaly
is defined as the difference between a given scenario and the reference scenario to evaluate
the global impact of the sunshade; the Root of the Mean of the Squares (RMS) of the latitudinal
distribution of the temperature anomaly, quantifying latitudinal imbalances between tropical and
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Case Name Notation CO2 [ppm] Sunshade

A Reference □ref 340 Absent

B 2xCO2 □2xCO2 680 Absent

C Geoengineering - static □static
geo 680 Static

D Geoengineering - dynamic □dynamic
geo 680 Dynamic

Table 3.1 — Climate scenarios considered.

polar regions; the Polar Mean Surface Temperature (PMST) anomaly, where only regions above
65◦ latitude are accounted for.
The results are summarized in Table 3.2. It was found that a moving sunshade improves the
Global Mean Surface Temperature (GMST) with respect to a static shade, although not signifi-
cantly, but it can especially reduce latitudinal surface temperature imbalances. In particular, the
simulations conducted in this work compared a climate scenario with an atmospheric CO2 con-
tent of 680 ppm (case D) corrected by the sunshade to the reference scenario, characterized by
a GMST of 13.92 ◦C (case A). A dynamic shade with a radius of 1434 km placed at a distance
of 2.44 · 106 km from the Earth can reduce the GMST from 16.39 ◦C (case B) to 14.12 ◦ (case D),
resulting in a reduction of more than 2◦C and an increase of less than a quarter of degree with
respect to the reference scenario. The improvement in latitudinal imbalances ensured by a mov-
ing sunshade corresponds to an RMS of 0.28 ◦C (case D with respect to case A), representing a
6.4% improvement from the 0.30 ◦C value for a static shade (case B with respect to case A). In
addition, the Polar Mean Surface Temperature (PMST, corresponding to the GMST computed for
high latitudes) can be improved by 0.06 ◦C with respect to a static shade (case D with respect to
case A), corresponding to a 6.6% improvement.

2. Is the combination of parking locations and time-optimal transfer trajectories an effective mission
design strategy for a planetary sunshade?
The findings presented in this report suggest that this strategy is effective. In particular, the perfor-
mance mentioned above was achieved with a vertical displacement of the shade of 30% the value
of the Earth’s radius, with the optimal starting dates of the transfers being 56 days for the first
transfer (from below to above the ecliptic plane) and 250 days for the second transfer (from above
to below the ecliptic plane), both measured from 1st January. Furthermore, this trajectory strategy
has revealed additional findings. In the first place, larger vertical displacements and longer peri-
ods spent at the AEPs are needed to achieve a smaller PMST with respect to the GMST. This is
a logical finding, as it effectively means that more shade is cast over polar regions and less over
tropical regions. Furthermore, a hemispheric difference was observed: the northern hemisphere,
with a greater land-to-ocean ratio, must be shaded more than the southern hemisphere. Indeed,
in the southern hemisphere the higher fraction of oceans allows for more insolation to be absorbed
while registering the same surface temperature increase with respect to the northern hemisphere.

Case z∗S z∗N tS tN T̄ global T̄ polar JRMS JGMST JPMST

Reference – – – – 13.92 –18.42 – – –
No shade – – – – 16.39 –15.44 2.5049 2.4711 2.9795
Static shade 0 0 0 0 14.15 –17.46 0.3032 0.2318 0.9633
Optimal J2 –0.3059 +0.3058 56.80 254.99 14.13 –17.52 0.2837 0.2062 0.9013
Optimal J3 –0.2801 +0.2835 59.71 245.59 14.13 –17.52 0.2837 0.2061 0.9017
Optimal J4 –0.31841 +0.32050 53.74 251.38 14.13 –17.52 0.2840 0.2067 0.9010

Table 3.2 — Summary of the results. Highlighted cells show the objective function for each optimization problem. All values are
expressed in degrees Celsius, except for the first four columns, where the vertical displacements, z∗S and z∗N , are expressed as
fractions of Earth radii, while the times of departure, tS and tN , are expressed in days from January 1st.
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3. How does a genetic algorithm compare to a grid search with respect to finding the optimal trajec-
tory solution of a planetary sunshade that minimizes temperature anomalies?
The grid search presented in the paper was useful to reveal the impact of the selected independent
variables on the surface temperature and gain a rough understanding of the design space before
starting the optimization process. A downside of the grid search method is the fact that only two
independent variables were analyzed at a time; while it would have been possible to run a three- or
four-dimensional grid search, representing the results and understanding the main patterns would
have been challenging. Nevertheless, the grid search anticipated the main findings that were
confirmed by the optimization process. On the other hand, the optimization problem was useful
to refine the results of the grid search. While running an optimization problem for the topic treated
in this work is not a bad choice per se, the optimization process carried out with the settings used
in this report did not lead to significant improvements with respect to the results found through
the grid search. Although it was noticed that relatively large changes of independent variables
led to relatively small changes in the objective function, this is likely due to the limited size of
the population and limited amount of evolutions used by the genetic algorithm, coupled with the
non-linearity of the problem. It is expected that the methodology used in this work will deliver
better results when the trajectories of a swarm of sunshades are optimized.

3.2. Recommendations for further research
In this section, a set of recommendations to carry out further research following this work are outlined.

3.2.1. Swarm of sunshades
From the results of this work, it is clear that tailoring the out-of-plane displacement of a single sunshade
to offset residual climate changes can deliver some improvements with respect to a static shade. How-
ever, the results also prove that more degrees of freedom are needed to achieve a larger reduction of
the residual climate changes in the Earth’s climate. In particular, it is expected that having a swarm
of smaller sunshades will be extremely beneficial to minimize regional anomalies. Indeed, a much
finer control of the shade and its distribution can be achieved by having multiple shades. In reference
[18], this approach was attempted with two sunshades; the results of this work suggest that increasing
the number of shades by two or three orders of magnitude will deliver noticeable improvements. This
approach is also much more feasible from the systems engineering point of view, as manufacturing
and deploying smaller units will be easier, despite the increase in mass caused by the spacecraft bus,
structure, and other non-shading mass. The approach followed by this paper can be utilized by future
studies that consider a swarm of sunshades; in addition, the code base is constructed so that the ex-
tension to a swarm of sunshades can be achieved by small changes to the code interfaces. Finally,
a system of multiple sunshades will allow to satisfy other climate requirements besides the surface
temperature, such as those related to precipitations and the hydrological cycle. In reference [19], it
was found that minimizing changes both in surface temperature and precipitation is not possible with a
single sunshade; nevertheless, more complex systems made by hundreds or thousands of sunshades
allow to overcome this limitation.

3.2.2. Higher-fidelity climate models
The climate model used in this work is the Globally Resolved Energy Balance (GREB) model [20].
While GREB is the only globally resolved energy balance model [21], its accuracy is limited. This is
caused by the nature of the model itself, as some physical features are not reproduced, but are fixed
and treated as boundary conditions. This comes at the advantage of less stringent requirements in
terms of computational resources, which allow for much smaller runtime with respect to fully-coupled
Global Circulation Models (GCMs). Therefore, the suitability of GREB as a fast tool to assess climate
change is recognized. It was also proved by [20] that GREB’s uncertainties lie within the uncertainty
levels recommended by the International Panel on Climate Change for its model ensemble. Neverthe-
less, the low-fidelity and lack of representation of important physical processes are clear disadvantages
of the GREB model. One recommendation for the scientific community focused on space-based geo-
engineering is to verify the results obtained in this paper with more accurate climate models. While
the trajectory optimization problem can continue to be solved through simple models such as GREB,
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its results should be checked against GCMs to verify their reliability. In addition, since the analysis of
regional rather than global climate changes will be more and more relevant in this field of research, it is
recommended for future works to adopt more accurate climate models directly within the optimization
loop. This can be done by selecting computationally efficient climate models (such as Earth Models of
Intermediate Complexity) or by increasing the computational resources available for these studies.

3.2.3. More efficient insolation model
The insolation model implemented in this work is accurate but not computationally efficient. Its accuracy
is derived by the fact that solar limb darkening is accounted for; in addition, the insolation reduction
caused by the sunshade is evaluated on a grid of points accurately representing the Earth’s surface,
without further simplifying assumptions, as it was done in reference [18]. Nevertheless, the amount
of mathematical operations needed to compute the reduced insolation has an impact on the runtime.
Little attention has been given in this work to improve the computational efficiency of the algorithm, but
in further research this aspect should be improved to reduce the overall runtime.

3.2.4. More extensive heuristic optimization
The heuristic optimization problem run in this work had major limitations in terms of runtime. The major
impediment was the computational resources required by the GREB model (50 years of climate simu-
lation computed in 10 minutes). While the computer implementation of the GREB model was improved
as much as possible, a heuristic optimization problem with a population of 20 individuals evolved 20
times required a simulation time of 67 hours for GREB only. Since it was not possible to parallelize
the computation due to a number of technical issues, the extensiveness of the heuristic optimization
problem had to be severely limited. In further research, this aspect should be improved by parallelizing
the computations or by running simulations on more powerful machines. The runtime issue could also
be solved by computing a climate scenario for a set of regularly spaced vertical displacements of the
sunshade to then combine them linearly. This approach, used for instance by [18], has the advantage
of largely reducing the runtime requirements, yet it reduces the accuracy of the results.
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A
Verification & Validation

In this appendix, the simulation models set up for and used in this work are verified and validated. In
particular, the following models were adopted:

• dynamical model;
• solar radiation model;
• shade model;
• solar limb darkening model;
• insolation model;
• climate model (GREB);

Furthermore, the following methods and tools should also be verified:

• reference frame transformations;
• optimal control problem.

The verification and validation (V&V) techniques for each building block listed above are explained
in more detail in the following sections.

A.1. Dynamical model
In this section, the dynamical model is verified. The section is divided into the verification of the Cir-
cular Restricted Three-Body Problem (Sec. A.1.1) and the verification of the solar radiation pressure
acceleration model (Sec. A.1.2).

A.1.1. Circular Restricted Three-Body Problem
The implementation of the Circular Restricted Three-Body Problem (CR3BP) was verified in two ways.
Firstly, the locations of the collinear equilibrium points (L1, L2, and L3) were compared to values reported
in literature and the magnitude of the acceleration at the equilibrium points was evaluated. Secondly,
the Zero-Velocity Curves of the CR3BP were plotted and compared against their equivalent published
in literature. The two methods are described in more detail separately.

For both verificationmethods, it is necessary to introduce the synodic (or corotating) reference frame
(SRF), S(x̂, ŷ, ẑ). The SRF is centered at the barycenter of the Sun-Earth system,. One axis of the
SRF, x̂, coincides with the vector connecting the primaries and is always oriented towards the smaller
primary, m2, while the ẑ-axis coincides with the constant angular velocity vector, ω, describing the
circular motion of m1 and m2 around the barycenter. The ŷ-axis completes the right-handed reference
frame.

Collinear Equilibrium Points
The collinear equilibrium points were found by means of a custom root-finding algorithm implemented
in the code. Since for collinear Lagrange points there is only one non-zero coordinate, only the value
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Type µ [10−6] L1 L2 L3
Initial guess – 0.95 1.01 −1.00

Code 3.040439 0.98998596496 1.01007521761 −1.00000126685
Wakker [23] 3.040000 0.98999 1.01008 −1.00000
Szebehely [24] 3.035900 0.9899909310 1.0100701938 1.0000012650

∆ Wakker 3.040000 3.5 · 10−6 5.6 · 10−6 1.3 · 10−6

∆ Szebehely 3.035900 6.2 · 10−6 6.3 · 10−6 4.1 · 10−6

Table A.1—Non-dimensional x-coordinate of the collinear equilibrium points in the CR3BP foundwith a customNewton-Raphson
method. The initial guess, together with the characteristic mass parameter of the CR3BP, are reported. The results are compared
with the values reported in literature by [23] and [24]. The last horizontal section of the table represents the difference between
the values reported in literature and the ones found with the numerical implementation using the characteristic mass parameter
of the CR3BP reported in literature.

Source µ [10−6] L1 L2 L3
Code 3.040439 −2.0 · 10−16 +1.0 · 10−16 < 1.0 · 10−16

Wakker [23] 3.040000 +2.0 · 10−16 −6.0 · 10−16 −2.0 · 10−16

Szebehely [24] 3.035900 −2.0 · 10−16 +5.0 · 10−16 +2.0 · 10−16

Table A.2 — Non-dimensional acceleration computed at the collinear Lagrange points of the CR3BP for different values of the
characteristic mass parameter µ.

of the x-coordinate is searched. This way, both the locations of the point and the correctness of the
root-finding method can be verified simultaneously. The root-finding algorithm is a one-dimensional
Newton-Raphsonmethod, described for instance in Reference [22]. The settings of the Newtonmethod
included a maximum number of iterations equal to 50 and a tolerance equal to the reciprocal of the
characteristic length of the CR3BP ( (1AU)−1 ≈ 10−12). The Newton method is an iterative root-finding
method, therefore it needs an initial guess. The initial guesses used for each collinear point are reported
in Table A.1. It can be noticed that the difference between the values computed and the ones reported
in literature is very close to the precision level of published values.

As a further verification method, the acceleration at the Lagrange points was computed with different
values of the characteristic mass parameters µ. Obviously, such values should be very close zero,
except for numerical errors. From Table A.2, it can be seen that this is indeed the case.

Zero-Velocity Curves
The Zero-Velocity Curves for the implementation of the CR3BP were reproduced and compared to the
ones reported in Reference [23] and [24]. The Zero-Velocity Curves, also called Hill’s surfaces, are
directly related to the Jacobi’s constant of the CR3BP. The Jacobi’s constant C is an invariant quantity
in the CR3BP and is defined as follows [24]:

C = −2U + V 2 (A.1)

where U is the potential of the CR3BP at the position of a given body and V is its velocity. If the body’s
velocity is zero, this reduces to:

C = −2U (A.2)

The Zero-Velocity Curves represent the regions of space that a body with a given value of the Jacobi’s
constant C is constrained to. In other words, a body with a given initial state (i.e., a fixed value of the
Jacobi’s constant) will be confined to a given Zero-Velocity Surface. To verify the implementation of the
CR3BP, the Zero-Velocity Curves published in Reference [23] for a mass parameter equal to µ = 0.27
and reported in Fig. A.2 were reproduced; the results are plotted in Fig. A.1. As it can be noticed, the
two figures show the same topology. It is noted that the contour lines reported in Fig. A.2 differ from the
ones shown in Fig. A.1. The same procedure was repeated with another source [24]; the results are
reported in Fig. A.4 (original plots) and Fig. A.3 (reproduction) for a mass parameter equal to µ = 0.3.
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Figure A.1 — Zero-Velocity Curves computed with a characteristic mass parameter µ = 0.27. This figure should be compared
to Fig. A.2.

Figure A.2 — Zero-Velocity Curves published in [23], corresponding to a characteristic mass parameter µ = 0.27. This figure
should be compared to Fig. A.1.

Figure A.3 — Zero-Velocity Curves computed with a characteristic mass parameter µ = 0.3 for selected values of the Jacobi’s
constant C. This figure should be compared to Fig. A.4. It is noted that the orientation of the x-axis is flipped with respect to the
conventional views.
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Figure A.4 — Zero-Velocity Curves published in [24], corresponding to a characteristic mass parameter µ = 0.3 for selected
values of the Jacobi’s constant C. This figure should be compared to Fig. A.3. It is noted that the orientation of the x-axis is
flipped with respect to the conventional views.

Figure A.5 — Surfaces in the xy-plane representing the lightness number β (contour lines) and sunshade orientation required
to achieve equilibrium for a sunshade in the Sun-Earth CR3BP . The sunshade orientation is represented by plotting the vector
normal to the sunshade n for the left panel (custom implementation) and the profile of the sunshade for the right panel (figure
taken from Reference [26]).

A.1.2. Solar radiation pressure model
The solar radiation pressuremodel, together with the associated equations of motion, was implemented,
following the model described in Reference [25]. The correctness of the numerical code reproducing
the solar radiation pressure (SRP) acceleration for an ideal sail model was verified by reproducing the
distribution of Artificial Equilibrium Points published in Reference [26].

The required lightness number and sunshade orientation to achieve equilibrium are shown for the
xy-plane in Fig. A.5 (regular view) and in Fig. A.6 (vicinity of the L1 point). It can be seen from Fig. A.5
that the lightness number required to achieve equilibrium increases with decreasing distance from the
barycenter of the system. In addition, the SRP acceleration is always directed radially with respect
to the barycenter, pointing away from the Sun. In Fig. A.6, it is possible to notice that no equilibrium
solutions are found in certain areas of the xy-plane, specifically between the L1 point and the Earth
along the Sun-Earth line. This is due to the fact that the solar radiation pressure acceleration cannot
point towards the Sun. Very similar features can be observed for the xz-plane in Fig. A.7 (regular view)
and in Fig. A.8.

It can be seen how the plots taken from literature (right panels) and the figures reproduced with the
custom implementation of the dynamical model (left panels) compare closely, which verifies the SRP
computer model implemented for this work.

A.2. Radiation and shade model
The radiation model adopted for the Sun, together with the shade model, was preliminary verified by
reproducing the results published in Reference [10]. These models will be verified further in Sec. A.5
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Figure A.6 — As in Fig. A.5, but in the vicinity of the secondary body.

Figure A.7 — As in Fig. A.5, but for the xz-plane.

Figure A.8 — As in Fig. A.5, but for the xz-plane and in the vicinity of the secondary body.
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Figure A.9 — Main shade regions cast by a sunshade with the same size and location as in [10]. The figure shows the xy-plane
of the Sun-Earth CR3BP in the vicinity of the Earth. The blue and green segments represent the extension of the sunshade’s
and the Earth’s disk respectively.

and Sec. A.6. However, for this preliminary verification, no reference frame transformation is needed, as
the radiation and shade models rely solely on the implementation of the CR3BP, verified in Sec. A.1.1.

In Reference [10], the optimal location and size of the sunshade to minimize its mass were found.
The main constraint of the optimization concerned the reduction in solar radiation that the sunshade
should achieve, fixed at −1.7%. To verify the radiation and shade models, the opposite approach was
used: the location and size of the sunshade reported in Reference [10] were assumed. From those
settings, the reduction in solar radiation was computed using the radiation and shade models, resulting
in a decrease of 1.744%. This is deemed sufficiently close to the reduction assumed in Reference [10].

A further, qualitative verification method consisted of visualizing the main shading regions cast by
the sunshade. These are reported in Fig. A.9. For a static sunshade, the Earth should be in the annular
eclipse region, as it is the case in Fig. A.9.

A.3. Reference frame transformations
In this section, the transformations between reference frames (RFs) are verified. Two main reference
frames were used in this work:

• the synodic (or corotating) reference frame of the CR3BP, based on cartesian coordinates;
• the Earth-centered, Earth-fixed spherical reference frame, based on spherical coordinates (lati-
tude and longitude).

In addition, a change of coordinates (but not of reference frame) was also needed to transform cartesian
coordinates into spherical coordinates. All these models were verified by visualizing the shade cast on
the Earth’s surface by the sunshade at different times during the year. In particular, a static sunshade
with the same size and location as in Reference [10] was used for these tests. The point with the
maximum solar radiation reduction on the Earth’s surface was checked visually for three different times
of the year: the spring equinox, the summer solstice, and the fall equinox. At these times, the point with
the maximum solar radiation reduction should be located respectively on the Tropic of Cancer, on the
equator, and on the Tropic of Capricorn. This is also what can be seen in Fig. A.10. Since no Earth’s
rotation was used in this work, the longitude of the point with the maximum solar radiation reduction is
not relevant.
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(a) At the Summer solstice.

(b) At the fall/spring equinox.

(c) At the winter solstice.

Figure A.10 — Solar radiation reduction cast at different times of the year by a sunshade located and sized as in [10]. The red
cross denotes the point of maximum shade, while the dashed lines indicate the Tropics.
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Figure A.11 — Continuous (blue) and discrete (red) solar limb darkening models.

Figure A.12 — Continuous solar limb darkening model for various stellar types, taken from [27].

A.4. Solar Limb Darkening
The solar limb darkeningmodel was verified in two ways. Firstly, the discretizedmodel of limb darkening
used in this work was compared to the continuous model and verified against results published in
literature. Secondly, the irradiance resulting from the solar limb darkening model was computed to be
checked against the value of the solar constant.

A.4.1. Continuous vs. discrete solar limb darkening model
In Fig. A.11, a comparison between the continuous and the discrete solar limb darkening models is
reported. As it can be seen, the continuous case resembles the results published in literature (see
Fig. A.12). In addition, it can be noticed that the discrete model approximates the behavior of the
continuous one, so that the integrated intensity over the ten discrete solar disks of the discrete model
is equal to the integrated intensity over the actual solar disk.

A.4.2. Computation of total irradiance
The total irradiance was computed from the limb darkening model. The same process was repeated
for a solar model without limb darkening. If the solar intensity is integrated over the full radius of the
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Figure A.13 — Integration of the intensity to compute the total irradiance for a solar model with limb darkening (blue) and without
limb darkening (orange). The dashed red line shows the value of the solar constant.

Sun, the value of the Solar constant should be obtained. This is indeed shown in Fig. A.13.
A qualitative verification of the implementation of the solar limb darkening model is also visible in

Fig. A.14. This figure should be compared to Fig. A.10a, where the same shading conditions were
reproduced without the effect of solar limb darkening. By comparing the two figures, two expected
features can be detected. Firstly, the average reduction in solar radiation is larger when including limb
darkening. This is because the sunshade is statically placed on the ecliptic plane, therefore it shades
the region of the Sun closer to its center. This region is indeed the brightest, therefore a greater level of
solar radiation is blocked from reaching the Earth. Secondly, the spatial gradient visible in the plotted
shade is not constant, as it was in Fig. A.10a. This is again due to the solar limb darkening model
implemented.

A.5. Insolation model
The verification of the insolation model was carried out in two ways. Firstly, the natural insolation
distribution (over latitude and over time) was compared to published results. In addition, the same
results were reproduced with and without limb darkening to provide a further proof of the correctness
of the limb darkening model. Furthermore, the distribution in insolation difference due to a static shade
was reproduced and compared to results published in literature. The two methods are described in two
separate subsections below.

A.5.1. Natural insolation distribution
The insolation model implemented for this work is used to compute the latitudinal and temporal distri-
bution of the natural insolation received by the Earth. The results are compared to published results in
Fig. A.15 (comparison with [28] with a solar constant of S0 = 1360W m−2) and Fig. A.16 (comparison
with [18] with a solar constant of S0 = 1367W m−2). As it can be seen, the plots show no difference
with respect to published results. Furthermore, it is possible to notice that even a difference in the solar
constant smaller than 1% can produce non-negligible changes in the resulting insolation distribution.

In addition, in Fig. A.17 the natural insolation distribution was computed with the addition of solar
limb darkening. Limb darkening is only relevant when a shading body is present. Without a sunshade,
the resulting insolation distribution should not show any difference. This is proven by the comparison
shown in Fig. A.17. This method also verifies the solar limb darkening model.
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Figure A.14 — As in Fig. A.10a, but with a discrete solar limb darkening model implemented.

Figure A.15 — Temporal and latitudinal distribution of the natural insolation computed with a solar constant S0 = 1360W m−2.
Right plot: custom model; left plot: figure taken from [28]. The dashed line indicates the latitude of the subsolar point at noon.

Figure A.16 — Temporal and latitudinal distribution of the natural insolation computed with a solar constant S0 = 1367W m−2.
Right plot: custom model; left plot: figure taken from [18]. The dashed line indicates the latitude of the subsolar point at noon.
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Figure A.17 — As in Fig. A.15, but without (left plot) and with (right plot) a limb darkening for the solar model.

Figure A.18 — Temporal and latitudinal distribution of the difference in natural insolation caused by a static sunshade. The
settings for the sunshade and solar insolation model are the same as in [18] Right plot: custom model; left plot: figure taken from
[18].

A.5.2. Distribution of insolation difference
The insolation model was further verified by comparing the distribution of insolation difference caused
by a static sunshade. The sunshade’s size and location are as in Reference [18]. The comparison,
where a similar limb darkening model and the same value of the solar constant are used, is shown
in Fig. A.18. It can be seen that the two plots reproduce the same behavior, with slight differences
in the areas of the plot where the maximum insolation difference occurs. It should be reminded that
the scale of this plot is two orders of magnitude smaller than in Fig. A.16. In addition, the discrete
contour lines do not reproduce any feature within a specific contour interval. Therefore, the maximum
differences with respect to the results published in Reference [18] were checked manually and were
found to be between 0.22W m−2 and 1.21W m−2 (the exact number is not known given the nature
of the contour plot published in Reference [18]). Given some slight differences in the discretization of
the solar limb darkening model, the slight mismatch in the distribution of the insolation difference is
considered acceptable in the context of this work. Furthermore, Fig. A.16 verifies further some of the
models discussed in the previous sections, including the solar radiation model, the shading model, and
the solar limb darkening model. It also verifies the reference frame transformations that will be verified
in Sec. A.3.
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Figure A.19 — Annual mean of the surface temperature for the 50th year of a climate simulation with a CO2 concentration
of 680 ppm, obtained through the GREB model. Left panel: custom implementation of the GREB model; right panel: original
implementation of the GREB model in Reference [20] and published in Reference [18].

A.6. Climate model
The Globally Resolved Energy Balance (GREB) climate model was rewritten in Python starting from
the Fortran code provided with the original GREB paper1 [20]. Therefore, the code had to be verified
against the results of the original code. This constituted the longest and most important verification
effort carried out in this work, given the complexity of GREB’s code. All inputs required by the model
were provided with GREB’s code, therefore they did not have to be verified thoroughly. Nonetheless,
the spatiotemporal distribution of the input variables was verified through plots to be compared with the
original inputs published in [20].

The first verification (and validation) method entailed the computation of the Global Mean Surface
Temperature (GMST) after a simulation of 50 years with a pre-industrial concentration of CO2 equal
to 340 ppm. This means that the model parameters should stay close to their initial values, including
the GMST, as no change in climate forcing is introduced. The simulation yielded a GMST of T global

1xCO2 =
13.92 ◦C, which is within the range of observed GMST for the 1951-1980 period [29].

Furthermore, another simulation with twice the amount of atmospheric CO2 (680 ppm) was run.
The spatiotemporal distribution of the annual mean of the surface temperature was reproduced and
compared to the same result published in Reference [18]. The visual comparison, shown in Fig. A.19,
confirms that the model works correctly.

The difference between the surface temperature shown in Fig. A.19 and the reference scenario
with a CO2 concentration of 340 ppm is presented in Fig. A.20, compared to the equivalent results
published in Reference [18] using the original GREB model. In such figure, the scale of the contour
level is reduced by an order of magnitude and some minor differences with respect to published results
can be noticed. In particular, although the general pattern of the spatiotemporal distribution is very
similar, the custom implementation of the GREB model shows a smaller temperature difference over
North America and in other areas. Nevertheless, the differences are relatively small in magnitude
(< 0.5 ◦C), but especially they are confined to small areas of the planet. Therefore, such differences
can be neglected for the purpose of this work, as they are likely caused by either the grid used by the
model or the features of the contour plots.

Another similar comparison is shown in Fig. A.21. This figure compares the latitudinal and seasonal
distribution of the temperature difference obtained by comparing the two CO2 scenarios presented
above. Fig. A.21 confirms the conclusions drawn above.

A.7. Optimal control problem
The feasibility of the trajectory obtained from the optimal control problem was verified by numerically
integrating the trajectory using the same initial state adopted in the optimal control problem and the
control profiles found by the optimal control solver. A fixed-step Runge-Kutta 4 integrator was used.
The fixed integration step was selected to be 10% of the time step between the first and second collo-

1https://users.monash.edu.au/~dietmard/content/GREB/code.html

https://users.monash.edu.au/~dietmard/content/GREB/code.html
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Figure A.20 — Annual mean of the surface temperature difference for the 50th year of two climate simulation, one with a CO2

concentration of 680 ppm and one with half the amount (340 ppm, considered as a reference scenario). Left panel: custom
implementation of the GREB model; right panel: original implementation of the GREB model in Reference [20] and published in
Reference [18].

Figure A.21 — As in Fig. A.20, but the latitudinal and seasonal distribution is shown.
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cation point of the optimal control problem. The comparison between the optimal and the numerically
integrated trajectories are reported in Fig. A.22. As it can be seen, the numerically integrated solution
is quite close to the output of the optimal control problem. This is true except for the final value of the
x-component of the position vector. This is likely caused by the discontinuity in the first derivative of
the cone angle profile, which presents a cusp around the midpoint of the transfer.

Finally, the time-optimality of the solution was checked by integrating the same trajectories with the
same initial conditions, yet with a slightly perturbed control profile. Although the final state was not
exactly the one prescribed, the transfer trajectory took a longer time than the optimal solution.
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(a) Position components.

(b) Velocity components.

Figure A.22—Comparison between the time-optimal trajectory (blue) and the numerically integrated trajectory (dashed orange).
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