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Chapter 1

Introduction

Temperature greatly affects the performance of integrated circuits (ICs), and so tem-

perature sensors are often necessary to ensure reliable operation and stable perfor-

mance. For instance, they can be used to detect hot-spots in large system-on-chips

(SoCs) to prevent them from premature failure and increase their performance. They

are also used to compensate for the temperature dependence of other sensors and ref-

erences and thus increase their accuracy. Depending on the application, the required

sensing range varies: from small (e.g., ±10 ◦C around body temperature) in biomed-

ical sensors [1.1], to large (e.g., −40 ◦C to +150 ◦C) in automotive electronics [1.2].

The required inaccuracy also varies with application: from ±1 ◦C for the thermal

management of SoCs [1.3], to less than ±0.1 ◦C in precision sensors [1.4],[1.5], and

references [1.6].

Temperature can be determined by measuring an electrical parameter of an on-

chip element with a known temperature dependency. To make an accurate temper-

ature sensor, the variation in this parameter due to the fabrication process and the

mechanical stress of packaging must be corrected by calibration or by design. In prin-

ciple, parameter variation can be sufficiently suppressed by using multiple calibration

points. However, this will proportionally increase production costs.

1.1 Background

The temperature behavior of Bipolar Junction Transistors (BJTs) has been well stud-

ied [1.7]–[1.9], and shown to be stable over long periods of time [1.10]. Furthermore,

the effect of process spread in BJTs can be corrected by a single calibration. As a

1



2 Chapter 1. Introduction

result, BJTs are often used in integrated temperature sensors.

In early bipolar technologies, the difference between the Base-Emitter voltages of

two BJTs with different current densities (∆VBE) was used to generate stable bias

currents [1.11]. Later, temperature sensors based on this principle were introduced.

These typically had outputs in the form of voltages [1.12], currents [1.13],[1.14], or

frequencies [1.15]. Analog-to-digital converters (ADCs) were subsequently added to

realize temperature-to-digital converters (TDCs) [1.16], whose digital outputs were

more robust and could be easily connected to microprocessors.

TDCs then evolved by shifting from bipolar technologies to CMOS, mainly to

be compatible with the mainstream digital circuits. Fortunately, BJTs can still be

realized in CMOS technologies as lateral [1.17], or vertical [1.18] devices. MOSFETs

also exhibit bipolar-like behavior when biased in the weak inversion region [1.19].

1.2 Production cost of a temperature sensor

The cost of producing a temperature sensor can be divided into three parts: design,

fabrication, and testing. Design accounts for the smallest fraction of the total costs,

as it is a fixed amount that will be spread over a large number of samples. Fabrication

costs are higher, as they consist of a one-time cost for the production of masks and

then the repeated cost of fabricating each batch of wafers, which contain thousands

of samples. The third and highest costs are due to testing, which may need to be

carried out on each sample. Delivering a faulty sample can cause a larger system to

fail, leading to even higher costs.

Temperature sensors can be tested at wafer-level, package-level, or both. Dur-

ing wafer-level testing, non-functional samples are marked and then excluded from

the packaging. A performance assessment is also carried out, which is then used to

sort samples into different bins with different performance ranges. When required,

calibration and trimming are carried out during wafer-level testing. During package-

level testing, errors that might arise from either erroneous wire-bonding, or the high

pressure used during the encapsulation process, will also be detected.

The cost of wafer-level testing is usually lower than that of package-level testing,

because thousands of samples can be tested at the same time. A test probe then

scans the wafer, makes connections to each sample, and performs an electrical test.

For temperature calibration, the wafer is placed on a temperature-controlled chuck.

In a minute-long process, the wafer and the chuck reach a thermal equilibrium after

which the electrical measurements can start. Due to its higher costs and infrastructure
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requirements, package-level testing is usually limited to simple functionality tests.

1.3 Motivation and objectives

At the start of this work, a state-of-the-art temperature sensor in the target CMOS

technology (0.16-µm) could obtain 3σ-inaccuracies of ±0.15 ◦C from −55 ◦C to 125 ◦C

[1.20]. However, this shifted somewhat over two production batches, and could only

be corrected at the expense of more calibration. In earlier 0.7-µm CMOS technology,

by contrast, this shift was negligible [1.10]. Table 1.1 summarizes the results of [1.20]

for two different production batches, and in both ceramic and plastic packaging. To

correct the shift between the two batches, a batch-specific set of calibration parameters

(A, B, α) had to be determined. The same procedure had to be repeated when

the sensor was packaged in plastic. The need to re-calibrate separate batches and

differently packaged samples made it impractical to use the sensor in [1.20] as a low-

cost precision product.

The goal of the work described in this thesis is the realization of a temperature

sensor that does not require batch-calibration. To this end, the first challenge is to

determine the root cause behind the batch-to-batch shift observed in [1.20]. From

the reported performance of this sensor (see Table 1.1), it could not be conclusively

determined whether this shift was due to the available BJTs and resistors, or due to

an architectural limitation. The second challenge is to develop low-cost methods to

correct the sensor’s shift in different packages.

1.4 Method

To address the first challenge, an accurate and process-insensitive sensor was designed,

which unlike [1.20] does not require individual batch-calibration, and thus, can be

produced with lower costs. This was achieved by adding circuit techniques to the

sensor’s front-end to mitigate its sources of error. The accuracy of the sensor was then

verified by measuring samples from three different batches. This approach enabled the

experimental characterization of the main sources of spread, thus capturing physical

effects not included in the device models.

To address the second challenge, low-cost calibration methods were developed to

help reduce test costs. These calibration methods involved measurements at two dif-

ferent temperatures. Room temperature was used as one temperature point, while
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Batch-1 Batch-2 Batch-2

CMOS technology (µm) 0.16 0.16 0.16
Packaging type Ceramic Ceramic Plastic

Temperature range (◦C) −55 to +125 −55 to +125 −55 to +125
Untrimmed inaccuracy (3σ) ±0.6 ◦C ±0.6 ◦C ±0.8 ◦C
Trimmed inaccuracy (3σ) ±0.15 ◦C ±0.25 ◦C ±0.25 ◦C

α 15.44 15.45 15.47
A 613.31 610.74 611.59
B 283.70 282.93 283.94

Table 1.1: Performance summary of the state-of-the-art CMOS BJT-based tempra-
ture sensor [1.21]. α, A, and B are average calibration parameters.

an on-chip heater was used to elevate die temperature and create a second temper-

ature point. The effectiveness of these heater-assisted calibration methods was then

evaluated on sensors from different production batches and in different packages.

In the final step, additional functionality was added to the sensor by re-configuring

its front-end circuitry, and so, making more cost-effective use of its area. The result

is a multi-function sensor that can digitize external voltages and capacitances as well

as temperature.

1.5 Organization of this thesis

Chapter 2 discusses four different methods for realizing a TDC in CMOS technology

based on resistors, MOSFETs, thermal-diffusivity (TD), and BJTs. For each method,

the sensing principle is explained, and then examples of typical readout circuits and

the resulting inaccuracy are provided. This gives an overview of the expected inac-

curacy of different TDCs and their calibration requirements.

Chapter 3 focuses on BJT devices. It starts with a discussion of the equations

that govern the operation of ideal BJTs. Non-ideal effects that cause temperature

inaccuracy, such as finite current gain and non-zero series resistances, are explained

in detail. Lastly, the effect of mechanical stress on the BJTs is discussed.

Chapter 4 discusses the first TDC implementation in this thesis, which was in-

tended to reduce the batch-to-batch shift observed in [1.20]. It starts with an analysis

of the error sources in the sensor’s front-end and then describes ways of suppressing

them. Compared to the state-of-the-art, the sensor achieved 2× better accuracy,

which also eliminated the need for batch calibration. Voltage calibration as a low-
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cost alternative to temperature calibration was also verified for this sensor.

Chapter 5 describes the second TDC implementation in this thesis. It includes

the realization of two TDCs that were equipped with on-chip heaters. These TDCs

were used to investigate two different heater-assisted calibration methods. The effect

of the mechanical stress of plastic packaging on the TDC, and low-cost methods to

correct for this are also discussed in this chapter.

Chapter 6 describes the third TDC implementation in this thesis, which expanded

the sensor’s functionality. It describes how the circuitry of the TDC in Chapter 4 can

be re-used to also digitize external voltages and capacitances.

Chapter 7 summarizes the main findings in this thesis and provides some sugges-

tions for future work.
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Chapter 2

CMOS temperature-to-digital converters

This chapter gives an overview of various types of CMOS temperature-to-digital con-

verters (TDCs). For each TDC type, its operating principle and some typical readout

circuitry will be discussed. Based on the available literature, the achievable tem-

perature inaccuracy, calibration requirements, and limitations will also be discussed,

which then allows the TDCs to be compared. This chapter consists of five sections.

The first four sections discuss TDCs based on resistors, thermal diffusivity (TD),

MOSFETs, and BJTs, respectively. Section 5 concludes this chapter.

2.1 Resistor-based TDCs

2.1.1 Resistors in CMOS technology

When the behavior of a resistor with respect to temperature is known, its value

can be digitized and used as a measure of temperature. The available resistors in

standard CMOS technology are shown in Table 2.1, tohether with their associated

parameters such as Sheet Resistance Rsh, Temperature Coefficient (TC), Voltage

Coefficient (VC), and also a qualitative description of their flicker noise.

Metal resistors are made with the same material used to realize the interconnects

in a chip. Initially, Aluminium (Al) or an alloy of Al with Silicon (Si) or Copper (Cu)

was used as the interconnecting material in CMOS technology. Later, Cu was chosen

for its lower resistivity compared to Al, its higher resistance to electro-migration,

and also its better reliability. Metal resistors have a very low sheet resistance which,

depending on the thickness of the metal layer used, ranges from ∼ 0.02 to ∼ 0.08 Ω/2.

9
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Resistor type Rsh
a(Ω/2) TC b(%/◦C) VC c(ppm/V) 1/f noise

Metal 0.02 to 0.08 +0.3 to +0.4 Negligible Negligible

N-well 1 k to 10 k +0.3 ∼10 k Very low

Diffusion (p+/n+) 50 to 200 +0.08 to +0.15 100 to 500 Very low

Silicided diffusion 5 to 10 +0.25 to +0.4 Lower than diffusion Low

Polysilicon (p+/n+) 50 to 350 d −0.15 to +0.01 ∼100 High

Silicided polysilicon 5 to 10 +0.25 to +0.4 Lower than polysilicon Low

a Sheet resistance b Temperature coefficient c Voltage coefficient
d Rsh of high-resistive poly (undoped) is ∼ 1 kΩ/2

Table 2.1: Overview of resistor characteristics in CMOS technologies.

They have a large TC of ∼ 0.3%/◦C and little to no flicker noise. Metal resistors also

show a very low dependence on applied voltages. This is mainly because, unlike

diffusion or n-well resistors, their geometry hardly changes in response to applied

voltages. Due to their large TC, decent linearity, and negligible low-frequency noise,

metal resistors are very suitable candidates for realizing a TDC. However, due to their

relatively low sheet resistance, these advantages come at the expense of area.

In standard single-well CMOS technology, N-well resistors are made with low-

doped (n-type) silicon in a p-type substrate. In twin-well technologies, it is also

possible to realize p-well resistors. Well resistors typically have a high Rsh, which

can range from ∼ 1 to ∼ 10 kΩ/2. They exhibit a large TC of ∼ +0.3%/◦C, and

also very low flicker noise [2.1]. However, well resistors are known for their poor

non-linearity or equivalently large voltage dependence. The resistance of an n-well

resistor is modulated by the potential difference between the well and the underlying

p-substrate. This is because the width of the depletion region formed in the reverse-

biased junction between the p-substrate and the n-well varies with the voltage across

the resistor. As a result, the effective geometry of the well-resistor varies and cause

resistance variation [2.2]. The resistance of an n-well increases with an increase in the

applied voltage, since a higher voltage extends the depletion region into the resistor

region and reduces its effective thickness. Due to the relatively low doping concen-

tration of the n-well, the depletion region predominantly extends inside the n-well

rather than the p-substrate, which accounts for their relatively higher VC compared

to diffusion resistors. Unless it is necessary to realize very large resistors in a small

area, this makes them unsuitable for use in most analog circuits. Besides their high

VC, they are also vulnerable to substrate noise, which can couple to the resistor via

the well to substrate junction capacitance, and they are very sensitive to mechanical

stress.
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Figure 2.1: Temperature dependence of mobility in doped silicon for different doping
concentrations.

Diffusion resistors are made from the n+ or p+ regions which form the source and

drain of MOSFETs. These regions are usually silicided to provide a robust connection

to the metal interconnect. Using unsilicided diffusion, a decent Rsh can be obtained,

which depending on the doping concentration can range from ∼ 50 to ∼ 200 Ω/2.

The TC of diffusion resistors depends on the doping concentration and ranges from

∼ +0.08%/◦C to ∼ +0.15%/◦C. As shown in Fig. 2.1, a higher doping level results

in a lower TC since the dependence of mobility on temperature becomes weaker at

higher doping levels. The TC of diffusion resistors is positive at all doping levels since

the charge carrier mobility is mainly determined by phonon scattering [2.3]. Similar

to n-well resistors, diffusion resistors have low-levels of flicker noise and suffer from

a relatively large VC. The VC of diffusion resistors, however, is lower than that of

well resistors [2.4]. This is due to their relatively higher doping concentration, which

results in a thinner depletion region.

Poly resistors are made from the polysilicon material used to realize the gate

of MOSFETs. Polysilicon consists of amorphous silicon, i.e., grains of silicon with

different crystal orientations. As a result, the behavior of polysilicon resistors differs

from that of resistors made from mono-crystalline silicon such as n-well or diffusion

resistors. They exhibit the largest flicker noise compared to other resistors [2.5]. Poly

resistors depend less on the applied voltage and are very linear since they are placed on

top of an insulating layer of oxide. This prevents direct junctions between the resistor

and the substrate. However, the bottom part of this resistor can still be depleted

by the field across the oxide [2.6], which accounts for a small VC. Typical values for

the VC of polysilicon resistors are ∼ 100 ppm/V. It is known that the average size
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of the grains in the polysilicon plays a key role in determining their Rsh and TC

[2.7]. As a result, the Rsh and TC of poly resistors are functions of the parameters

that determine the size of these grains, such as the chosen time and temperature

used to grow and, subsequently, anneal the polysilicon film [2.7]. Polysilicon resistors

are often doped with p or n impurities, which can then cause their Rsh and TC to

vary depending on the type and dose of the impurity used. It is also known that the

dimension of the doped polysilicon resistors is a determining factor of their TC [2.3].

Being dependent on several parameters, the Rsh of poly resistors can range between

∼ 50 to ∼ 350 Ω/2, while their TC can vary from negative values, e.g., ∼ −0.15

%/◦C to positive values, e.g., ∼ +0.01 %/◦C [2.7]. As a result, they can be used as

temperature-sensing elements in TDCs, in which a high TC is desirable, and also in

precision analog circuits, where a near-zero TC is preferred.

There are two other types of resistors available in standard CMOS which are es-

sentially variants of the ones already described: silicided poly and silicided diffusion

resistors. Silicide is conventionally used to form a low-resistive interface to the termi-

nals of circuit elements such as the source and drain of MOSFETs or the terminals

of resistors. It is formed by the reaction of a metal (usually Titanium) with silicon,

which provides a low-resistance, thermally stable, and CMOS-compatible solution for

realizing contacts. Silicide, in combination with polysilicon (or diffusion), can make

resistors which are highly conductive and, as shown in Table 2.1, exhibit behavior

that lies between that of poly (or diffusion) and metal. Silicided poly (or diffusion)

resistors have a very low Rsh of ∼ 5 to 10 Ω/2, which is considerably higher than

that of metal resistors. Their VC is lower than that of unsilicided resistors since their

resistance is mainly determined by the silicide layer [2.8],[2.9]. Silicided p+ poly re-

sistors exhibit a very low flicker noise [2.9],[2.10] and also a high TC of ∼ 0.3 %/◦C,

both similar to that of metal resistors. Their relatively high Rsh compared to metal

resistors makes them a suitable choice for realizing TDCs. In some modern Fin-

Fet technologies, silicided resistors are not part of the standard fabrication process.

Therefore, metal resistors can be employed as an alternative [2.11].

2.1.2 Readout circuits

Fig. 2.2 (a) shows one method for digitizing a resistor’s value that is used in a variety

of resistor-based TDCs [2.9],[2.12],[2.13]. This involves digitizing the phase shift of a

Wien Bridge (WB) φWB with respect to a reference phase φREF . When driven by

a sine-wave signal, the output of the WB exhibits a phase-shift φWB with respect to

the input sine-wave. This output signal is then demodulated by multiplying it by a
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sine-wave with the same frequency but a different phase φDEM . This yields a DC

term, which is a function of φWB − φDEM , along with a higher-frequency term that

can be disregarded when sufficiently filtered. In practical implementations, generating

a sine-wave reference signal with a precise phase reference and employing an analog

multiplier is often not feasible. Instead, a square wave signal and a square-wave mlti-

plier, i.e., chopper switches, are utilized. It can be demonstrated that this approach

only minimally reduces the DC term generated in the demodulation process. To dig-

itize φWB , a phase-domain Σ∆ ADC can then be used to balance φWB with respect

to two demodulation signals with phases φREF1 and φREF2. When the modulator is

stable, its decimated bitstream bs is a function of φWB and the two phase references

φREF1 and φREF2.

Over temperature, φWB(T ) is a function of the bridge resistance RWB(T ), the

bridge capacitance CWB(T ) and the driving frequency FREF (T ). To be able to extract

RWB(T ) from the digitized φWB(T ), it is essential that FREF (T ) and CWB(T ) are

independent of temperature, or at least that their temperature dependence is known.

On-chip Metal-Insulator-Metal (MIM) capacitors have an extremely low TC (∼ 15

ppm/◦C), resulting in a nearly constant CWB , while a fixed FREF (T ) can be provided

externally. As a result, φWB(T ) can be mainly defined by RWB(T ). One main

drawback of this method is the need for an accurate external FREF , which also needs

to have very low jitter (e.g., 1 psrms used in [2.9]) to avoid adding extra phase error

to φREF1 and φREF2.

Another method for digitizing a resistor’s value is to integrate it in a Frequency-

Locked-Loop (FLL) as demonstrated in [2.14],[2.15]. Fig. 2.2 (b) illustrates a simpli-

fied diagram for such a readout circuit. The FLL comprises an RC filter, a Phase-

Detector (PD), a Loop Filter (LP), and either a Voltage-Controlled Oscillator (VCO)

or a Current-Controlled Oscillator (CCO). The RC filter introduces a phase-shift,

φRC , at the driving frequency, F (T ). This phase shift is detected and then converted

into a DC voltage or current by using a PD and the LF, respectivley. The VCO or

the CCO then outputs F (T ). At steady-state, the loop enforces a zero at the output

of the PD, thereby keeping the value of φRC fixed. This, in turn, requires F (T ) to

become a function of the RC components, R(T ) and CREF . The value of F (T ) can

then be digitized using a counter that is sampled at a much higher frequency, FREF .

Similar to the previously discussed readout method, when both FREF and CREF are

held constant, the digitized value of F (T ) is determined by the value of R(T ).

An alternative method of digitizing a resistor’s value R(T ) is to use a reference

resistor RREF and then digitize their ratio using an ADC. Fig. 2.2 (c) shows an

example of a readout circuit using an external RREF in which an arbitrary bias current
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2.1 Resistor-based TDCs 15

excites both R(T ) and RREF . The ratio of output voltages can then be digitized by

a voltage-domain ADC [2.16]. The requirement for an external component, however,

rules out this method in many applications. Instead, an equivalent on-chip RREF

can be realized, albeit at the cost of less accuracy. As shown in Fig. 2.2 (d), RREF

can also be replaced by its switched-capacitor equivalent using an external reference

frequency FREF and an on-chip capacitor [2.17]. This results in a reference resistor

equal to 1/(CREF ·FREF ), where CREF is the value of the on-chip capacitor. Similar

to the phase-domain readout circuit shown in Fig. 2.2 (a), this method also requires

an accurate and low-jitter frequency reference [2.17].

The main drawback of the aforementioned readout circuits is that they require

external references or components, which may not be readily available in many ap-

plications. However, when such limitations are not a concern, FLL-based TDCs have

been shown to be a suitable option for achieving low area consumption [2.14],[2.15].

Moreover, they have exhibited decent accuracy after a single-point trim across a wide

temperature range from −40◦C to +180◦C [2.18].

Ratio-metric readout circuits composed of two temperature-dependent resistors

can also be used to digitized temperature. Such stand-alone resistor-based TDCs

digitize a ratio of two resistor values which can then be mapped to temperature. One

example of such a readout circuit, shown in Fig. 2.3, is used in [2.10] and [2.19].

For simplicity, the single-ended realization is shown in this figure. Two types of

resistors are configured as a Wheatstone bridge (WhB), which provides a temperature-

dependent current Isig. This current is then balanced against a reference current IDAC

using a Σ∆ loop that eventually reduces the error signal Ierror = Isig− Ierror to zero.

IDAC is made from one of the resistor types, and the same supply voltage is used

to generate the currents. As a result, the output of the TDC becomes a ratio which

only depends on the value of the two resistors. Due to the combined temperature

dependence of the two resistor types in this ratio, these sensors are the most energy

efficient type of on-chip TDCs [2.20].

2.1.3 Temperature-sensing inaccuracy and calibration

Neglecting its voltage dependence, the value of a resistor as a function of temperature

can be expressed as:

R(T ) = R(Tr)
(
1 + TC1 · (T − Tr) + TC2 · (T − Tr)2

)
, (2.1)
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Figure 2.3: Stand-alone resistor-based readout circuit using two temperature-
dependent resistors, and a Σ∆ modulator to digitize their ratio.

where R(Tr) is its absolute value at a reference temperature Tr, and TC1 and TC2 are

the first- and second-order temperature coefficients (TCs). The resistor’s higher-order

TCs are neglected in (2.1), which is a reasonable assumption for most temperature-

sensing applications. The inaccuracy and the required calibration for resistor-based

TDCs thus depend on the variations in R(Tr), TC1 and TC2 due to processing spread

and the mechanical stress caused by packaging. Unlike BJT-based TDCs, which

only have to deal with one major source of spread (see Sec. 2.4), resistor-based

TDCs must cope with variations of multiple parameters and thus usually require

multiple calibration points (≥ 2) to achieve comparable accuracies [2.9]. This is the

main disadvantage of resistor-based TDCs, which, in turn, limits their use in low-

cost applications. In highly accurate MEMS frequency references, however, multiple-

point calibration is often required and so resistor-based TDCs have been used to

compensate for their temperature dependence [2.17]. Furthermore, resistor-based

TDCs are capable of obtaining the µK-level resolution required to avoid increasing

their phase noise [2.9],[2.13]. Lastly, resistors can be co-integrated with the MEMS,

which can then provide good thermal tracking and thus robust compensation.

The sensitivity of a resistor’s parameters to mechanical stress can also cause its

accuracy to degrade after packaging. This stress sensitivity originates from either the

piezo-resistive effect or from dimensional changes in the resistor due to strain. For

metal resistors, this change is dominated by the dimensional variation [2.21], while

for semiconductor resistors, it is dominated by the piezo-resistive effect [2.22]. Piezo-

resistive coefficients, i.e., the variation of resistivity as a function of the applied stress

are often empirically found [2.23],[2.24].

The piezo-resistive coefficient of a semiconductor material is a function of tem-
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perature, carrier mobility and doping concentration [2.25]. It is known that lower

doping concentrations result in a higher piezo-resistive coefficient [2.25]. Therefore,

the stress sensitivity of n-well resistors is much higher than that of heavily doped dif-

fusion resistors. Poly resistors are also stress-sensitive, but less than n-well or diffusion

resistors [2.26]. Finally, metal resistors have the lowest stress sensitivity. Tempera-

ture also affects the piezo-resistive coefficient. It has been shown that at −75◦C, the

piezo-resistive coefficient can be 2× higher than at +175 ◦C [2.25].

For a single-crystalline p-type resistor, the stress of 150 MPa creates a relative

error ∆R/R of ∼ 7% [2.22]. For this p-type resistor, piezo-resistive coefficients have

opposite signs for different orientations of the resistor. As a result, a series combi-

nation of two resistors that are perpendicular to each other could greatly reduce the

effect of stress [2.23]. For an n-type resistor, however, such cancellation found to be

not perfect [2.24]. Semiconductor resistors are generally more sensitive to stress (∼
15× to 40×) than vertical BJTs [2.27]. Even with L-shaped layout, they are at least

2-3× more stress-sensitive. The higher sensitivity of the resistors to mechanical stress

imposes the need for post-packaging multi-point calibration and also introduces long-

term reliability issues. The latter is because packaging stress can change over time

due to variations in the encapsulation material used [2.28]–[2.30].

In [2.12], the accuracy of TDCs based on four different types of resistors (n-well,

unsilicided n+ poly, unsilicided n+ and p+ diffusion resistors) implemented in a 0.18-

µm CMOS technology is compared. The results show that the n+ poly resistor is the

most accurate, resulting in 0.24% relative temperature-sensing inaccuracy (±3σ) after

a three-point calibration. Similar results are shown in [2.13] using an n+ poly resistor

which achieves 0.2% relative inaccuracy. However, silicided poly resistors achieve

better accuracy than unsilicided ones. In [2.9], use of a silicided p+ poly resistor

in the same 0.18-µm CMOS technology resulted in 0.05% relative inaccuracy after a

two-point trim. In the same work, while using the same readout circuit, an unsilicided

n+ poly resistor achieved 0.48% relative inaccuracy after a two-point trim, which is

about 10× worse. The flicker noise corner of the silicided p+ poly resistor has also

been measured to be about 10× lower than that of the unsilicided n+ poly resistor: 1

Hz versus 10 Hz. The silicided p+ poly resistor also shows less stress sensitivity than

the n+ poly. When the TDCs are packaged in plastic, the silicided p+ poly sensor

shows a shift of about ∼ 0.2 ◦C, while this is about ∼ 1.4 ◦C and ∼ 2.5 ◦C for n+ poly

and highly resistive poly (undoped polysilicon) resistors. TDCs based on silicided p+

poly and n+ poly in a 65-nm technology achieve relative inaccuracies of 0.19% and

0.34% after a two-point trim [2.31]. Using a one-point trim, the inaccuracy achieved

is about 20× worse: 4% and 7.2%.
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Stand-alone TDCs using two types of resistors are expected to have worse accuracy

and stress sensitivity than those that use only one type. This is due to the combined

effect of spread and stress on the two types of resistors, which is unlikely to be

correlated or canceled out. In [2.19], the combination of an n+ poly and a p+ diffusion

is used, resulting in a relative inaccuracy of 1.1% (Max-Min) after a one-point trim.

This then drops to 0.23% after a two-point trim. A better result is obtained by

combining a silicided p+ poly and an n+ poly resistor, as done in [2.10]. Although

the TDC shows a large untrimmed inaccuracy of 8.3%, using a one-point trim can

reduce this to 1.1% (3σ), and using a two-point trim can reduce it even further to

0.13%. Slightly better accuracy has been demonstrated in [2.20] using a silicided

diffusion resistor combined with an n+ poly resistor.

2.2 Thermal diffusivity (TD) based TDCs

2.2.1 Principle of operation

Another method for realizing a CMOS TDC is to measure the temperature-dependent

rate at which heat diffuses through silicon [2.32],[2.33]. The thermal diffusivity of

silicon Dsi, is a measure of the speed at which heat diffuses through silicon. Dsi =

ksi/(ρsi ·Csi), where ksi is the heat conductivity, ρsi is the density of silicon and Csi

is its thermal capacity.

In standard CMOS, the substrate is made from lightly doped silicon, and so its

thermal characteristics are close to that of pure silicon. As a result, Dsub is similar to

Dsi, and it is reasonably process-independent. Dsi is also a strong function of absolute

temperature [2.32]. Over the industrial temperature range, Dsi can be approximated

to within a few percentage points with a power law, i.e., Dsi ∝ T−n, where the n of

pure silicon is ∼ 1.8 [2.34]. Measurements show that Dsi varies from 2 cm2s−1 at 200

K to 0.53 cm2s−1 at 400 K [2.34].

2.2.2 Readout circuits

In order to measure Dsub, thermal-diffusivity (TD) sensors based on electro-thermal

filters (ETFs) are used. An ETF consists of a heater and a relative temperature

sensor placed in close proximity (see Fig. 2.4). An ETF behaves like a low pass filter

in thermal domain, exhibiting a phase shift between the output of the temperature

sensors and the applied heat [2.35]. This phase shift is not only a function of the

frequency of the applied heat but also of the geometry of the ETF and Dsub [2.33].
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Figure 2.4: Electro-thermal filters (ETF) realized in CMOS. (a) A bar-type ETF,
taken from [2.33]. (b) optimized ETF by placing a thermopile in a fixed phase shift
contour around the heater, taken from [2.38].

The geometry is defined by lithography, which can be considered very accurate for

relatively large ETF dimensions. The phase shift of the ETF at a known frequency

will thus be mainly determined by Dsub.

The objective of the readout circuit of a TD sensor is to digitize the phase shift of

the ETF. This can be done by incorporating it in a Frequency-Locked Loop (FLL),

which generates a temperature-dependent output frequency, as shown in Fig. 2.5

[2.32],[2.33]. The output frequency can be digitized using a higher frequency reference

provided externally [2.33],[2.36]. Alternatively, the phase shift of an ETF driven by a

known frequency, FREF , can be digitized with a phase-domain Σ∆ modulator similar

to that used in the resistor-based TDCs shown in Fig. 2.2 (a), except that the ETF

replaces the WB [2.36],[2.37].

As shown in Fig. 2.4 (a), the heater of the ETF is realized with n+ diffusion,

while the temperature sensor consists of thermocouple junctions of p+ diffusion and

Al that are placed at a distance s from the heater’s centroid. To further maximize the

sensitivity, a number of thermocouples are daisy-chained around the heater to form a

thermopile. The thermopile is a relative temperature sensor which creates an output

voltage proportional to the Seebeck coefficient of the junction and the temperature

difference between the hot and cold junctions at each side of the thermocouple arm.

Taking the temperature gradient of the heat pulses into account, reducing s causes

a larger signal between the hot and cold junctions, but also means that the distance

s will become comparable to the ETF’s geometry, resulting in lower accuracy [2.33].

This results in a trade-off between accuracy and resolution in TD-based sensors.

One main consideration in designing TD-based sensors is the mitigation of additive
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Figure 2.5: Thermal-diffusivity based sensor using a frequency-locked-loop (FLL)
readout circuit. The output frequnecy is proportional to the phase shift of the ETF.

phase shift errors. These, for instance, can originate from the electrical filtering

caused by the resistance of the p+ arms of the thermocouple with the capacitance

formed between them and the n-well. Similarly, an additional phase shift can be

caused by any readout circuitry that is directly connected to the ETF’s output, for

instance, an amplifier. Although increasing the arm length of the ETF increases

the hot-cold difference and results in a higher signal, it also increases the resistance,

electrical phase shift, and thermal noise. When it is not calibrated, the large spread

of thermocouple resistance can contribute substantially to the temperature-sensing

errors [28]. Since these resistances are also temperature-dependent, they can create

a temperature-dependent error that cannot be removed with a one-time calibration.

Therefore phase calibration might be required, as suggested in [2.38]. Another major

drawback of TD-based sensors is their relatively large power consumption (a few

mW) most of which (> 80%) is consumed by the heater to create a sufficiently large

electrical signal at the output of the thermopile (∼ 1 − 5 mV). Compared to other

types of TDCs, TD-sensors consume the most power.

2.2.3 Temperature-sensing inaccuracy and calibration

Without trimming, TD-based sensors in 0.7-µm CMOS technology achieve relative

temperature-sensing inaccuracies of 0.69% (3σ) and 1.38% (3σ), respectively, for ther-

mopiles with s = 20 and 10 µm [2.36]. By optimizing the layout of the ETF in the

same technology, the inaccuracy achieved could be improved by 2× [2.37]. Compared

to the parallel placement of thermocouple arms on each side of the bar-type heater

in [2.36], in the optimized ETF in [2.37], the arms are placed in a fixed phase-shift
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contour around a central heater. Fig. 2.4 (b) shows an example of an optimized

ETF in which the resistance of the thermopile is also reduced [2.38]. The improved

inaccuracy in [2.37] is mainly due to the large choice of s (= 24 µm) compared to the

ETF’s geometry, which reduced the SNR. This, in turn, means that a relatively long

conversion time of ∼ 6.25 s is required to obtain a 30 mKrms [2.37]. Using the same

ETF dimensions of [2.37], but realized in a 0.18-µm technology, results in an improved

inaccuracy due to the higher accuracy of the lithography, with a 0.22% inaccuracy

[2.39].

TD-based sensors can also be made very small, occupying for instance 0.0017 mm2

in a 40-nm standard CMOS technology [2.38], which is one of the smallest temperature

sensors reported to date. This level of area consumption is mainly achieved due to

better lithographic accuracy allowing both s to be reduced, and the use of mostly-

digital phase-domain readout circuitry [2.38]. The distance s (= 2 µm) chosen in this

TD sensor is ∼ 10× lower than the previously mentioned TD sensors. The sensor

is also realized in an octagonal thermopile shape (see Fig. 2.4 (b)), which increases

it’s SNR. After a batch-calibration to extract the average parameters of a fifth-order

master curve, the TD sensor in [2.38] achieves inaccuracies of 1.7% (3σ) and 2.79%

(3σ) for ETFs with s = 3.3 µm and s = 2 µm, respectively. Compared to [2.37] and

[2.39], the TD-based sensor in [2.38] also achieves a substantially larger bandwidth

of 500 Hz, which is an improvement of more than ∼ 1000×. Increasing the driving

frequency, however, imposes an additional electrical phase shift on both the ETF

and the readout circuit, resulting in the need for a background phase calibration to

remove them from the phase shift of interest. After a continuous phase calibration, the

inaccuracy of the two TD-based sensors drops to 0.6% (3σ) and 1% (3σ), respectively.

Based on the implemented TD-based sensors in standard CMOS technology nodes

from 0.7-µm to 40-nm CMOS, it can be concluded that TD sensors can be very

accurate when the ETF is realized with a relatively large s (∼ 10 µm): untrimmed

inaccuracies of ∼ ±0.2◦C (σ) from −55◦C to +125◦C [2.40]. The ability to achieve

such decent accuracy without trimming is the main advantage of TD sensors. In

[2.41], this specific characteristic of TD sensors is exploited to self-calibrate a low-

power and energy-efficient resistor-based sensor. Since both sensor types can be read

out by a phase-domain ADC, the area overhead is minimal. Ultimately, the TD sensor,

achieving a 3σ-inaccuracy of ∼0.2◦C, is employed to self-calibrate the resistive sensor

at two temperatures, significantly reducing its 3σ-inaccuracy from ∼10◦C to ∼0.25◦C.

In [2.40], however, TD sensors exhibited a batch-to-batch shift of about 2◦C.

Although this could be corrected by a single-point trim, this removes most of the

accuracy advantages of TD sensors. One hypothesis is that this shift is caused by the
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spread of the doping in the substrate and the spread of thickness in epi-layer [2.40],

which changes the thermal properties of ETF. In line with this, sensors fabricated in

an SOI process exhibited 10× less batch-to-batch shift [2.40]. The effect of packaging

on TD-based sensors has been reported in [2.38], [2.39] and [2.40], which show an

increase in the sample-to-sample spread with plastic packaging compared to that

with relatively stress-free ceramic packaging. This is due to either the sensitivity of

Dsi to mechanical stress [2.42], or to the extra self-heating in the plastic packaging

[2.40]. However, the shift is only about ±0.1◦C [2.40], which eliminates the need for

post-package trimming for TD sensors.

2.3 MOSFET-based TDCs

2.3.1 Principle of operation

The temperature-dependent characteristic of MOSFETs can also be used to real-

ize TDCs. The key advantage of MOSFET-based TDCs is their ability to operate

with low supply voltages (e.g., 0.5 V), dissipating very little power (e.g., tens of

nanowatts), or ocuppying a very small area (e.g., 0.001 mm2) [2.43]–[2.45]. However,

they achieve poor accuracies due to the several process dependent parameters that

determine MOSFET behavior, and they are sensitive to packaging stress. As a result,

MOSFET-based TDCs require a multi-point (post-packaging) calibration to obtain

accuracies comparable to those of BJT-based TDCs. When the operating temper-

ature range is limited, for instance in health applications, or when ultra-low power

consumption is required, for instance in IoT sensing nodes, MOSFET-based TDCs

are suitable candidates [2.43],[2.46].

MOSFETs can be biased in different operating regions. When the Gate-Source

voltage VGS surpasses the threshold voltage VT , the channel under the gate is inverted,

i.e., the concentration of mobile carriers at the surface (with opposite polarity) exceeds

the dopant density in the bulk. In this inversion region, depending on the Drain-

Source voltage VDS , the MOSFET operates in either the triode or saturation region.

The drain current then becomes a function of VGS , VDS , mobility µ, and VT .

When VGS is below VT , the channel under the gate of a MOSFET is not inverted.

Nevertheless, the number of mobile carriers at the surface exhibits an exponential

dependence on VGS . In this so-called sub-threshold region, applying a VDS that

is larger than the drain saturation voltage VDSAT results in a current that can be
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approximated as:

ID,sth = (m− 1)µCox
W

L

(
kT

q

)
exp

(
q · (VGS − VT )

mkT

)
· νsat , (2.2)

where m is the subthreshold factor defined as m = 1 + CD/Cox that can range from

1.1 to 1.4, CD and Cox are the depletion and oxide capacitances, and νsat is the

saturated velocity. This exponential ID − VGS relationship resembles the IC − VBE
characteristics of BJT, albeit with additional parameters involved.

A MOSFET can also be used as a dynamic threshold device: DTMOST [2.47]–

[2.49]. In this configuration, the gate and the well of a MOSFET are tied together as

shown in Fig. 2.6. This prevent the formation of a strong channel under the gate, and

thus, the device exhibits behavior similar to a subthreshold MOSFET. A DTMOST

can also be viewed as a lateral PNP device with an extra polysilicon gate placed on

top of the base region resulting in a lower apparent bandgap voltage [2.47]. This is

due to a built-in voltage appearing between the polysilicon gate and the silicon well

that will then be divided between the Cox and CD of the MOSFET. In a 0.35-µm

technology, this is ∼ 0.6 V, which is about half of the silicon bandgap voltage.

The temperature dependence of MOSFETs relies on that of the parameters in-

volved in their model. Among the most critical parameters are µ and VT , whose

temperature dependence is often described by simple empirical model. As discussed

in A.3, µ(T ) = (Tr)(T/Tr)
m, where m is a process-dependent constant, and µ(Tr)

is the value of µ at a reference temperature Tr. Similarly, the threshold voltage is

given by VT (T ) = VT (Tr)− αVT (T − Tr), where αVT is a process-dependent constant

ranging from 1 to 4 mV/◦C, and VT (Tr) is the value of VT at a reference tempera-

ture Tr. To understand the variations of the parameters m and α due to process or

stress, a thorough understanding of the physical dependence of µ and VT is necessary.

For instance, VT relies on several physical parameters, including intrinsic carrier con-

centration, dopant density, oxide capacitance per unit area, permittivity of silicon,

metal-semiconductor work function difference, and fixed charges in the oxide layer.

2.3.2 Readout circuits

MOSFET-based TDCs have been realized with different readout circuits. These

circuits can best be classified in three main categories, which operate based on

the digitization of the (1) temperature-dependent propagation delay of a delay cell,

(2) temperature-dependent frequency of an oscillator or a ring oscillator, and (3)

temperature-dependent ratios of voltages or currents derived from MOSFET charac-
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Figure 2.6: P-type dynamic threshold MOS transistor (DTMOST) realized in a
CMOS technology.

teristics.

In the first category, the readout circuit is based on digitizing the width of a pulse,

which is determined by the propagation delay (tpd) of some delay cells [2.43],[2.50].

The pulse-width is controlled by controlling its rising edge, falling edge, or both. This

pulse-width is then digitized by using a counter clocked by a higher frequency ref-

erence. In [2.50], the pulse-width is determined by the propagation delay of CMOS

inverters that control only one edge of the pulse. tpd is thus related to dimensions,

VT and µ of the MOSFETs in the inverter and also the supply voltage. In [2.43],

the pulse-width is defined by the tpd of two delay cells, which independently deter-

mine the rising and falling edges of a pulse, as shown in Fig. 2.7. Unlike using an

inverter as the delay determining element, the delay of these two cells is controlled

by two temperature-dependent currents derived from MOSFETs in the subthreshold

region. VGS and VDS of the MOSFETs are converted into current using V-I con-

verters. Several other examples have been shown in the literature for the digitization

of temperature-dependent delays, for instance in [2.51] and [2.52]. One drawback

of these delay-based readout circuits is the dependency of tpd to supply variations,

which can be as high as 1 ◦C/mV [2.53]. The challenge is, then, to provide a regulated

supply voltage for the delay cells which is also temperature-independent.

The second category of readout circuits is based on the digitization of the tempera-

ture dependent frequency of an oscillator (or two oscillators). This process is very simi-

lar to that of delay-based readout circuits, as the frequency of oscillation is also defined

by some propagation delays. Fig. 2.8 illustrates one example, in which I1 and I2 are

derived from the temperature-dependent characteristics of MOSFETs that determine

the frequencies of two ring oscillators. The ratio of these frequencies is then obtained

by using an asynchronous counter as shown in Fig. 2.8 [2.54],[2.55]. A temperature-

dependent frequency can also be obtained by using temperature-dependent delay cells

inside the ring oscillator as used in [2.56]–[2.58]. This category of MOSFET-based
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TDCs has also showed a high level of supply dependence. Mitigating this sensitivity

thus remains an ongoing challenge, with efforts focused on employing circuit tech-

niques and implementing effective supply regulation strategies [2.56],[2.57],[2.59].

In the third category of readout circuits, a voltage-domain ADC is used to digitize

the ratio of two temperature-dependent voltages derived from MOSFETs. Similarly,

this can be done by obtaining temperature-dependent currents or charges and then

digitizing their ratio with the corresponding current or charge domain ADCs. In

[2.48],[2.49], temperature-dependent signals are derived from two DTMOSTs that

are biased at a fixed current ratio as illustrated in Fig. 2.9. The VGS (VGS2) of a

DTMOST has a CTAT characteristic, while the difference between the two VGS , i.e.,

∆VGS(= VGS2 − VGS1), has a PTAT characteristic. The combination of VGS and

∆VGS can result in a flat reference voltage VREF (= VGS + α ·∆VGS), where α is a

gain factor. A voltage-domain ADC can then digitize the ratio α ·∆VGS/VREF as an

indication of temperature. Combining VGS and ∆VGS has also been used to realize

low-voltage (∼0.6 V) bandgap voltage references [2.47].
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2.3.3 Temperature-sensing inaccuracy and calibration

Based on the reported results in the literature [2.60], MOSFETs in the saturation and

triode regions are usually less accurate than MOSFETs in either the subthreshold

region or configured as a DTMOST. As an example, in [2.61] a current is derived

from a MOSFET in its triode region, which is then used to obtain temperature-

dependent delay. Realized in a 0.18-µm CMOS technology, and using a time-domain

readout circuit, the TDC achieves a relative inaccuracy of 2% (Max-Min) after a two-

point calibration. The TDC in [2.53] is another example in which delay cells of a

ring-oscillator are determined by MOSFETs in their saturation region. Realized in

65-nm CMOS technology, this TDC achieved inaccuracies of 2.73% (Max-Min) using

one-point calibration.

In the subthreshold region, MOSFET-based TDCs seem to be more accurate.

The TDC in [2.54], which is realized in a 0.18-µm CMOS technology, uses two MOS-

FETs in the subthreshold region to generate two temperature-dependent currents.

These MOSFETs have the same dimensions and VGS but different VDS . The ratio

of the two currents is then digitized to generate a function of temperature, achieving

temperature-sensing inaccuracies of 2% (Max-Min) after a two-point calibration. Sim-

ilar results have been obtained in 65-nm CMOS technology by using two MOSFETs in

the subthreshold region [2.51],[2.55]. Unlike [2.54] and [2.55], the MOSFETs in [2.51]

have the same VDS but different VGS for generating the temperature-dependent cur-

rents. It then achieves an inaccuracy of 3% (Max-Min) after a two-point calibration.

Better results have been reported in [2.56], in which MOSFETs in the subthreshold
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region are used as the delay cell of a ring oscillator obtaining 0.42% relative inaccu-

racy after a two-point calibration. It is worth mentioning that the TDCs in [2.51],

[2.54] and [2.56] all consume less than 1 µW, while [2.51] and [2.54] could also operate

below 0.8 V supply voltages.

MOSFETs configured as DTMOSTs have shown the best in class temperature-

sensing inaccuracies and supply sensitivity. In a 0.16-µm CMOS technology, DTMOST-

based TDCs achieve inaccuracies of 0.48% (3σ) after a one-point calibration [2.48],[2.49].

In 28nm CMOS, a sensor achieves inaccuracy of 1.8% (3σ) after a one-point calibration

[2.62], while obtaining the lowest supply sensitivity among MOSFET-based TDCs.

One drawback of MOSFET-based TDCs is the higher sensitivity of MOSFETs to

mechanical stress compared to BJTs. This not only results in costly post package

calibration but may also cause long-term stability issues. It is known that mobility

increases with the applied stress, e.g., 200 MPa stress causes ∼ 10% variation in

mobility [2.63]. The threshold voltage of long channel MOSFETs, on the other hand,

is at least ∼ 10× less sensitive to stress than mobility [2.64], and can therefore be

ignored. In short-channel MOSFETs, the drain saturation voltage Vdsat is affected

by the velocity saturation, making Vdsat more sensitive to stress than the VT of long

channel devices. The Vdsat of an NMOSFET varies by ∼ −1.5% and ∼ −3.5%, for

∼ 140 MPa tensile and compressive stress, respectively [2.64].

2.4 BJT-based TDCs

2.4.1 BJTs in CMOS Technology

The most common method for realizing a TDC is to use Bipolar Junction Transistors

(BJTs). In standard CMOS processes, two types of BJTs can be realized: vertical

and lateral.

In vertical BJTs, the direction of current flow is perpendicular to the silicon sur-

face. In the case of vertical PNPs, a p+ diffusion functions as the emitter, the n-well

is the base and the p-substrate is the collector (see Fig. 2.10 (a)). A vertical PNP

can be realized in any CMOS technology, since realizing an n-well is always possible.

A vertical NPN, on the other hand, can only be realized in twin-well CMOS tech-

nologies, which allow the realization of a deep n-well (see Fig. 2.10 (b)). The key

disadvantage of vertical PNPs is that their collector has a low-resistive path to the

p-substrate and thus inevitably has the same (ground) potential. As a result, the

only accessible terminals are the emitter and the base, which can then be used to
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bias the device. This is not the case for vertical NPNs, as the p-well potential can

be freely chosen. Vertical NPNs, however, come with a parasitic vertical PNP with

a grounded collector, as shown in Fig. 2.10 (b). This causes the VBC of the main

NPN to appear as the VBE of the PNP device, whose emitter current will be added

to the base current of the NPN. One way to avoid this current is to use the vertical

NPN in a diode-connected configuration (i.e., its VBC = 0), in which the PNP has

zero potential across its VBE .

Lateral BJTs are made using doped regions near the surface that are usually used

to form the drain and source of MOSFETs. In the case of a lateral PNP, p+ regions

can form the collector and emitter terminals while an n-well forms the base. Unlike the

vertical PNP, a lateral PNP has a free collector that can be set at arbitrary voltages.

Although this is a potential advantage, this device is used less frequently compared

to the vertical PNP. One reason is that there is an extra vertical device (see Fig. 2.11

(a)) that adds to its emitter current. In conventional bipolar technology, a buried

n+ region prevents the formation of this vertical PNP. Similarly, in twin-well CMOS

technologies, the deep n-well can be used to prevent currents from flowing through the

vertical emitter (see Fig. 2.11 (b)). In standard CMOS technology, this layer does not
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exist, and therefore lateral PNPs are inevitably associated with the vertical device.

To reduce the effect of the parasitic device, the ratio ICL/ICV must be maximized,

where ICL is the lateral collector current, and ICV is the vertical collector current.

This can be achieved by minimizing the emitter area and the lateral base width, and

by having the collector surround the emitter [2.65]. Experimental results show that

the ratio ICL/ICV can be 1.5 to 4, which means that the lateral bipolar contributes

60% to 80% of the total current [2.65],[2.66].

2.4.2 Principle of operation

Ideally, BJTs have an exponential IC −VBE characteristic that can be expressed as:

VBE = nF
kT

q
ln

(
IC
IS

+ 1

)
, (2.3)

where VBE is the base-emitter voltage, nF ∼ 1 is the non-ideality factor of the PNPs,

IC is the collector current and IS is the saturation current of the device. Due to

the temperature dependence of IS , VBE has a CTAT characteristic which changes

by ∼ −2 mV/◦C. The temperature dependence of VBE and the underlying physics

behind IS will be further discussed in Chapter 3. For now, it should be noted that

IS is proportional to the emitter area AE of the device. Due to the extremely low

values of IS , the assumption IC/IS + 1 ∼ IC/IS is usually made in (2.3). Taking this

assumption into account, when two BJTs have a fixed ratio between their collector

current densities p, either due to different IC ratios (see Fig. 2.12) or different AE ra-

tios, the difference between their VBE becomes a PTAT voltage that can be expressed

as:

∆VBE = nF
kT

q
ln

(
p · IC

IS

)
− nF

kT

q
ln

(
IC
IS

)
= nF

kT

q
ln(p) , (2.4)

where p is the collector current density ratio of the two BJTs. The temperature

dependence of VBE will then depend on p and some physical constant. A key obser-

vation of ∆VBE is that it barely depends on absolute parameters such as IC or IS .

The ratio p, on the other hand, can be made accurate by circuit techniques. As a

result, ∆VBE becomes robust to process variations and also stress of the packaging.

The two voltages with the opposite temperature dependence, VBE and ∆VBE , can be

combined to obtain an almost flat voltage reference VREF (= VBE +α ·∆VBE), where

α is a fixed gain factor (see Fig. 2.12). To realize a TDC, it is therefore required

to digitize µT as the ratio of α · ∆VBE and VREF , which can then be mapped to

temperature in the digital domain. In the ratio µT , the non-ideality factor of the



30 Chapter 2. CMOS TDCs

I pI

AE AE

to ADC

VBE

V
BE

VREF = VBE +α·ΔVBE~1.2

ΔVBE

ΔVBE

T (°C)–55–273
0

+125

V
 (

V
)

α·Δ
VBE

Figure 2.12: Operation principle of BJT-based temperature sensors.

PNPs nF cancels out, since it is a multiplicative term in both 2.3 and 2.4. However,

when the absolute values of VBE and ∆VBE are important, for instance in a bandgap

voltage reference, or when performing voltage calibration (see Sec. 4.6.4), the value

and spread of nF must be taken into account.

The BJT-based sensing principle discussed so far operate under the condition of

biasing a BJT with a fixed current source. These approaches typically require supply

voltages that exceed 1 V because, at low temperatures, VBE(T ) approaches 0.8 V . In

recent years, due to technology scaling, there has been growing interest in BJT-based

sensors capable of reliable operation with sub-1V supply voltages [2.67]. To overcome

this limitation, new sensor designs have emerged that do not rely on biasing a BJT

with a current source. Instead, they utilize capacitors [2.68]–[2.70].

Figure 2.13 illustrates the operation of such a capacitively-biased sensor. Initially,

a capacitor is charged to the supply voltage in a reset state and then discharged

through either a diode (Fig. 2.13-a) or a BJT (Fig. 2.13-b). As shown in Figure 2.13-

c, the voltage on the capacitor gradually decays, following a near-ideal logarithmic

function after an initial phase, as described in [2.71].

In this logarithmic region, the capacitor’s voltage VC remains almost independent

of the initial phase and can be approximated as:

VC(t) = nFVT · ln(
nFVT · C
IS · t

) , (2.5)

where VT is the thermal voltage, given by kT/q. When VC is sampled at a specific

instant, the resulting voltage demonstrates a CTAT characteristic similar to that of
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VBE . This similarity can also be observed by comparing (2.5) to (2.3). When VC

is sampled at two instances, t1 and t2 = n · t1, the voltage difference between them

demonstrates a PTAT characteristic, similar to ∆VBE , and can be expressed as:

∆VC = VC(t1)− VC(t2) = nF
kT

q
· ln(n) . (2.6)

The ratio between VBE and ∆VBE can then be utilized for temperature sensing.

The charge stored on the capacitor C is transferred to a voltage-domain discrete-time

ADC to digitize their ratio [2.69],[2.70]. A sensor based on this approach achieved a

3σ accuracy of (±0.15◦C) from −55◦C to +125◦C after a one-point trim [2.70]. This

accuracy level is quite comparable to that achieved by traditional readout circuits.

2.4.3 Readout circuits

BJT-based readout circuits can be categorized in the same way as those used in

MOSFET-based TDCs. As described in section 2.4.1, the ratio between α ·∆VBE and

VREF can be digitized in the voltage domain [2.72]–[2.75], or in the current domain

[2.76]. Furthermore, this ratio can also be digitized in the time-domain [2.77]–[2.80],

and in the frequency-domain [2.81].

Switched-capacitor readout circuits in the voltage domain have traditionally been

favored for their robustness, immunity to clock jitter, and ease of integration with

dynamic techniques essential for mitigating the effects of mismatch and 1/f noise

[2.72]–[2.75]. A more comprehensive exploration of these readout circuits will be

presented in Chapters 4 and 6. Nevertheless, it should be noted that these readout

circuits introduce kT/C noise, which limits resolution, and energy efficiency [2.82].

Continuous-time readout circuits can circumvent this limitation, achieving higher
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energy efficiency [2.76],[2.83].

When low area or power consumption is the main focus for a temperature sensor,

SAR ADCs have been used [2.68],[2.84]–[2.87]. However, specific errors such as non-

monotonicity or missing codes limit their application. Time-domain readout circuits

also achieve low area and power consumptions [2.88],[2.89], but these sensors require

external clock frequency, which limits their use.

2.4.4 Temperature-sensing inaccuracy and calibration

In CMOS technology, BJT-based TDCs achieve the highest accuracy. This is mainly

because ∆VBE is, to first-order, independent of absolute parameters. Obtaining an

accurate TDC, thus, boils down to correcting the errors associated with the spread of

VBE . As will be discussed in Chapter 3, variations in VBE can be effectively corrected

by a one-point trim, resulting in a VBE that is accurate to within ∼ ±200− 300 µV

over a large temperature range. Another advantage of BJT-based TDCs is their very

low stress sensitivity, which will be further discussed in Sec. 3.7. They have also

shown extremely high long-term stability, for instance, a drift of ∼ 6 mK after ∼ 1

year [2.78].

Over the temperature range from −55◦C to +125◦C, TDCs utilizing PNPs and

switched-capacitor readout circuits have exhibited relative inaccuracies (3σ) ranging

from 0.56% to 0.07% after a one-point trim [2.72]–[2.75]. Expanding the temperature

range up to 180◦C has also proven feasible with slightly greater inaccuracy, e.g.,

relative inaccuracies of 0.18% [2.90], and 0.39% [2.91]. Integration of a continuous-

time readout circuit and its combination with dynamic techniques has resulted in

a relative inaccuracy of 0.11%, a performance comparable with TDCs employing

switched-capacitor readout circuits [2.83].

Capacitively-biased sensors, combined with a switched-capacitor readout circuit

result in an inaccuracy of 0.67% after a one-point trim [2.69]. Capacitively-biased

sensors have demonstrated even better accuracy when PNPs were used instead of

diodes, achieving a 3σ-inaccuracy of 0.17% [2.70].

In more advanced FinFet technology with feature sizes below 20nm, BJTs exhibit

degraded performance [2.67],[2.92]. The larger base-width resulting from their specific

realization in such technologies leads to very low current gain and non-exponential

I-V characteristics. This has prompted the use of bulk diodes, which spread less than

BJTs in some recent technology nodes [2.68]. The use of BJTs in the most advanced

technology nodes remains a subject that requires further research and development,
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but in 4nm FinFet, a sensor has already demonstrated a relative inaccuracy of 0.33%

after a two-point trim [2.87].

2.5 Conclusion

In CMOS technology, TDCs can be realized based on resistors, MOSFETs, thermal-

diffusivity, and BJTs. Their operating principles and their limitations in terms of

accuracy and required calibration have been discussed in this chapter. The most accu-

rate TDCs are usually based on BJTs, which obtain excellent accuracy (down to ±0.2
◦C (3σ)) with only a one-point trim. Low sensitivity to stress, long-term stability, and

a very well-known temperature dependency are other reasons that these TDCs are

very popular. Resistor-based TDCs based on silicided p+ poly resistors have shown

comparable accuracy, but require a two-point trim. However, when they are combined

with a second resistor type to realize stand-alone TDCs, the obtained accuracy is re-

duced. Due to the higher stress-sensitivity of resistors compared to BJTs, it is also

expected that plastic-packaged TDCs will require post-packaging trim. MOSFET-

based TDCs are promising candidates for realizing low-power TDCs, however, they

also require multi-point calibration (> 2-points) to approach the accuracy of BJT-

based TDCs. TD-based sensors have shown promising accuracies (∼ ±0.2 ◦C (3σ))

without calibration. However, they currently exhibit significant batch-to-batch shift

∼ 2◦C. Since state-of-the-art BJT-based TDCs suffer from the same batch-to-batch

shifts as TD sensors, they can be considered equal in terms of accuracy, and cali-

bration requirement. However, solving their batch-to-batch shift, makes BJT-based

TDCs more favorable, since they consume lower power.
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Chapter 3

Bipolar junction transistors in CMOS

technology

BJTs are the most suitable candidate for realizing accurate and low-cost TDCs. In a

standard CMOS process, BJTs can be realized as parasitic devices, which are mainly

used to implement bandgap references and temperature sensors. This chapter focuses

on the physics of BJT devices, and in particular how this can be exploited to realize

accurate temperature sensors.

3.1 Ideal IC − VBE characteristic

For a PNP device in the forward active region, the collector current, IC , is mainly

determined by the minority carriers injected into the base from the emitter in the BE

junction, IpE , which diffuses through the base to the collector. When the diffusion

length LB is larger than the base width WB , then IC will be determined by VBE . As

derived in the A.1, IC can be expressed as:

IC = IS ·
(
exp(

qVBE
kT

)− 1

)
, (3.1)

where k is the Boltzmann constant, T is the absolute temperature in Kelvin and q

is the electron charge in Coulomb. IS is known as the saturation current, which as

derived in A.1, can be expressed as:

IS = AEq
DB

WB

n2
i

NB
. (3.2)

43
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DB is the diffusion constant in the base region, AE is the emitter area, ni is the

intrinsic concentration of the base material (i.e., silicon) and NB is the base doping.

In deriving 3.1 and 3.2 all other current components are neglected, which means

that IC = IE is only determined by VBE . In practice, IC 6= IE due to non-zero base

current, and also IC depends on VCB (see A.2, A.4).

3.2 Saturation current (IS)

3.2.1 Temperature dependence of IS

IS is a strong function of temperature due to the temperature dependence of the

parameters in (3.2): ni, DB , and WB . As will be described A.3, n2
i (T ) is a function

of the energy gap between the valence and conduction bands of silicon, Eg(T ), which

itself changes linearly with temperature. Furthermore, DB(T ) is a function of mobility

of the minority carriers in the base. µ is also temperature-dependent (see Fig. 2.1),

which is often modelled with a power function: µ(T ) ∝ T−m. Taking µ and Eg into

account and assuming that WB is fixed, the temperature dependence of IS can be

approximated as:

IS(T ) ≈ C · T η · exp
(
−qVg0
kT

)
, (3.3)

where Vg0 (= Eg0/q) is the bandgap voltage of silicon at 0 K, η is a constant that is

related to the temperature-dependence of mobility, and C is a fitting parameter.

3.2.2 Spread of IS

The spread of IS will be determined by the parameters in (3.2). NB varies due to

fabrication tolerances, and may spread from −11% to +13% [3.1]. This is one of

the main sources of spread in IS . n2
i is not a process-dependent parameter and can

be assumed to be fixed for pure silicon. In a vertical PNP, AE is determined by

the lithographic accuracy, improving quadratically with process scaling. For vertical

PNPs, WB is defined by both lithography and by the depth of the n-well and p+

regions. For lateral PNPs, however, it is determined by lithography and thus improves

with process scaling. In lateral BJTs, the parasitic vertical BJT contributes to the

collector current, and therefore, needs to be taken into account.

If we assume that the temperature dependence of µp and ni does not spread, the
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Figure 3.1: PTAT error of VBE as a result of IS spread. The non-linearity of VBE is
not included.

major sources of spread of IS are the spread of NB and WB . These variations only

change the absolute value of IS and not its temperature dependence. As a result,

their effect on IS can be expressed as I ′S = IS(1 + ε), where ε models the combined

effect of both spread sources. This causes an error in VBE of:

VBE =
kT

q
· ln

(
IC

IS · (1 + ε)

)
≈ kT

q
· ln(

IC
IS

) +
kT

q
· ε , (3.4)

which becomes zero at 0 K and increases with temperature. The key observation from

(3.4) is that the resulting error in VBE is PTAT, which can be corrected with a single

point trim.

3.2.3 IS compensation

Methods to correct the spread of IS without using any external calibration references

have been suggested in previous work. These methods typically use a parameter that

is highly correlated with IS to determine and then eliminate the spread in IS [3.2]–

[3.5]. A high correlation between n-well resistance and IS has been observed since

both are affected by the variation in NB [3.1]. Using a pinched base resistance to

compensate for the spread of IS has been suggested in [3.2],[3.3]. Using another BJT

in saturation, i.e., both VBE and VBC forward-biased, has also been suggested. In

this method, the recombination current in the base of a BJT that is in saturation is

used to correct the spread of the IS in the forward-active region [3.4].
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3.3 Current gains αF and β

Not all carriers injected into the Base from the Emitter can reach the Collector.

Considering other current components results in IE 6= IC (see A.2). To account

for this, αF = IC/IE is defined, which can be expressed as the multiplication of

three terms: the emitter injection efficiency γ, the base transport factor αT , and the

recombination factor δ. For circuit design analysis, the current gain β = IC/IB is

often used, which is derived from β = αF /(1− αF ).

When WB is smaller than LB , αT ≈ 1. Assuming δ ≈ 1, β is mainly determined

by the emitter injection efficiency and can be expressed as:

β =
DBWENE
DEWBNB

. (3.5)

The key observation is that β is independent of electrical conditions and is determined

by the relative dimension and doping concentration between the base and the emitter.

In high-performance bipolar devices, WB is made very small, resulting in a high αF

of ∼ 0.998. For vertical PNPs in CMOS technology, this is not the case due to the

large WB , which may result in αF of 0.5 or even lower [3.6].

When VBE is very small, due to recombination-generation in the BE junction, the

assumption of δ ≈ 1 is not valid. Due to the lower δ, αF drops, thereby causing β to

drop. For very high values of VBE , β drops again, but due to a different mechanism

known as the high-injection effect in the BE junction. In the region between these

extreme VBE values, β remains flat, and has values expressed by 3.5. This is the

region of interest for use in bandgap voltage references and temperature sensors. The

flat region depends on the device geometry and fabrication process. As shown in Fig.

3.2, in 0.16-µm technology, the β versus IC exhibits a fairly large flat region [3.7],

while in 65-nm technology, this region is quite small [3.8].

3.3.1 Temperature dependence of β

The temperature-dependence of β is empirically modeleld as β(T ) = β(Tr)(T/Tr)
XTB ,

where Tr is an arbitrary reference temperature, and XTB is a process-dependent con-

stant ranging from 1.5 to 2.5.
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Figure 3.2: Simulated β of vertical PNPs in: (a) 0.16-µm CMOS technology taken
from [3.7] and (b) 0.065-µm technology taken from [3.8].

3.3.2 Spread of β

In the flat region, the variation of β is related to the spread of the parameters in

(3.5): WE , WB , NB , NE , as well as µ in the base and in the emitter regions. As will

be shown in Chapter 4, the spread of β can be ±10%. Since vertical PNPs must be

biased via their emitter terminal, their collector current IC (= IE ·β/(β+ 1)) and the

resulting VBE will be β-dependent, which can be expressed as:

VBE =
kT

q
ln(

IE
IS

) +
kT

q
ln(

β

β + 1
) . (3.6)

The spread of β causes VBE to vary. Assuming XTB is fixed, and considering the

spread of β0, VBE can be expressed as:

VBE(β0 + ∆β0) ≈ VBE(β0)− kT

q
· ∆β2

0

β2
0

·
(

1 +
1

β0
· ( T
Tr

)−XTB
)−1

. (3.7)

The key observation from (3.7), is that when β0 � 1 the resulting error in VBE is

PTAT and can thus be trimmed with that of IS . When β is small, the resulting error

is not PTAT, and there will be residual error after the trim. Additionally, the spread

of XTB will contribute to the residual error in VBE . Since vertical BJTs have small

β values (e.g., ∼5), the effect of β on VBE needs to be compensated for with the help

of circuit techniques.

The spread of β may also impact the ∆VBE that is derived from two vertical

PNPs biased at a fixed emitter current ratio, IE : pIE . When both of these currents
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Figure 3.3: β compensation method using the base current of an auxilary PNP [3.9].

are within an entirely flat β region, the effect of β on ∆VBE cancels out. However,

differences in β at the two currents introduce an error in ∆VBE that can be expressed

as:

∆VBE = VBE(pI, β)− VBE(I, β + ∆β) ≈ kT

q
ln(p) +

kT

q
·
(

∆β

β2

)
. (3.8)

The accuracy of ∆VBE is thus a function of β, which has shown a decreasing trend

as technology feature sizes shrink. At room temperature, the nominal β for vertical

PNPs ranges from 25 in a 0.7-µm [3.1] to 0.9 in a 0.055-µm [3.6] CMOS technology.

3.3.3 β compensation

In previous work, methods for compensating for the effect of β in VBE have been

suggested. In [3.9], the base current of an identical PNP is injected into the emitter

causing the collector current of the target PNP, Q2, to be less dependent on β. With

reference to Fig. 3.3, this collector current can be written as:

IC =
β

1 + β

(
Ibias +

Ibias
1 + β

)
= Ibias

(
β(β + 2)

β(β + 2) + 1

)
. (3.9)

This β-compensation method essentially increases the effective β to β · (β + 2) thus

reducing the related error in VBE . The main limitation of this method is the minimum

supply voltage required, which needs to be well above 2VBE for proper operation of

current sources and the BJTs. This rules out this method in low-voltage applications.

Another method for compensating for β is to bias the PNP with a β-dependent

emitter current IE = Ibias ·β/(1 +β). This would then cause IC , and thus VBE to be

β-independent [3.10]. This method will be further discussed in Section 4.3.
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Figure 3.4: (a) Resistances associated with PNP regions. (b) Equivalent series resis-
tance RS .

3.4 Series resistances (RS)

Each terminal of a BJT is associated with an equivalent resistance that originates

from the resistance of the doped material and the metal interconnects. As shown in

Fig. 3.4 (a), the voltage drop across these resistances cause VBEi and VBCi to differ

from their externally measured voltages VBE and VBC . RE is usually small due to

high doping level of emitter, while RB is relatively large due to low doping level.

In BiCMOS technologies, RC is made low, however, in vertical PNPs in CMOS, the

collector region can be assumed to have the same doping as the base. The presence of

RC only causes second-order effects via the Early effect by changing VBC . Neglecting

RC , the VBE of a diode-connected PNP can be written as:

VBE = VBEi +RE · IE +RB ·
IE
β + 1

= VBEi +RS · IE , (3.10)

where RS = RE + RB/(1 + β) is the equivalent series resistance that is modeled in

series with the emitter as illustrated in Fig. 3.4 (b).

RS also affects ∆VBE . For two PNPs with emitter current ratio IE : p · IE , the

resulting error in ∆VBE can be expressed as:

∆VBE =
kT

q
ln(p) + (p− 1) · IE ·RS , (3.11)

in which β is assumed to be current-independent. It is worth noting that ∆VBE only

increases with a logarithmic function when the ratio p increases, while the associated
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RS-related error increases linearly and thus increase faster. This discourages the

choice of extremely large current ratios (e.g., 20) for realizing a large ∆VBE .

The effect of RS can be compensated for by using circuit techniques. Since VBE

is logarithmically related to IE while the voltage drop on RS is linearly related to IE ,

a linear combination of VBE at different currents can remove the effect of RS [3.1].

This is further discussed in Sec. 4.2.3.

3.4.1 Base resistance (RB)

Since the base region is made of low-doped material, the flow of current in the base

causes a voltage drop in the base region, which then affects the path of carriers that

flow across the base. As a result of this effect, known as current crowding, the base

resistance is modelled as a fixed extrinsic resistance, RBext, in series with a current-

dependent intrinsic resistance, RBint, as [3.11]:

RB(IB) = RB,ext +RB,int(IB) = RB,ext +RB,int0 ·
IB0

IB0 + IB
, (3.12)

where IB0 and RBint0 are fitting parameters. In a 0.8-µm BiCMOS technology IB0,

RBint0, and RBext were measured to be 110 µA, 1.1 kΩ, and 33 Ω, respectively [3.11].

It is worth noting that RB decreases as IB increases. In a 0.16-µm CMOS technology,

a 5×5 µm2 PNP device exhibited an RB of 60 Ω at an emitter current of 1 mA which

then increased to 600 Ω at an emitter current of 1 µA [3.12].

The temperature-dependence of RB is assumed to be similar to that of n-well

resistors. In 0.7- and 0.5-µm technologies, an RB of ∼ 500 Ω and ∼ 125 Ω was

measured at room temperature, which then increased to ∼ 1000 Ω and ∼ 200 Ω at

100 ◦C [3.13].

3.5 Effect of mechanical stress on BJTs

Mechanical stress can affect the performance of semiconductor devices. Stress can

originate from thermo-mechanical effects during silicon wafer processing, or due to

packaging. This occurs because the temperature during the wafer fabrication pro-

cesses (up to ∼1200◦C) and packaging (up to ∼200◦C) is higher than the operating

temperature of the circuit. When the fabricated silicon die cools down, the differ-

ences in the thermal expansion coefficient (TEC) of materials give rise to mechanical

stress. Stress resulting from the fabrication process originate from different mecha-
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nisms, which can be further studied in [3.14]. These are often unavoidable and can

only be reduced, for instance, by keeping critical devices away from the edges of the

silicon die, using stress-insensitive layout techniques, or by avoiding the placement of

stress-generating films near critical devices.

3.5.1 Stress due to packaging

Packaging is necessary to provides mechanical support and also resistance to humidity,

ionic contamination, and radiation for electronic devices. After fabrication, the wafer

is diced, and the silicon die will attach to a die-paddle. It is then wire bonded to

lead frame pads, passivated, and finally either encapsulated in plastic packaging or

hermetically sealed in ceramic packaging. The use of plastic packaging accounts for

more than 99% of device packagings. The use of ceramic packaging, due to their

higher costs (∼ 10×), is limited to low-stress applications and MEMS components

[3.15].

In ceramic packaging, silicon die is attached to a die-paddle using an adhesive, and

then a metal lid is placed on top and sealed by welding or using adhesives (see Fig.

3.5 (a)). The resulting stress is due to the difference between the TEC of the silicon

die (∼ 2.5 − 4.5 × 10−6K−1), the die attachment material that is either an epoxy

adhesive or polyamide (TEC ∼ 4060× 10−6K−1) and the lead frame that is made of

copper, or an alloy of Ni-Fe (TEC ∼ 4−17×10−6K−1). This creates tensile in-plane

stress of about 35-55 MPa [3.1] on the surface of the die. In plastic encapsulation, the

die and the die paddle is placed in a cavity, which is then filled with a thermosetting

polymer. The polymer become solid at its curing temperature and remains solid.

This causes an additional compressive stress in the order of 200 MPa [3.1],[3.16] due

to the TEC difference of the die and the encapsulant material that is usually an epoxy

resin (TEC ∼ 1320× 10−6K−1). In recent packaging technologies, solder bumps are

added on top of the die surface during the last step of the fabrication. Die is then

flipped and bumps are used to make connection to lead-frame pads. These solder

bumps can add additional local stress. Further reading about the materials used in

various packaging methods and their TEC can be found in [3.15].

One major concern about plastic packaging is their specific features of the encap-

sulant materials, which subject them to hysteresis, relaxation, or creep [3.16]. While

silicon crystal does not show any of these characteristics, the epoxy material might

undergo a time-dependent variation, which then results in different stress applied to

the silicon die. Such variation can also be due to swelling of the epoxy material as a

result of moisture absorption [3.17].
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PCB
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ceramic substrate passivation
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lead encapsulant die package substrate solder bump
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die-attach adhesive wire bondceramic or metal lid adhesive or welding

Figure 3.5: Simplified illustration of microelectronic packaging. (a) Ceramic packag-
ing, (b) plastic encapsulation and (c) plastic encapsulation with a flip-chip bonding.

The effect of mechanical stress on temperature sensor can be studied based on its

effect on resistors and BJTs. The former is due to the piezo-resistive effect and the

latter is due to the piezo-junction effect.

3.5.2 Piezo-junction effect

The variation of the saturation current of a BJT due to applied stress is known as

piezo-junction effect. Similar to piezo-resistive effect, the relationship between IS

variation δIS/IS0 and applied stress σ is found by determining a set of piezo-junction

coefficients. These coefficients are also empirically found since they are dependent on

several parameters such as the doping concentration, doping type, and the direction

of current flow in the device [3.16].

As a result of stress, value of VBE changes, which can be expressed as:

VBE(σ) ≈ VBE(σ = 0)− kT

q

δIS
IS0

, (3.13)

where δIS is the amount of IS change due to stress, and IS0 is the saturation current

under a stress-free condition. Unlike the spread-related errors in VBE , the stress-

related errors caused by packaging are not PTAT. This is because the amount of

stress σ, and thus δIS/IS0 changes over temperature. Since the curing temperature

of die attachment and the encapsulant material are high, stress increases at lower

temperatures and causes more error on VBE . Therefore, the effect stress cannot be

corrected with a PTAT trim.

Fig. 3.6 (a) shows the variation in VBE for both compressive and tensile stress

from −180 MPa to +180 MPa in both vertical NPN and PNP devices [3.16]. In a PNP

device, 200 MPa of compressive stress can cause an error of 1.8 mV on VBE at −10
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Figure 3.7: (a) Stress-induced effect on VBE at different current levels. (b) Stress-
induced effect on ∆VBE for both vertical PNPs and NPNs, taken from [3.16].

◦C, while 45 MPa of tensile stress only results in an error of 0.1 mV. A key observation

from these measured results is that both types of devices are (∼ 3×) more sensitive

to compressive stress than tensile stress. Another important observation is that NPN

devices are more stress-sensitive than PNP devices. Besides these observations, it has

also been shown in [3.16],[3.18] that vertical BJTs are less stress sensitive than lateral

BJTs. Due to the combined effect of the lower amount of stress and the lower stress

sensitivity, the effect of stress in ceramic packaging can be assumed to be ∼ 15×
lower than that of plastic encapsulation.

In addition to the IS variation, stress can also change the β of BJTs [3.1],[3.16].

However, since the effect of β in VBE can be compensated for by circuit techniques,

its stress-related errors will also be canceled. Fig. 3.6 (b) shows the effect of stress on

β for both vertical NPN and PNP devices. It is interesting to note that the sensitivity
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of β to compressive and tensile stress has opposite signs for NPN and PNP devices.

∆VBE is less stress sensitive than VBE because the effect of stress on two BJTs

at different current densities is nearly equal. As illustrated in Fig. 3.7 (a), the piezo-

junction coefficients are independent of current level [3.16]. Applied stress can also

be assumed identical for two devices that are on the same die placed close together.

The effect of stress on ∆VBE will thus cancel out. Fig. 3.7 (b) shows this for both

vertical NPN and PNP devices [3.16].

3.6 Conclusion

This chapter elaborated on the basic physics and operation of BJTs. Since the accu-

racy and calibration requirements of BJT-based temperature sensors ultimately rely

on the characteristics of BJTs, understanding their basic operation is necessary. The

main current components that are involved in the forward-active region of a BJT were

discussed. The temperature-dependence, and spread, of VBE were derived based on

physical parameters. The effect of current-gain and series resistance on the accuracy

of VBE were also discussed. Finally, the effect of mechanical stress is discussed, as

this is the ultimate limit on the accuracy of a packaged temperature sensor. Stress-

generating mechanisms caused by both the IC fabrication process and packaging were

discussed, and the effect of the resulting stress on the characteristics of VBE and

∆VBE are shown based on the available literature.
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Chapter 4

An accurate and process-insensitive

BJT-based TDC1

In Chapter 1, the need for a low-cost precision TDC in CMOS technologies was

explained. Chapter 2 then compared different methods for realizing TDCs and the

differences in terms of their calibration and trimming. Although BJT-based TDCs

are low-cost and relatively accurate, they are increasingly difficult to realize in the

latest CMOS technology nodes, mainly due to the degradation of BJT performance.

These difficulties were briefly discussed in Sec. 3.3.

BJT-based TDCs have achieved 3σ-inaccuracies ranging from ±0.1◦C to ±0.25◦C

over the military temperature range (−55◦C to +125◦C), when implemented in CMOS

technology nodes ranging from 0.7-µm to 0.16-µm [4.1]–[4.5]. This level of accuracy

is achieved by combining a set of average calibration parameters, obtained by a batch

calibration, with individual calibration parameters, obtained by a room temperature

(RT) calibration.

In a 0.7-µm technology, these average parameters have been shown to remain

constant over two production batches [4.5]. In a 0.16-µm technology, however, this

is not the case [4.2]. Using the average parameters from one batch to trim another

batch led to extra errors of about 1◦C (see [4.2], Table I). So, for maximum accuracy,

these parameters must be determined for every new batch of TDCs. This significantly

complicates their production, because determining these parameters requires a multi-

temperature batch calibration, which is a time-consuming, and thus expensive process.

In addition, the resulting parameters must then be associated with the samples of the

1B. Yousefzadeh, S. Heidary Shalmany and K. A. A. Makinwa, “A BJT-based temperature-to-
digital converter with ±60 mK (3 σ) inaccuracy from −55 ◦C to +125 ◦C in 0.16-µm CMOS,” IEEE
Journal of Solid-State Circuits, vol. 52, no. 4, pp. 1044-1052, Apr. 2017.
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correct batch, which is a logistical challenge in itself.

This chapter describes the realization of a TDC that achieves an inaccuracy of

±0.1 ◦C (3σ) over the military range in a 0.16-µm technology, and over three batches,

while using the same average parameters. This robustness to process spread is mainly

due to the use of a precision bias circuit, which ensures that the collector current of

the sensing PNPs is reproducible. The major remaining sources of error are then

due to the effect of process spread on the PNP’s saturation current IS and on the

bias resistor Rb, which can both be corrected by a RT trim. Since substrate PNPs

must be biased via their emitter, their collector current is also a function of their

current gain β, which also suffers from process spread. To investigate this effect,

the TDC was also designed to measure β. One hundred TDC samples from three

different batches were then measured to validate the effect of batch-to-batch spread.

Furthermore, to circumvent the need for a time-consuming RT calibration and trim,

alternative techniques such as voltage calibration [4.6],[4.7], and batch trimming were

also investigated.

4.1 Operating principle

The heart of the TDC is a bipolar core consisting of two PNPs that are biased at

a fixed current density ratio. It produces two temperature-dependent signals, VBE

and ∆VBE . VBE has a CTAT characteristic, while ∆VBE (= VBE2 − VBE1) has

a PTAT characteristic. These voltages are applied to an ADC, which digitizes the

ratio XT (= VBE/∆VBE). While XT is a non-linear function of temperature [4.2],

it can be converted to a linear function µT = α/(α + XT ), where (α ∼ 16) is an

average calibration parameter. The temperature in degrees Celsius, Dout, can then

be expressed as Dout = A · µT −B, where A (∼ 615) and B (∼ 283) are also average

calibration parameters.

4.2 Accuracy limits of the bipolar core

The voltages VBE and ∆VBE deviate from the ideal equations in (2.3) and (2.4) due

to the finite β, and non-zero series resistance RS of the substrate BJTs. β-related

errors are shown in the the second term in (3.6) and (3.8), while RS-related errors

are shown in the second term in (3.10) and (3.11).

Errors in VBE and ∆VBE caused by RS and β can be compensated for by imple-

menting a more complex bipolar core [4.8],[4.9]. To investigate if this is necessary,

the accuracy of the bipolar core in a 0.16-µm technology was evaluated by simula-
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Figure 4.1: (a) Bipolar core without β and RS compensation. (b) Untrimmed tem-
perature error.
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Figure 4.2: Trimmed temperature error for the bipolar core of Fig. 4.1.

tion. The results are discussed in the following section for the following three cases:

uncompensated β and RS , compensated β but uncompensated RS , and compensated

β and RS .

4.2.1 Uncompensated β and RS

Fig. 4.1 (a) illustrates a simple bipolar core in which two PNPs (QR, QL) are biased at

a 1 : 5 emitter current ratio, where the unit emitter current is set to Ibias. To exclude

bias circuit non-idealities, Ibias is an ideal PTAT source: Ibias = (kT/q) · ln(5)/(500

kΩ), which is ∼ 80 nA at 25 ◦C. The PNPs (5×5 µm2) have a nominal β = 4.5, and

IS = 9.2 × 10−19 at 25 ◦C. VBE (= VBE2) and ∆VBE (= VBE2 − VBE1) were then

simulated from −55 ◦C to 125 ◦C at different process corners, and then post-processed

to obtain Dout and the temperature error Dout−T . The calibration parameters were

obtained at the nominal process corner and then kept constant for the other process

corners—a criterion that is also required for low-cost calibration.

As illustrated in Fig. 4.1 (b), the untrimmed temperature error of such a bipolar



62 Chapter 4. An accurate and process-insensitive BJT-based TDC

core is quite large: about 8 ◦C. This is mainly due to the large spread of IS . When

only its absolute value is assumed to vary, and not its temperature dependence, this

causes a PTAT error in VBE (see (3.30)), or an offset error in XT as shown in the

following:

XT =
VBE

∆VBE
≈
VBE,nom +

kT

q
· ε

∆VBE
≈ XT,nom +

ε

ln(5)
, (4.1)

in which ε is a constant representing error of IS . The large spread in IS , can thus be

corrected by using a PTAT trim in VBE , or simply by making an offset trim in XT .

Fig. 4.2 shows that the temperature error then drops to ±0.6 ◦C.

4.2.2 Compensated β and uncompensated RS

The accuracy of the bipolar core can be enhanced by compensating for the effect of β

on VBE . As shown in Fig. 4.3 (a), this can be realized by using ideal circuit elements

to copy the base current of QR and then add it to the emitter currents of QR and

QL. This is equivalent to the β-compensation methods used in [4.1],[4.2],[4.10],[4.11].

The trimmed spread then improves by 10× to ±0.06 ◦C, as shown in Fig. 4.4.

This β-compensation method would be even more accurate if the β of the two

PNPs were exactly the same. In practice, however, β is also a function of the bias

current. In order to obtain the minimum error, the chosen bias current should be in

the flat region of the β curve [4.10], such that β(I) ∼ β(pI). Due to process spread,

however, this flat region may shift, and in advanced technology nodes such a region

may not even exist [4.9]. In such cases, this β-compensation method would not be

very effective, as it only compensates for the effect of β on VBE (second term in 3.6),

but not for the effect of β on ∆VBE (second term in 3.8).

Fig. 4.5 (a) shows an ideal scenario, where β is compensated in both VBE and

∆VBE . This involves copying the base current of QL, and QR and then adding them

to their own emitter currents. This, in turn, forces the collector currents of QR and

QL to be purely defined by Ibias and 5 · Ibias, which is required for an ideal bipolar

core. As illustrated in Fig. 4.6 (b), the trimmed temperature spread of Fig. 4.4 (b)

is then reduced by a further 2× to ±0.03 ◦C.

The trimmed results in Fig. 4.4 (a), and also in Fig. 4.6 (a), exhibit a systematic

non-linearity, which originates from the inherent non-linearity of VBE . Optimizing

the value of α could significantly reduce this. It has been shown that choosing α

that makes VREF (= VBE + α · ∆VBE) slightly PTAT helps to reduce this non-

linearity [4.1]. When it is necessary to further suppress this non-linearity, a higher-
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Figure 4.3: (a) Bipolar core with β compensation in VBE and without RS compensa-
tion. (b) Untrimmed temperature error.
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Figure 4.4: Trimmed temperature error for the bipolar core of Fig. 4.3 (a) with a
1st-order polynomial fit and (b) with a 3rd-order polynomial fit.

order polynomial can be used to map µT to Dout. In case of a third-order polynomial,

Dout = a0 +a1 ·µT +a2 ·µ2
T +a3 ·µ3

T , where a0 : a3 are constants. In Fig. 4.4 the use

of a third-order polynomial fit does not improve accuracy much, due to the relatively

large errors caused by β spread. The advantage of using the third-order polynomial

become more obvious in Fig. 4.6 (and also in Fig. 4.8), in which β-related errors are

sufficiently suppressed. The remaining residual error in this figure is then mainly due

to the uncompensated effect of RS .

4.2.3 Compensated β and RS

RS-related errors in VBE (the second term in (3.10)) are proportional to the value of

bias current as well as to the value of RS . One way to suppress them is by simply

choosing a sufficiently small bias current. However, the level of bias current cannot

always be freely chosen, since it must also satisfy the requirement that β(I) ∼ β(pI),

or it must be enough to obtain a desired gm in the PNPs for settling purposes. RS-
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Figure 4.5: (a) Bipolar core with β compensation in both VBE and ∆VBE and without
RS compensation. (b) Untrimmed temperature error.
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Figure 4.6: Trimmed temperature error for the bipolar core of Fig. 4.5 (a) with a
1st-order polynomial fit and (b) with a 3rd-order polynomial fit.

related errors can also be removed by noting that it is a linear function of Ibias, while

VBE is a logarithmic function of Ibias [4.12]. With reference to (3.10), and assuming

ideal β-compensation, the effect of RS can be removed by using the following function:

VBE(Ibias) = 2 · VBE(2 · Ibias)− VBE(4 · Ibias)

=
kT

q
· ln(

Ibias
IS

) + 2 ·RS · (2 · Ibias)−RS · (4 · Ibias) . (4.2)

Fig. 4.7 (a) illustrates a bipolar core in which this RS-compensation scheme is used

for both VBE1, and VBE2. Together with β-compensation, this results in a trimmed

inaccuracy of ±0.003 ◦C, as illustrated in Fig. 4.8 (b). This negligible error originates

from the slight dependency of RS on β, which makes it slightly current-dependent.

As a result, the RS compensation described in (4.2) is not perfect.
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Figure 4.7: Bipolar core with β and RS compensation for both VBE1 and VBE2.
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Figure 4.8: Trimmed temperature error for the bipolar core of Fig. 4.7 (a) with a
1st-order polynomial fit and (b) with a 3rd-order polynomial fit.

4.3 Inaccuracy sources in the bias circuit

As illustrated in Fig. 4.9, the bias circuit generates a PTAT current. Compared to

a constant current, a PTAT bias current reduces the nonlinearity in VBE [4.13]. The

bias circuit uses two PNPs at a current density ratio of 1 : pEb. An opamp then forces

the resulting ∆VBEb (= VBEb2−VBEb1) across an n+ poly bias resistor, Rb. The bias

current Ibias = ∆VBEb/Rb can then be copied to the bipolar core with a current ratio

of 1 : m. Setting m = 1, and pEb = pE = 5 simplifies the dynamic techniques used for

the matching of current mirrors (see Sec. 4.4.1). Rb = 500 kΩ sets the value of Ibias

such that β(I) ∼ β(pEb · I). Adding a second n+ poly resistor Rb = Rb/pEb makes

the bias current become slightly β-dependent [4.1],[4.11], i.e., I ′bias = Ibias · (β+ 1)/β,

where β is the current gain of QRb. The β-dependent I ′bias, can then cancel the effect

of β on the bipolar core’s VBE (= VBE2), assuming that β in QR and QRb are equal.

This is equivalent to the scenario described in Fig. 4.3. As a result, VBE can be
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Figure 4.9: Bias circuit that generates a PTAT current. Sources of error are shown
in red.

expressed as:

VBE =
kT

q
· ln(

I ′bias
IS
· β

β + 1
)

=
kT

q
· ln(

Ibias
IS
· β + 1

β
· β

β + 1
) =

kT

q
· ln(

Ibias
IS

) . (4.3)

Different sources of error in the bias circuit can cause Ibias to deviate from its

nominal value, which then causes errors in VBE and in Dout. If these errors only

change the absolute value of Ibias (i.e., ∆Ibias/Ibias = ε), they create an error similar

to that of IS in (4.1). As a result, this error will be corrected for by the same PTAT

trim that corrects for the spread of IS . However, if such errors change the temperature

dependence of Ibias, they will cause residual temperature errors after the trim.

The main source of error in Ibias is the spread of the bias resistor Rb. The absolute

value of Rb substantially spreads, but this will be completely removed by the PTAT

trim since it only changes the absolute value of Ibias. Spread in the temperature

dependence of Rb, however, results in residual error after the trim. To obtain high

accuracy, it is therefore essential that the temperature dependence ofRb is minimal. In

the 0.16-µm technology, a non-silicided n+ poly resistor is the most suitable candidate

for this reason. As shown in Fig. 4.10, over the process corners, the absolute value

of Rb varies by ±18%, while its temperature coefficient varies by a maximum of

±0.01%/◦C. The former creates a large untrimmed error of 2.18 ◦C but no trimmed

error, while the latter causes ±0.11 ◦C error after the trim.
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Figure 4.10: (a) Variation in n+ poly resistance in the 0.16-µm technology. (b)
Variation in temperature dependence of the resistance.

Limited gain and non-zero offset of the opamp can also cause Ibias to change. With

reference to Fig. 4.9, when the opamp has a limited gain of Av, Ib can be written as

follows:

Ibias ≈

kT

q
· ln(pEb)

Rb
· (1− 1

Gm ·Av ·Rb
) , (4.4)

where Gm is the transconductance of the current mirrors. Assuming Gm = 1 µA/V

and Rb = 500 kΩ, a 60-dB gain causes a 0.6 nA variation in Ibias compared to

an infinite gain. In practice, however, only the spread in Av appears as tempera-

ture sensing error. The opamp’s non-zero offset VOS can also cause Ibias to vary by

∆Ibias = VOS/Rb. Assuming a 2 mV temperature-independent offset for the opamp,

Ibias changes by 9 nA, which then creates a maximum of 0.4 ◦C untrimmed error.

After the trim, this error reduces to 0.14 ◦C.

Similar to the PNPs in the bipolar core, QRb and QLb in the bias circuit have

limited β and non-zero RS , which can cause error in Ibias. Variation in β and RS only

affect ∆VBEb, which has a much lower influence on the temperature sensor accuracy

than ∆VBE . Furthermore, some of these errors will be suppressed or completely

removed by the PTAT trim. The temperature sensing error caused by variation of β,

either from its absolute value β0 or its temperature dependence XTB, is shown in

Table 4.1. For these calculations, variations of β0 and XTB are obtained from the

modeled parameters of the PNPs, and also ∆β = 0.1 is assumed as the difference

between the β of QRb and QLb. RS can also cause error in Ibias in the same way as

Rb. As a result, variations in the absolute value of RS will be completely removed

after the trim but variations of its temperature dependence will not. Compared to

Rb, the relatively small value of RS ∼ 200 Ω creates much lower temperature-sensing

error.



68 Chapter 4. An accurate and process-insensitive BJT-based TDC

The last source of error in Ibias, but certainly not the least, is the variation of

the current ratios 1 : pEb and 1 : m. In practice, these ratios rely on the matching

of the PMOS transistors used to realize the current mirrors. When biased in strong

inversion, the error in the current I of two identical current mirrors can be expressed

as:
∆I

I
≈ 2

Vgs
VT
− 1
· |∆VT

VT
|+ |∆µp

µp
|+ |∆Cox

Cox
|+ |∆W

W
|+ |∆L

L
| , (4.5)

where µp is the mobility of holes, Cox is the gate-oxide capacitance per unit area,

W and L are the transistor dimensions, VT is the threshold voltage, and Vgs is the

gate-source voltage of the current mirrors. As described in [4.14], the parameters of

(4.5) have a statistical nature, and thus the variation of I follows:

σ2(I)

I2
≈ 4 · σ2(VT )

(Vgs − VT )2
+
σ2(µp)

µ2
p

+
σ2(Cox)

C2
ox

+
σ2(W )

W 2
+
σ2(L)

L2
, (4.6)

where σ represents the standard deviation of each parameter. The variation of each

parameter of (4.5) should be modeled with the corresponding mismatch-generating

processes. For VT , and similarly for µp and Cox, the mismatch between two devices

at a distance D on a same wafer follows a general rule [4.14]: σ2(VT ) = A2
VT
/(WL) +

S2
VT
· D2, where AVT is the area proportionality constant, and SVT is the constant

that describes the variation with distance. For W , and equally for L, the mismatch

generating process is slightly different than for VT , since it originates from the edge

roughness of the gate which then causes σ2(W ) ∝ 1/L. As a result, its contribution

to (4.6) can be expressed as: A2
W /L

2W + S2
WD

2. It is worth mentioning that the D

for the two current mirrors can be assumed to be zero.

The main observation from (4.5) and (4.6) is that 1 : pEb is not necessarily temper-

ature independent, since it is a function of many temperature dependent parameters

including VT and Vgs. In the target 0.16-µm technology, Monte-Carlo simulations

on identical current mirrors showed that its absolute value changes by ±15%, while

its temperature dependence also varies by ±0.055%/◦C. The 15% variation in the

absolute value of pEb causes a 1.17 ◦C untrimmed error, which will be removed by

the PTAT trim. The ±0.055%/◦C variation in the temperature dependence of pEB ,

and similarly for m, results in a ±0.36 ◦C error after the trim.

Table 4.1 summarizes the various temperature-sensing errors that originate from

the bias circuit. These results are based on the available modeled parameters for

Rb, β, pEb which are themselves only approximations of reality. For the spread of

Av, VOS , and temperature dependence of RS , reasonable assumptions were made.
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Item Nominal Variation Untrimmed (◦C) Trimmed (◦C)

Rb
value 500 kΩ ±18% ±2.18 0
TC 0 ±0.01%/◦C 0.11 0.11

PEb
value 5 ±15% 1.17 0
TC 0 ±0.05%/◦C 0.36 0.36

VOS value 0 ±2 mV 0.4 0.14

Av value 60 dB ±20 dB 0.002 0

β
β0 4.5 ±20% 0.009 0.006

XTB 2 ±0.5 0.003 0.003

RS
value 200 Ω ±30% 0.007 0
TC 0 ±1%/◦C 0.02 0.02

Table 4.1: Worst-case temperature-sensing error originating from the bias circuit
from −55 ◦C to 125 ◦C . Variations are based on MonteCarlo simulations of model
parameters in the 0.16-µm (for Rb, β, pEb and the value of RS) or a reasonable
assumption (for AV , VOS , and TC of RS).

Based on the simulated accuracy of the bipolar core in Sec. 4.2, and the error

sources in the bias circuit shown in Table 4.1, some important conclusions can be

drawn about the accuracy of BJT-based TDCs.

(1) Fixed calibration parameters are necessary for low-cost calibration.

(2) The untrimmed accuracy of BJT-based TDCs is very poor due to the large
spread of IS and Rb.

(3) BJT-based TDCs can be very accurate after a PTAT trim.

(4) Obtaining high accuracy after trimming requires a bias current Ibias, with a
well-defined temperature dependence.

4.4 Sensing front-end

Fig. 4.11 shows the sensing front-end of the TDC. It is essentially similar to Fig. 4.9

with two extra features: (1) dynamic element matching is used to correct errors in

Ibias, and (2) the PNP’s current gain can be detected. Similar to [4.1],[4.2], the PNPs

in the bias circuit and the bipolar core are biased at 1 : 5 current ratios. The unit

bias current is 80 nA, a choice that ensures that the PNPs’ are biased in their flat-β

region. The resulting VBEb is forced across an n+ poly resistor, Rb, to generate Ibias.

A second n+ poly resistor, Rβb(= Rb/5), is then used to cancel β in the VBE of the

bipolar core. This β-compensation relies on the matching of QR and QRb and also on

the 1 : 5 ratios of 1 : pEb, and Rβb : Rb.
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Figure 4.11: Sensing front-end with dynamic techniques to suppress the sources of
error. (Red) β-detection circuitry. (Gray) careful layout for matching purposes.

4.4.1 Bias circuit

To ensure high accuracy, the sources of error that affect the temperature dependence

of Ibias must be canceled out. These errors mainly originate from the temperature

dependence of Rb, the opamp’s offset, and the pEB and m ratios. A single-point trim

would then correct for variations in the absolute value of Ibias. To reduce the opamp’s

related error, a folded-cascode structure is adapted with a minimum gain of 80 dB,

with less than 10 dB variation over process and temperature. The opamp’s offset is

also chopped using the chopper switches at its input and output. Similar to [4.5] and

[4.15], to mitigate the errors caused by current ratios, the current mirrors that realize

the bias circuit 1 : pEB ratio are dynamically matched with the help of the control

signal denoted by DEM1 in Fig. 4.11. In the same fashion, the current mirrors that

realizes 1 : pE in the bipolar core are matched using DEM2. Furthermore, to ensure

that the current is accurately copied from the bias circuit into the bipolar core (i.e.,

m = 1), the two banks of current mirrors are dynamically swapped (Bank-swap).

Since the two banks are designed to have the same current levels, this is accomplished

by adding extra switches in series with each current bank. The accuracy of the ratio

Rβb : Rb and the matching of QR and QRb rely on careful layout.
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4.4.2 β detection

The sensing front-end is capable of determining β directly, which then allows its effect

on the accuracy of the TDC to be observed experimentally. As in [4.1], [4.11], the

effect of β in VBE is compensated by using Rβb. This, however, does not correct

the effect of β on ∆VBE . This increases the TDC’s error slightly and influences

the accuracy of voltage calibration. Detecting β can then be used as a means of

determining the origin of the measured spread of ∆VBE .

The β-detection circuit in the sensing front-end measures the β of QRb. Via

switch Sβ the Rβb can be turned off or on, which in turn changes the bias current

from Ib (= VBEb/Rb) to I ′b (= VBEb/Rb · (β + 1)/β). The ratio of these two currents

Xβ = Ibias/I
′
bias is then used to extract the value of β. To obtain Xβ , the TDC uses

a sense resistor Rβ (= 350 kΩ) whose voltage drop Vβ is digitized by the ADC.

β-detection involves two steps. First, switch Sβ is off and the ADC digitizes X1β

as the ratio between V1β (= Rβ ·n·Ibias) and ∆VBE1. Second, switch Sβ is on, and the

ADC digitizes X2β as the ratio between V2β (= Rβ ·n·I ′bias) and ∆VBE2. In the digital

backend, β is computed using β = X2β/(X1β − X2β). Since β-detection is a ratio-

metric measurement, it is not affected by the gain errors of the current copying ratio n,

or the variation in Rβ , due to process or temperature variations. The two conversions

required in β-detection occur in quick succession (<200 ms), and so (V1β ,∆VBE1)

and (V2β ,∆VBE2) are assumed to be at the same die temperature Tdie. ∆VBE1 and

∆VBE2 can be assumed to be identical as well, since at the two states of Sβ , the

change in the absolute value of Ibias barely changes ∆VBE . Simulations showed that

Ibias changes by 12% at 25 ◦C and 25% at 125 ◦C, which correspond to a 0.002% and

0.04% change in ∆VBE .

4.5 Readout circuit

An overview of the TDC is shown in Fig. 4.12. It consists of an analog core and a

digital backend. The analog core is composed of the sensing front-end which produces

VBE , ∆VBE , and Vβ , and the zoom-ADC, which digitizes the ratio of voltages. In

normal operation mode, the decimated output of the zoom-ADC provides XT =

VBE/∆VBE . The TDC can also be configured to digitize Xβ = Vβ/∆VBE in β-

detection mode, or XV = Vext/∆VBE in the voltage calibration mode, in which Vext

is an external voltage.
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Figure 4.12: Overview of the TDC. The analog core is realized on-chip, while the
digital backend is realized off-chip.

4.5.1 Zoom-ADC

A zoom-ADC obtains high energy efficiency by combining the benefits of two ADC

architectures [4.2],[4.16]–[4.18]. It is based on a Σ∆ modulator whose references are

zoomed in around the input signal, instead of at the full-scale levels in conventional

modulators. This, in turn, reduces the amount of error signal that is fed into the

Σ∆’s loop-filter and thus relaxes the requirement for its first active integrator. When

the input signal changes, the levels of reference signals also need to change to bound

the input signal with enough margin and ensure a stable modulator. In the zoom-

ADC, this is obtained with an energy-efficient 6-bit SAR conversion, which coarsely

digitizes the input signal. The Σ∆ modulator then selects the right level for the

reference signals based on this coarse conversion.

Given the quasi-static nature of temperature, a static zoom-ADC similar to [4.2]

has been adapted, where an initial SAR conversion is followed by a 2nd-order Σ∆

conversion. To save area, the SAR and Σ∆ conversions share the same circuitry,

as shown in Fig. 4.13. In the first step, the SAR algorithm is realized by using

the first stage of the modulator (as a charge-amplifier), the comparator, and the 31-

element capacitive DAC (C-DAC). The 6-bit SAR determines the integer part of XT

(i.e. KSAR) by successively comparing VBE with K ·∆VBE , where K (= 1 : 31), is

realized with the C-DAC. In the second step, the circuit is configured as a 2nd-order

modulator, which balances VBE against the reference voltages (KSAR−1) ·∆VBE and

(KSAR + 1) ·∆VBE . This results in a bitstream bs with an average that is equal to

µΣ∆ = [VBE − (KSAR − 1) ·∆VBE ]/(2∆VBE). The two outputs of SAR and Σ∆ are

then combined in the digital domain to obtain XT by using XT = (KSAR−1)+2·µΣ∆.

Dynamic techniques ensure that the zoom-ADC’s gain and offset errors are ade-

quately suppressed. As in [4.19], Correlated Double Sampling (CDS) is used in the

first stage of the Σ∆ to suppress the effect of the offset and 1/f noise of the first am-

plifier. Any residual offset is then further suppressed by using system-level chopping

that occurs once per conversion. A data-weighted averaging DEM [4.20] is employed
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Figure 4.13: Zoom-ADC. It is composed of a SAR and a 2nd-order ∆Σ ADC using a
shared circuitry.

to remove the mismatch in the C-DAC elements to reduce the ADC’s gain errors.

This involves shuffling the position of the capacitor that samples VBE , together with

the K capacitors that sample ∆VBE at the rate of the sampling rate fs.

In parallel to C-DAC DEM, and in the same fashion, the unit currents in the bipo-

lar core (Bank2) and in the bias circuit (Bank1) are dynamically matched. Therefore,

a unit current biasing QL (or QLb) and 5× unit currents biasing QR (or QRb) shuffle

around a 6-element current DAC at the rate of fs. Bank Swapping, on the other

hand, occurs at the rate of fs/5, and so after a complete DEM cycle for Bank1 and

Bank2. Chopping QR and QL occurs at the rate of 2fs, and thus, between φ1 and φ2

their positions swap.

Each of the two integrators is built around an energy-efficient current-reuse am-

plifier as shown in Fig. 4.14. This amplifier uses both PMOSFET and NMOSFET

input devices to obtain a higher equivalent gm (= gmN + gmP ) than the telescopic

amplifier used in [4.2]. Inverter-based amplifiers [4.21] can also obtain a higher equiv-

alent gm (= gmN+gmP ), but they require dynamic biasing to set the inverter’s output

common-mode level. In addition, they need to operate in a pseudo-differential fashion

with two single-ended branches that are fed with differential signals. Compared to

an inverter-based amplifier, a current-reuse amplifier is less complex and avoids the

additional sampled noise associated with dynamic biasing. Furthermore, it is a fully

differential circuit, which results in higher supply and common-mode rejection.

The first amplifier consumes 480 nA at RT, while the second amplifier is scaled

down by 4×, drawing 120 nA. In the current-reuse structure, the DC voltage level of

the two inputs are inevitably equal, and it is best to set their common-mode voltage at
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Figure 4.14: Current-reuse amplifier used in the first and the second stage of the
zoom-ADC.

Vdd/2. In this structure, however, the swing of the amplifier is limited to VTN +VTP ,

where VT is the threshold voltage. To obtain a higher swing, the input devices have

been realized with available high threshold voltage (HVT ) devices.

4.5.2 Switch leakage

A simplified diagram of the zoom-ADC’s sampling network is shown in Fig. 4.15. As

shown, the leakage currents (IL1 and IL2) of the sampling switches alter the PNP’s

bias current and thus cause errors in VBE . Furthermore, they flow through the ON-

resistance, RON , of the switches and cause errors in the sampled voltage VS . There

are two components of the leakage current: IL1 and IL2. The former is associated

with the reversed-biased junction between the substrate and the source and drain of

the sampling switches, while the latter is the current that flows through the OFF-

resistance, ROFF , of any other switches connected to CS . The sampling error due to

IL1 is directly proportional to the total number of switches connected to the PNPs,

while the sampling errors due to IL2 are a function of RON/(N ·ROFF ), where N is

the number of OFF switches involved.

In the zoom-ADC, the sampling network consists of a capacitor array with 64-

unit elements (in differential branches), each of which can connect to VBE1, VBE2

and Vext via one of three sampling switches. These switches enable the application

of DEM to the capacitor array, which is necessary to mitigate the effect of capacitor

mismatch but results in a total of 192 sampling switches. This, in turn, can cause
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Figure 4.15: Switch leakage in the sampling network of the zoom-ADC.

sampling errors, particularly at higher temperatures, where the leakage currents are

largest. Different TDC versions, using different switches, were developed to explore

the impact of leakage currents.

4.6 Experimental results

The TDC is realized in 0.16-µm CMOS technology. The analog core occupies a silicon

area of 0.16 mm2, as shown in Fig. 4.16, and draws 4.6 µA of current from a nominal

1.8 V supply. A sinc2-decimation filter, mapping and trimming functions, the SAR

and DEM logic are realized off-chip for flexibility. Table 4.2 summarizes the TDC’s

current and area consumption. In this table, the numbers related to the off-chip

digital circuitry are based on post-synthesis realizations.

A key performance metric of a TDC is its output noise, which is usually designed

to be an order of magnitude lower than the target accuracy. Fig 4.17 (a) illustrates

the output rms-noise versus the conversion time. Given the quasi-static nature of

temperature and the use of the Σ∆-based readout, the noise and conversion time can

be exchanged arbitrarily. In the normal operation mode, with a 35-kHz sampling

clock frequency, the TDC obtains a resolution of 15 mK with a conversion time of

5 ms. During calibration and trimming, when a higher resolution is required, the

conversion time is increased to 100 ms, in which case the TDC obtains a resolution

of 4 mK.

The TDC’s power supply sensitivity is another important metric. At RT, its

output changes by 10 mK when the supply voltage varies from 1.5 to 2 V (Fig.
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Current (µA) Area (mm2)

Sensing front-end 3.4 0.063
Zoom-ADC 1.2 0.093
Digital controller (SAR, DEM) 1.12 0.046
Decimation and calibration 0.19 0.163

Table 4.2: Breakdown of current and area consumptions. The current consumptions
are for 25◦C.
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Figure 4.17: (a) Measured output noise versus conversion time. (b) Measured supply
sensitivity in different modes of the bias circuit.

4.17 (b)), which corresponds to a 0.01◦C/V supply sensitivity. This illustrates the

effectiveness of the dynamic techniques used in the front-end, showing how the supply

sensitivity improves as the various dynamic techniques are activated.
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4.6.1 Batch-calibrated accuracy

Within one production batch, variations in device parameters are quite limited. The

effect of mismatch and the effectiveness of dynamic techniques to suppress them can be

investigated by observing sample-to-sample variations. Twenty samples of the TDC

taken from one wafer were characterized in a climate chamber from −55 ◦C to 125 ◦C.

The TDCs were packaged in ceramic to minimize the stress-related errors on the TDC

dies. The packaged samples were then mounted on a metal block, whose temperature

TREF was accurately measured, with less than ±1 mK error, by a calibrated PT-100

thermistor. Outputs of this thermistor and the TDCs were then captured at multiple

temperature points to obtain the temperature error of the TDCs.

The average characteristic of these 20 samples was used to extract the average

parameters, A, B, and α—a procedure known as batch calibration. The average of the

ADC’s output XT led to a master curve XT,avg. α was then found by minimizing the

non-linearity in µT,avg = α/(α+XT,avg). This involved minimizing the Least-Square

error between µT,avg and a straight line. In a similar fashion, values of A, and B were

found by minimizing the Least-Square error between Dout,avg = A · µT,avg − B and

TREF . These batch-calibrated parameters were then applied to all 20 TDC samples

of the batch. Fig. 4.18 (a) illustrates the inaccuracy of the TDC without trimming,

which is ±0.4 ◦C (±3σ).

The main source of this error is the spread of IS as well as the spread of Rb. These

variations can be corrected for by calibrating the sample’s VBE and then trimming it

in a PTAT manner. Alternatively, the ADC’s output XT can be calibrated at 25◦C

and then digitally trimmed by adding a fixed offset XOS as:

XT,trim(T ) = XT,untrim(T ) +XOS , (4.7)

XOS = XT,avg(25◦C)−XT,untrim(25◦C) , (4.8)

where XT,trim and XT,untrim are the ADC’s trimmed and untrimmed outputs. The

TDC’s trimmed output is then calculated as:

Dout,trim(T ) = A · α

α+XT,trim(T )
−B . (4.9)

Fig. 4.18 (b) shows the temperature error after trimming, which is ±0.1 ◦C (±3σ).

The residual nonlinearity of the TDC is about 40 mK, which is considerable compared

to the total temperature error. The residual non-linearity can be further reduced to
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Figure 4.18: Batch-calibrated inaccuracy using three fitting parameters A, B, and
α: (a) untrimmed and (b) trimmed. Dashed lines represent the average and ±3σ
boundaries.
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Figure 4.19: Batch-calibrated inaccuracy using a 3rd-order polynomial fit: (a)
untrimmed and (b) trimmed. Dashed lines represent the average and ±3σ boundaries.

less than 10 mK by using a 3rd-order polynomial fit. To illustrate this, results shown

in Fig. 4.18 have been replicated in Fig. 4.19 with a 3rd-order polynomial fit. The

coefficients for the polynomial have been found to provide the Least-Square error

between Dout,avg and TREF . Using this polynomial, the TDC obtains an untrimmed
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Opamp-chop DEM-1 Bank-swap Untrimmed error Trimmed error

off off off ±700 mK ±300 mK

on off off ±400 mK ±100 mK

on on off ±380 mK ±70 mK

on on on ±380 mK ±60 mK

Table 4.3: Accuracy improvement by applying dynamic techniques in the bias circuit.
The reported result uses the 3rd-order polynomial fit.

This work [4.1] [4.2] [4.22] [4.23]

CMOS technology (µm) 0.16 0.7 0.16 0.065 0.022

Area (mm2) 0.16 4.5 0.08 0.2 0.004

Supply voltage (V ) 1.5-2 2.5-5.5 1.5-2 1.5 1-1.3

Current consumption (µA) 4.6 75 3.4 0.5 50

Temperature range (◦C) −55-125 −55-125 −55-125 −40-130 −30-120

3σ-inaccuracy (mK) ±60a ±100 ±150 ±1070 ±150

Power supply sensitivity (◦C/V ) 0.01 0.03 0.5 N/A N/A

Resolution (mK) 15 10 20 125 580

Conversion time (ms) 5 100 5.3 2 0.032

Resolution FOMb(pJK2) 7.8 1875 11 23 540

Relative inaccuracyc(%) 0.07 0.11 0.17 0.47 1.4

aBatch-calibrated result with a 3rd-order fit
bResolution FOM = Power×Conversion time×Resolution2

cRelative inaccuracy = 2×Inaccuracy×100/Temperature range

Table 4.4: Performance summary and comparison with other accurate CMOS tem-
perature sensors.

inaccuracy of ±380 mK (±3σ), and a trimmed inaccuracy of ±60 mK (±3σ).

The remaining error of the TDC after removing the TDC’s systematic non-linearity

and IS-related error partly stems from non-PTAT error sources in the bias circuit.

To observe this, the trimmed inaccuracy of the TDC was obtained using different sets

of dynamic techniques in the bias circuit. Table 4.3 summarizes these results, and

shows that the inaccuracy improved by gradually applying these techniques.

Table 4.4 summarizes the TDC’s performance within a batch and compares it

with other related work. The designed TDC achieves superior performance in terms

of inaccuracy, and supply sensitivity, while it obtains a comparable energy efficiency

FOM.
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UHVT HVT VT

Batch-1 20 samples 20 samples -
Batch-2 - 20 samples 20 samples
Batch-3 20 samples - -

Table 4.5: Summary of the implemented batches and technology options of the TDC.

4.6.2 Batch-to-batch variation

The spread of device parameters is wider over multiple batches than within one batch,

which might result in a larger temperature error. To evaluate the TDC’s inaccuracy

over a larger spread, three different batches were fabricated and then characterized.

Each batch was taken from a different fabrication run with a time difference of a few

months, thus they were expected to be somewhat different from each other. These

batches, however, do not represent the corners of the technology.

The TDC of each batch also used the available technology flavors to observe the

effect of switch leakage on the ADC’s sampling circuit. The ADC’s sampling switches

were implemented with different threshold voltages, and so with different switch OFF-

resistance. Table 4.5 summarizes the implemented batches and flavors of the TDC.

UHVT (Ultra High Threshold Voltage) devices were used in the TDCs of Batch-1,

and Batch-3. These devices have the largest VT compared to normal VT devices

and thus have the lowest leakage. However, they require extra fabrication masks

for realization, making them more expensive. To avoid the higher costs, HVT (High

Threshold Voltage) devices were also used in Batch-1 and Batch-2. These devices

have a larger VT than normal devices, but lower than UHVT devices.

The measured results of Batch-1 and Batch-2 are shown in Fig. 4.20. Average

parameters were extracted from Batch-1 and then used for both batches. This way,

the extra batch calibration that was required in [4.2] was avoided, which significantly

saved cost and simplified the calibration process. Without trimming, the TDCs’

output spread by 2 ◦C. A single-point trim, however, reduced this error to less than

±0.1 ◦C (3σ) and maintained the batch-calibrated accuracy.

Using the β-detection circuit, the β for each sample of the two batches was mea-

sured and compared. Fig. 4.20 (c) illustrates these results, showing that β spread by

∼10% but without any noticeable batch-to-batch variation. Having the same charac-

teristics over the two batches assured a negligible ∆VBE variation, which then allowed

the use of a low-cost voltage calibration (see Sec. 4.6.4).

The batch-to-batch variation was also evaluated for two batches using UHVT de-
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Figure 4.20: Variation in the TDC from batch-to-batch. Batch-1 and Batch-2 use
the same calibration parameters extracted from Batch-1: α = 15.3408, A = 615.2447,
B = −283.0050, with (a) untrimmed, (b) trimmed and (c) current-gain.

vices (Batch-1 and Batch-3). Similarly, the average parameters were extracted based

on Batch-1 and then applied for the two batches. Fig. 4.21 illustrates these measured

results and shows that the variation between Batch-1 and Batch-3 was ∼1 ◦C. A

single-point RT trim corrected the batch-to-batch variation and preserved the batch-

calibrated inaccuracy: ±0.1 ◦C (3σ) after the trim. The measured β also shows a

negligible batch-to-batch variation, as illustrated in Fig. 4.21 (c).

4.6.3 Switch leakage

Both types of UHVT and HVT switches provide sufficiently low leakage for accurate

operation up to +125 ◦C, while normal VT switches show substantially higher leakage

and thus temperature error. To evaluate the effect of switch leakage, the inaccuracy of

the three flavors is shown in Fig. 4.22. The UHVT samples were taken from Batch-1,

while HVT and VT were taken from Batch-2. All the TDCs used the same average

parameters obtained from Batch-1. As shown in Fig. 4.22 (a), at −55 ◦C the effect

of switch leakage is negligible, therefore a 0.5 ◦C error between the TDCs could be

trimmed to less than ±0.1 ◦C (3σ). Above RT, the effect of switch leakage becomes

dominant and causes a 1.4 ◦C error for the TDCs using normal VT devices.
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Figure 4.21: Variation in the TDC from batch-to-batch. Batch-1, and Batch-3 use
the same calibration parameters extracted from Batch-1: α = 15.3354, A = 618.4909,
B = −283.6977, with (a) untrimmed, (b) trimmed and (c) current-gain.

-0.5

0

0.5

1

1.5

2

2.5

T
em

p
er

at
u

re
 e

rr
o

r 
(°

C
) UHVT HVT VT

-80 -60 -40 -20 0 20 40 60 80 100 120

Temperature (°C)

-1.5

-1

-0.5

-0.2

0

0.2

0.5

T
em

p
er

at
u
re

 e
rr

o
r 

(°
C

)

UHVT HVT VT

(a)

(b)

Figure 4.22: Effect of switch leakage on the TDC’s accuracy: (a) untrimmed and (b)
trimmed.

4.6.4 Voltage calibration (VCAL)

So far, temperature calibration (TCAL) was used to determine XOS for each TDC

sample. Temperature calibration is a slow process since TDC samples need to reach

thermal equilibrium with the external temperature reference TREF . In practice, this

means that the metal block must remain in a thermally isolated chamber for tens
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Figure 4.23: Voltage calibration. (a) Die temperature estimation based on the
∆VBE measurements, using the same calibration parameters from Batch-1: C =
140.27 µV/◦C, D = −273.73 µV . (b) Voltage calibrated inaccuracy.

of minutes until the variations in its temperature drop below the desired accuracy.

Obtaining ±10 mK error in TCAL requires that both the inaccuracy of TREF and its

variation be less than ±10 mK.

Since voltage calibration (VCAL) does not require an accurate TREF , it is a faster

alternative to TCAL [4.2],[4.6],[4.7]. In VCAL, the die temperature of each sample

Tdie is determined by comparing its own ∆VBE to an external voltage reference Vext.

VCAL relies on the fact that ∆VBE , unlike VBE , is less dependent on process variation,

making it an accurate reference.

VCAL involves two steps. In the first step, the TDC digitizes the ratio XV =

Vext/∆VBE , from which Tdie can be estimated. This, however, requires the absolute

value of Vext and the temperature-dependence of ∆VBE to be known. While Vext is

externally determined, the temperature-depence of ∆VBE can be obtained from batch

calibration. This involves extracting the parameters C (∼ 140µV/◦C) and D (∼ −247

µV), which in a Least-Square fashion, C ·T +D fit to the master curve ∆VBE,avg(T ).

The estimated die temperature TV is then found from TV = (1/C) · (Vext/XV −D).

In the second step of VCAL, the TDC digitizes the ratio XT,untrim. Since both steps

are completed in quick succession (less than 200 ms), Tdie can be assumed constant.

XT,trim in then found in the same fashion as in (4.7) and (4.8), except that 25 ◦C is

replaced by TV .

The accuracy of VCAL relies on the accuracy of the voltages Vext and ∆VBE .

Errors in Vext directly impact XV and TV , thus causing calibration inaccuracy. To
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use VCAL to obtain better than ±10 mK accuracy, Vext (∼ 0.65 V) must be accurate

to within 0.03%. The accuracy of ∆VBE , can also be enhanced by some circuit

techniques. Biasing PNPs at low current levels to suppress RS-related errors, using

DEM to ensure an accurate 1 : 5 emitter current ratio, and chopping QL and QR

to mitigate their mismatch have resulted in TV inaccuracies better than ±0.15 ◦C

[4.2],[4.24]. The use of VCAL as a low-cost calibration method also requires ∆VBE to

be reproducible from one batch to another. Otherwise, C and D need to be obtained

as new for each production batch, which then eliminates its advantages.

Fig. 4.23 (a) shows the extracted TV for the TDCs in Batch-1 and Batch-2 based

on the batch-calibrated C and D obtained from Batch-1. To cover a reasonable margin

around calibration temperature, TV is shown in the temperature range from 15 ◦C to

35 ◦C. TV is accurate to less than ±0.15 ◦C for the samples in Batch-1 and Batch-2.

Using the same techniques, an error of less than ±0.1 ◦C was obtained for the TV

obtained from Batch-1 and Batch-3.

The results of VCAL for the TDCs of Batch-1, and Batch-2 are illustrated in Fig.

4.23 (b), showing a trimmed inaccuracy of ±0.3 ◦C (3σ). The same inaccuracy was

obtained for TDCs of Batch-1 and Batch-3. Although not as accurate as TCAL,

VCAL can be implemented at a much lower cost.

4.6.5 Batch trimming

To obtain high accuracy, all samples must first be calibrated (temperature or voltage)

and then trimmed. This adds to the testing costs since a wafer might include tens of

thousands of TDCs. Alternatively, a batch trim can be done at the expense of extra

inaccuracy. In other words, all samples within a batch are trimmed with a single

parameter, found by individually trimming a few samples of the batch. The resulting

accuracy is then comparable to batch-calibrated accuracy (Fig. 4.18 (a)) but less

than that of individual calibration (Fig. 4.18 (b)).

Fig. 4.24 demonstrates the batch trimming that was applied to Batch-1 and Batch-

2. The trimming parameter for Batch-2 was a fixed number XOS,B2 (= 0.0954) that

was found using XOS,B2 = XT,avg,B1(25◦C) −XT,untrim,B2(25◦C), where XT,avg,B1

is the master curve of XT from Batch-1, and XT,untrim,B2 is the average of the

untrimmed output of several TDCs from Batch-2. This trimming parameter was

then added to the ADC outputs in the samples of Batch-2. After the batch-trim, the

TDCs in Batch-2 were aligned with those in Batch-1, resulting in an inaccuracy of

±0.4 ◦C (3σ).
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Figure 4.24: Inaccuracy of the TDC using batch trimming: (a) untrimmed and (b)
batch-trimmed.

4.7 Conclusion

This chapter described the realization of a TDC in 0.16-µm technology. It obtains a

batch-calibrated inaccuracy of ±60 mK (3σ) from −55 ◦C to 125 ◦C after a single-

point temperature calibration at room temperature. Unlike previous designs [4.2],

the TDC only requires a one-time batch calibration to achieve an inaccuracy of ±0.1
◦C (3σ) from −55 ◦C to 125 ◦C, which greatly reduces its calibration costs. To fur-

ther reduce the costs associated with temperature calibration, alternative approaches

such as voltage calibration and batch trimming can be used. These methods reduce

calibration costs at the expense of extra inaccuracy. Over multiple batches, voltage-

calibration obtained a ±0.3 ◦C (3σ) while batch trimming obtained a ±0.4 ◦C (3σ)

inaccuracy.
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Chapter 5

Heater-assisted calibration and trimming

of BJT-based TDCs1

In this chapter, the effect of packaging stress on BJT-based TDCs will be discussed

and experimentally investigated. To do this, the inaccuracy of the high-accuracy

TDC described in Chapter 4 was carefully evaluated in both ceramic (low stress)

and plastic (high stress) packages. It was observed that the latter causes significant

packaging shift, resulting in errors of up to 0.6 ◦C over the military range. However, by

combining batch calibration with an individual room temperature calibration, similar

inaccuracy (< 0.25 ◦C) was obtained with both types of packages.

Compared to calibration at wafer level, however, the need to (batch) calibrate

packaged parts significantly increases calibration cost. Since the TDC’s character-

istics remain quite linear, another alternative is to perform a two-point calibration.

To do this, a heater-assisted voltage calibration scheme can be used. This enables

low-cost calibration at two temperatures: room temperature and the elevated tem-

perature established by an on-chip heater. This can correct the shifts in the sensor’s

output caused by the mechanical stress of plastic packaging or to maintain the sen-

sor’s accuracy over a wide temperature range. Apart from an accurate off-chip voltage

reference, this scheme requires no extra infrastructure, and so significantly reduces

calibration cost.

To relax the requirements on the reference, a heater-assisted bandgap trimming

scheme was also proposed. This exploits the fact that a flat bandgap voltage VBG

can be created by adding a fixed PTAT voltage (α · ∆VBE) to a properly trimmed

1B. Yousefzadeh, and K. A. A. Makinwa, “A BJT-based temperature-to-digital converter with
±25 ◦C 3σ-inaccuracy from −40 ◦C to +180 ◦C using heater-assisted calibration voltage calibration,”
IEEE Journal of Solid-State Circuits, vol. 55, no. 2, pp. 369-377, Feb. 2020.

89
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VBE . An on-chip heater then allows the flatness of VBG to be rapidly verified at two

temperatures.

5.1 Heater-assisted voltage calibration (HA-VCAL)

5.1.1 Operating principle

Since ∆VBE can be used to accurately estimate Tdie, voltage calibration (VCAL)

can be carried out at any temperature (see Sec. 4.6.4). HA-VCAL exploits this

capability by using an on-chip heater (see Fig. 5.1) to rapidly heat the die to an

elevated, but not very well-defined, temperature. VCAL can then be carried out at

room temperature (T1) and at the elevated temperature (T2), resulting in a low-cost

two-point calibration.

At the start of HA-VCAL, the heater is off, and Tdie = T1. The TDC then sequen-

tially outputs T1V and T1T , where T1V is the estimated die temperature obtained from

XV = Vext/∆VBE , and T1T is the untrimmed output derived from XT = VBE/∆VBE .

The heater is then turned on, thus elevating Tdie to T2, after which the TDC outputs

T2V and T2T . The two sets of values (T1V , T1T ) and (T2V , T2T ) can then be used to

trim the TDC.

To avoid significant errors, Tdie should be stable during VCAL. Due to the thermal

time constants of the package, however, the heater-induced step in Tdie takes several

minutes to fully settle, as shown in Fig. 5.2 (a). Rather than waiting for Tdie to settle,

a 1st-order interpolation scheme can be used to mitigate settling-related calibration

errors. This involves averaging the value of TV before (TV B) and after (TV A) a TT

conversion. For consistency, this is done during both phases of HA-VCAL: i.e., during

the determination of T1 and T2. To evaluate the residual calibration error, the TDC

is configured to output TV continuously during a thermal transient. Interpolated

values of TV [= 0.5 · (TV A + TV B)] are then compared with their actual values, as

shown in Fig. 5.2 (b). Although the interpolation error is initially large, it reaches

the noise-level in less than 0.5 s, even for a large change in die temperature (from ∼
25 ◦C to ∼ 90 ◦C).

5.1.2 On-chip heater

In order to perform HA-VCAL, it is sufficient to heat only the temperature-sensitive

elements of the TDC: the four PNPs (QR, QL, QRb and QLb) and the two poly-
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resistors (Rb and Rbβ) in Fig. 5.1. As a result, the required heater can be quite small,

saving both power and area. To facilitate close proximity to the PNPs and the poly

resistors, the heater is realized in Metal-2 (Fig. 5.3 (a)), with Metal-1 being reserved

for local routing.

On-chip heaters for calibration purposes have been employed in previous work. In

[5.1], four on-chip heaters were used to calibrate a frequency reference. To heat the

die uniformly, the heaters were placed far away from the circuits being calibrated,

and a heat-spreading metal layer was applied to the bottom of the die during a post-

fabrication step. In this work, instead of attempting to heat the die uniformly, a single

heater is used to create a hot spot directly above the temperature-sensitive circuit

elements. As a result, only a small volume of silicon needs to be heated, resulting in

faster calibration and obviating the need for an additional heat-spreading layer.

5.1.3 Sources of error

One source of error that is common to both 2-point VCAL and HA-VCAL is the spread

of ∆VBE , which results in lower accuracy compared to a conventional 2-point TCAL.

In addition, HA-VCAL is less accurate than 2-point VCAL, since there are extra

sources of error due to local heating. These errors can originate from temperature-

gradients, unheated circuit elements, and leakage currents of sampling switches.

� Spread of ∆VBE: In 2-point VCAL, the trimmed output of the TDC, Dout,trim,

is calculated from:

Dout,trim(T ) = A′ · µT (T )−B′ , (5.1)

where µT (T ) = α/(α+XT (T )). Assuming that µT (T ) is linear, A′ and B′ are

new calibrated parameters that are calculated for each sample based on the two

sets of values at T1 and T2 as:

A′ =
T2V − T1V

µ2T − µ1T
, (5.2)

B′ =
T1V · µ2T − T2V · µ1T

µ2T − µ1T
, (5.3)

where µ1T and µ2T are the values of µT at T1 and T2.

The spread of ∆VBE causes errors in T1V and T2V , which cause errors in A′, B′,

and thus in Dout,trim. Assuming an error of ∆T1V and ∆T2V , respectively, for

T1V and T2V , and taking (5.2), and (5.3) into account, the error in Dout,trim,
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∆Dout can be expressed as:

∆Dout(T ) =
µ2T − µT (T )

µ2T − µ1T
·∆T1V +

µT (T )− µ1T

µ2T − µ1T
·∆T2V . (5.4)

The key observation from this equation is that the error after trimming will be

equal to ∆T1V at T1, and to ∆T2V at T2.

Taking into account the spread of T1V , σT1V
, and the spread of T2V , σT2V

, and

assuming that these two are uncorrelated sources of error, the spread of Dout,

σDout , can be obtained from:

σ2
Dout(T ) =

(
µ2T − µT (T )

µ2T − µ1T

)2

· σ2
T1V

+

(
µT (T )− µ1T

µ2T − µ1T

)2

· σ2
T2V

. (5.5)

Fig. 5.4 shows the measured result of TV . Assuming T1 = 25◦C, and T2 =



94 Chapter 5. Heater-assisted calibration of BJT-based TDCs

-40 -20 0 20 40 60 80 100 120 140 160 180

Temperature (

(a)

°C)

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

T
V

 e
rr

o
r 

(°
C

)

Figure 5.4: Inaccuracy of TV obtained from the ∆VBE measurment.

110◦C, ±3σ error of ∼ ±0.1◦C can be expected for TV at each of these tem-

peratures. In addition, using nominal values for µT1 (= 0.50), µT2 (= 0.64),

and using σT1V
and σT2V

from Fig. 5.4, σDout can be obtained at other temper-

atures, which gets larger at the extreme ends of the temperature range. This

results in ±3σ errors of ±0.21◦C at −40◦C, and ±0.17◦C at +180◦C.

� Temperature gradients: Using a small on-chip heater causes large temperature

gradients in the die. These could cause significant temperature differences be-

tween QL and QR, causing errors in ∆VBE , and thus errors in both T2V and T2T .

Similarly, temperature differences between the poly resistors and the PNPs, or

between QLb and QRb, could cause errors in the bias current, and thus errors

in VBE , and ultimately errors in T2T . Temperature differences between the

PNPs of the bias circuit, and the bipolar core could also cause errors in the

β-compensation, again causing errors in VBE , and hence in T2T .

Fig. 5.3 (a, b) shows the results of a COMSOL simulation of the serpentine-

shaped Metal-2 heater while it dissipates 0.5 W . As expected, large temperature

gradients can be seen in the heater, as well as in the silicon substrate under the

heater. There is also a significant vertical gradient between the heater and the

silicon substrate. To mitigate the effect of such gradients, the temperature-

sensitive elements of the TDC are placed in a small area (0.002 mm2) under the

much larger heater (0.017 mm2). In addition, a gradient-insensitive layout is

used, as shown in Fig. 5.3 (c). Each PNP is divided into two halves and placed

in a common-centroid manner around the heater’s symmetry axes. Similarly,

all top-level metal routing above the heater is symmetrical with respect to the

heater’s axes of symmetry.

To avoid bias current errors, Rb and Rbβ should be at the same temperature as

the PNPs. These resistors are therefore placed in a ring around the PNPs, which

means that they are somewhat further away from the heater. Being implemented

in poly, however, they are actually closer to the Metal-2 heater than the PNPs.
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These two effects partially cancel each other and help to reduce the temperature

difference between the PNPs and the resistors. Simulations indicate that the

average temperature difference is about 7 ◦C. Since the temperature coefficient

of poly resistors is quite low (∼ 65 ppm/◦C), this results in a 0.045% error in

the value of resistance, which corresponds to a negligible error of ∼ 4.5 m◦C in

T2T .

� Unheated circuit elements: In normal operation, the die is at a uniform temper-

ature. During HA-VCAL, however, the die is locally heated, which means that

the circuitry directly under the heater is significantly hotter than the rest of the

TDC’s circuitry, i.e. its front-end and ADC. To prevent calibration errors, the

performance of this circuitry must be the same during both modes of operation.

Temperature-dependent errors in the front-end, such as opamp offset and cur-

rent ratio mismatch are mitigated by the use of chopping and DEM (Chapter 4).

Similarly, ADC errors, such as offset and gain error are mitigated through the

use of CDS, system-level chopping, and DEM (Chapter 4). These techniques

make both the front-end and the ADC insensitive to temperature gradients. As

a result, their performance remains the same during both local and uniform

heating.

� Switch leakage: The leakage current of the ADC’s sampling switches is not

mitigated by circuit techniques and increases exponentially with temperature.

Compared to normal operation, the temperature gradients created by local heat-

ing will result in different leakage current levels, which, as described in Sec.

4.5.2, will change the bias currents of the critical PNPs and cause additional

calibration error.

One way to prevent such errors is to also place the sampling switches under the

heater. However, this would increase the required area of the uniformly-heated

zone under the heater, and thus require a significantly larger heater. A better

solution is to use an ADC architecture that minimizes switch leakage.

5.2 Heater-assisted bandgap trimming (HA-BT)

As discussed in Sec. 4.6.4, achieving ±10 mK inaccuracy with VCAL requires a

±0.03%-accurate 0.65 V reference voltage. However, such a reference is not readily

available in typical test environments.
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Heater-assisted bandgap trimming (HA-BT) is a method that trims IS-related

errors without the need to explicitly calibrate VBE , and thus does not require an

accurate external reference. In HA-BT, VBE and ∆VBE are combined to create a

bandgap voltage, VBG, which is then made flat, i.e., the same at two different die

temperatures, by trimming VBE . To minimize the trimming time, RT is chosen as

the first temperature, and an on-chip heater is used to rapidly (in less than 0.5 s)

generate the second elevated temperature.

In previous work [5.2], [5.3], different ways of using an on-chip heater to perform

two-temperature trimming on a bandgap voltage reference have been suggested. They

both involve the repeated heating and cooling of the bandgap circuitry and then

trimming a number of resistors until a flat bandgap voltage is obtained. In contrast,

HA-BT is much faster, because it only involves one heating step, and furthermore,

the actual trimming is done in the digital domain.

5.2.1 Operating principle

Bandgap trimming (BT) exploits the fact that if VBE is properly trimmed, a temper-

ature flat bandgap voltage VBG (= VBE + αBG ·∆VBE) can be realized, where αBG

is a constant. Taking the curvature of VBE into account, this means that VBG(T1)

(= V1BG) will be equal to VBG(T2) (= V2BG), where T1 and T2 are properly chosen

around the peak value of VBG as shown in the black curve in Fig. 5.5. As shown in

this figure, VBE spread causes VBG to spread, such that V1BG 6= V2BG. This can be

corrected by trimming VBE , resulting in the temperature-flat situation V1BG = V2BG.

To implement HA-BT, V1BG and V2BG are digitized by the ADC with respect to
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VBG,trim/VX as a result of sweeping XOS and (b) corresponding temperature error
after trimming.

an external reference voltage VX . The trimming criterion then becomes V1BG/VX =

V2BG/VX , which holds for any arbitrary but stable VX .

As in HA-VCAL, HA-BT uses two pairs of data: (X1V , X1T ) at T1, and (X2V ,

X2T ) at T2. The corresponding bandgap voltages can then be expressed as:

V1BG

VX
=
VBE(T1) + αBG ·∆VBE(T1)

VX
=
X1T + αBG

X1V
, (5.6)

V2BG

VX
=
VBE(T2) + αBG ·∆VBE(T2)

VX
=
X2T + αBG

X2V
. (5.7)

IS-related errors in VBE can be trimmed by adding a digital offset XOS to XT . The

correct value of XOS can thus be found by replacing (5.6) and (5.7) in the trimming

criterion as in:
X1T + αBG +XOS

X1V
=
X2T + αBG +XOS

X2V
. (5.8)

Solving 5.3 for XOS result in the following expression:

XOS =
X2T ·X1V −X1T ·X2V

X2V −X1V
− αBG . (5.9)

The XOS found from (5.9) can then be used to trim the TDC in the same way as

shown in (4.7) and (4.9).

Fig. 5.6 illustrates the process of BT using the measured output of a TDC. After

choosing T1 = 25◦C, and T2 = 110◦C, a one-off batch calibration is conducted to

determine αBG (∼ 14.41) such that the trimming criterion is satisfied for the nominal
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value of VBE . It is important to note that αBG 6= α, because while αBG establishes a

flat bandgap voltage, α makes it slightly PTAT to reduce the non-linearity of µT . Fig.

5.6 (a) shows how the digitized bandgap voltage VBG/VX = (XT +XOS + αBG)/XV

varies over temperature (−55 ◦C to 125 ◦C) as it is trimmed with different values of

XOS . The corresponding error in Dout,trim is shown in Fig. 5.6 (b). It can be seen

that the error is minimized, apart from some residual nonlinearity, when the trimming

criterion is met. Although Fig. 5.6 uses XT and XV over the full temperature range

for illustration purposes, only their values at T1, and T2 are required to perform

HA-BT.

5.2.2 Sources of error

BT is less accurate than TCAL and VCAL since it amplifies the spread of ∆VBE ,

which causes an additional error. In addition, HA-BT, like HA-VCAL, has to deal

with errors associated with local heating. Furthermore, with HA-BT, spread in T2,

e.g. due to the spread of heater resistance will cause additional errors.

� Spread of ∆VBE: The spread of ∆VBE causes errors in X1V = VX/∆VBE(T1)

and X2V = VX/∆VBE(T2), which then causes XOS to deviate from the ideal

value found from (5.9). Assuming a spread of ∆X1V and ∆X2V , respectively

for X1V and X2V , the resulting XOS can be expressed as:

∆XOS =
∂XOS

∂X1V
·∆X1V +

∂XOS

∂X2V
·∆X2V

=
X2V · (X2T −X1T )

(X2V −X1V )2
·∆X1V +

X1V · (X1T −X2T )

(X2V −X1V )2
·∆X2V . (5.10)

Taking into account the spread of X1V , σX1V
, and the spread of X2V , σX2V

,

and assuming that they are uncorrelated errors, the spread of XOS , σXOS , can

be obtained from:

σ2
XOS =

(
X2V · (X2T −X1T )

(X2V −X1V )2

)2

· σ2
X1V

+

(
X1V · (X1T −X2T )

(X2V −X1V )2

)2

· σ2
X2V

.

(5.11)

The spread of Dout,trim, σDout , can then be obtained from:

σ2
Dout(T ) =

(
A · α

(α+XT (T ))2

)2

· σ2
XOS . (5.12)
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Fig. 5.7 shows the measured results of XV , which can be used to obtain σX1V
,

and σX2V
. Assuming the same T1 and T2 used in Sec. 5.1.3, and using the

nominal values of X1T (= 15.23), X2T (= 8.75), and assuming VX = 0.3 V to

calculate X2V (= 5.65) and X1V (= 7.22), result in worst case ±3σ errors of

±0.81◦C at +180◦C. It is worth noting that according to (5.12), the error is

higher at higher temperatures because XT decreases with temperature [5.4].

� Spread of heater resistance: Apart from the spread of ∆VBE , the spread of

the heater resistance also causes error in HA-BT. Due to the curvature of VBE ,

VBG is not perfectly flat over temperature. As a result, variations in the nominal

values of T1 and T2 will cause trimming errors. In particular, T2 is a function of

the power dissipated by the on-chip heater, Pheat, and the thermal resistance of
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the package, both of which will spread. The heater’s resistance spreads by 10%

within a batch (see Fig. 5.8), causing errors of a few degrees in T2. At T1, and

T2, however, the slope of VBG is only 38.6 µV/◦C, which means that errors of

a few degrees in T1, and T2 will only cause small (< 1◦C) trimming errors.

5.3 Low-leakage readout circuit

Leakage currents in the ADC’s sampling network cause errors during heater-assisted

calibrations (see Sec. 5.1.3). Reducing these currents should increase both the sensor’s

accuracy and operating range. A low-leakage TDC was specifically developed to

investigate heater-assisted techniques.

5.3.1 Switch leakage

The leakage in the ADC’s sampling network (see Fig. 4.15), IL1 and IL2, is mainly

caused by the leakage currents flowing through the reverse-biased junctions at the

source and drain of the switches, and through the off-resistance Roff of the other

switches connected to CS . While the former is directly proportional to the total

number of switches connected to the PNPs, the latter is a function of Ron/(N ·Roff ),

where N is the number of “off” switches involved.

The zoom ADC used in the TDC described in Chapter 4, has a sampling network

consisting of a 64-element capacitor array, and a total of 192 sampling switches. These

switches all leak at high temperatures, resulting in a systematic error after HA-VCAL.

In other words, the TDC gives slightly different outputs depending on whether the die

is heated uniformly to a certain temperature, or whether only the BJTs are heated

locally to the same temperature.

In normal operation, leakage currents will also cause errors at high temperatures.

To mitigate such errors, BJT-based sensors have either used relatively large bias

currents [5.5], or have been realized in low-leakage SOI processes [5.6], [5.7], or have

employed leakage compensation schemes [5.8], [5.9].

To suppress the effect of leakage current, a second TDC was designed. It requires

only two sampling capacitors and thus much fewer sampling switches. As shown

in Fig. 5.9, only 10 switches are required to sample VBE1, VBE2 and gnd, as well

as to differentially sample Vext via Vextn and Vextp. Compared to the 192 switches

used in the zoom-ADC, this is a substantial reduction. To further reduce the effect

of IL2, switch off-resistance is enhanced by using a T-shaped switch configuration
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Figure 5.9: Low-leakage readout circuit based on a 2nd-order Σ∆ modulator.

adapted from [5.10]. This consists of two NMOSFETs in series with a PMOSFET

that biases the central node to Vdd/2, when the switch is off (see Fig. 5.9). As a

result, one of the two NMOSFETs is always in the deep cut-off region. Compared

to TDC1, the low-leakage ADC used in TDC2 enables more accurate HA-VCAL at

higher temperatures.

5.3.2 Charge-balancing scheme in the low-leakage ADC

Using two sampling capacitors in the low-leakage ADC requires a different charge-

balancing scheme than in the zoom-ADC. Similar to [5.11], the ADC digitizes the

ratio YT = 3 · ∆VBE/VBE2, which varies from ∼ 0.15 to ∼ 0.72 as Tdie varies from

−40 ◦C to +180 ◦C. A factor of 3 was chosen to maximize the ADC’s dynamic range

in this temperature range.

In each cycle of the modulator, the 1st-stage integrates a charge proportional to

3 ·∆VBE , when bs = 0, or a charge proportional to 3 ·∆VBE − VBE2, when bs = 1.

This results in the desired decimated value: YT = 3 ·∆VBE/VBE2. As shown in Fig.

5.10, this charge-balancing scheme is equivalent to setting the ADC’s input to 3 ·VBE2

and then balancing it with respect to two temperature-dependent references 3 · VBE1

and 3 · VBE1 + VBE2.

During VCAL, VBE2 is replaced by Vext. The ADC then outputs YV = 3 ·
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∆VBE/Vext, which varies from ∼ 0.15 to ∼ 0.33 (for Vext ∼ 0.65 V) over the op-

erating temperature range. The factor of 3 is maintained for simplicity in the control

logic, even though it does not optimize the ADC’s dynamic range in this mode.

Compared to the zoom-ADC, the low-leakage ADC requires much simpler control

logic, as the Σ∆ conversion is not preceded by a SAR conversion. Also, since the

same capacitors CS1 sample VBE and ∆VBE , there is no need for DEM, and its

corresponding logic. However, the maximum loop-filter input is now 3 ·∆VBE−VBE2,

which is much larger than the input of 2 ·∆VBE in the zoom-ADC. In order to handle

this extra swing with the same current-reuse OTA structure, the first integrator’s

capacitor was simply increased to 710 fF , i.e. by about 4×.

5.3.3 Sampling scheme in the low-leakage ADC

In order to implement the gain factor (3) required for the charge-balancing scheme,

the low-leakage ADC samples either VBE , ∆VBE , or Vext multiple times. As shown

in Fig. 5.11, the first integrator uses four non-overlapping clock phases Φ1, and Φ2

to sample and transfer the required charge to the integration capacitor CI1. During

the fourth phase, the output voltage of the first stage is sampled by the second

stage integrator during Φ1”, and then accumulated during Φ2” to realize a one-cycle
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integration delay. The output voltages of the two stages are then summed up by an

SC-adder and evaluated by the comparator triggered by Φeval to generate the output

bitstream bs. The sampling capacitor CS1 is 125 fF , and each sampling phase takes

1.25 µs, resulting in a 5 µs modulator cycle.

The differential input voltage VΣ∆ of the modulator is shown in Fig. 5.11, for the

case when bs = 1. The input switches then realize the charge-balancing scheme by

applying the following sequence of voltages to VΣ∆: +∆VBE , −∆VBE , +∆VBE , and

+VBE2. This sequence, however, has a CM component equal to (VBE2 −∆VBE)/2,

which will also be integrated. Although this component will initially be suppressed

by the integrator’s CMFB circuit, it is cumulative and may eventually cause the first

OTA to clip.

To prevent this, as in [5.12], the CM component is inverted each time the bs = 1

state occurs. This involves toggling between the VΣ∆ sequence described above and

the following sequence: +∆VBE , −∆VBE , −VBE2, and +∆VBE . This results in the

same differential voltage, but an inverted CM component, thus driving the integrated

CM shift back to zero. Similarly, when bs = 0, the VΣ∆ sequence is toggled between:

+∆VBE , −∆VBE , +∆VBE , 0; and +∆VBE , −∆VBE , 0, −∆VBE , respectively.

To suppress the residual offset of the first integrator, as well as the mismatch

of the two sampling capacitors, the ADC employs system-level chopping. This is

implemented by chopping VΣ∆ and digitally inverting the bs polarity. The ADC’s

final output is then the average of two sub-conversions, each made with different

polarity of the system-level chopping signal.

In the low-leakage ADC, the time allocated for VBE sampling is the same as that

allocated to ∆VBE sampling. Since ∆VBE is significantly smaller than VBE (about
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Batch Packaging Samples Temp. range Calibration/Trimming

TDC1

Batch-1
Ceramic (DIL-20) 20 −55◦C +125◦C HA-VCAL
Plastic (SO-20) 20

Batch-2
Ceramic (DIL-20) 20 −55◦C +125◦C HA-VCAL
Plastic (SO-20) 20

TDC2 Batch-3 Ceramic (DIL-28) 20 −55◦C +180◦C HA-VCAL, HA-BT

Table 5.1: Overview of the fabricated TDCs.

16× smaller at 25 ◦C), this is much longer than is strictly necessary. This, in turn,

results in a loss of energy efficiency. As suggested in [5.13], a better approach would

be to use different settling times for VBE and ∆VBE , at the expense of a more complex

clock generator.

5.4 Experimental results

Two TDCs with on-chip heaters are realized in the 0.16-µm standard CMOS tech-

nology. These TDCs use the same frontend and on-chip heater, but different readout

circuits. TDC1 uses the zoom-ADC described in Chapter 4, while TDC2 uses the

low-leakage ADC described in 5.3. The accuracy of these TDCs are then evaluated

using heater-assisted calibration and trimming.

To evaluate the effect of packaging, TDC1 is packaged in both ceramic and plas-

tic. It is also fabricated in two different production batches to observe the effect of

packaging variations. HA-VCAL is then used to correct for the shifts observed in

the plastic packaging. TDC2 is realized in one production batch and only packaged

in ceramic. Compared to TDC1, it achieves a more robust heater-assisted calibra-

tion and also operates over a wider temperature range, i.e., up to +180 ◦C, both of

which are mainly due to the reduced leakage currents of its readout circuit. TDC2 is

then used to evaluate HA-BT. Table 5.1 shows an overview of the realized TDCs and

the corresponding batches, package types, and the calibration and trimming methods

used.

TDC1 uses the same zoom-ADC readout circuit described in Chapter 4, however,

its layout is altered to accommodate the on-chip heater. Fig. 5.12 (a) shows the

chip-micrograph of TDC1, which occupies a total area of 0.17 mm2, with the on-chip

heater taking 0.017 mm2 of this (i.e., 10%). The low-leakage ADC in TDC2 is smaller

than the zoom-ADC and occupies 0.05 mm2. Fig. 5.12 (b) shows the micrograph of

TDC2, which occupies 0.15 mm2, while accommodating the same on-chip heater.
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Figure 5.12: Chip micrograph of: (a) TDC1 and (b) TDC2.
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Figure 5.13: Inaccuracy of TDC2 based on 24 samples from one batch: (a) untrimmed
and (b) temperature calibrated and trimmed.

When supplied from a nominal 1.8 V, TDC2 draws 5.41 µA; the bias currents make

up 38%, the bias opamp consumes 19%, and the 1st-stage, the 2nd-stage integrators,
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Item TDC2 [5.14] TDC1 [5.15] [5.5] [5.16] [5.6] [5.17]

Sensor type BJT BJT BJT BJT TD a Resistor

Technology CMOS CMOS CMOS CMOS SOI BiCMOS SOI CMOS
(µm) (0.16) (0.16) (0.16) (1) (0.5) (0.18)

T. range (◦C) −40 to 180 −55 to 125 −55 to 200 25 to 225 −70 to 200 −40 to 180

Inaccuracy (◦C) ±0.2 (3σ) ±0.1 (3σ) ±0.4 (3σ) ±1.6 b ±0.4 (3σ) ±0.11 (3σ)

Relative IA (%) 0.18 0.11 0.31 1.6 0.30 0.10

Calib. (points) Temp (1) Temp (1) Temp (1) Temp (1) Temp (1) Temp (2)

Power (µW ) 9.75 6.9 35 90 2600 52

Area (mm2) 0.15 0.17 0.1 0.41 1 0.12

Res. (mK) 23 7.5 20 200 c 75 0.46

Conv. time (ms) 20 20 4.2 100 1430 10

FoM (pJK2) d 103 7.8 59 40×103 21×106 0.11

Samples 24 20 16 7 12 20
aThermal diffusivity. bWorst case. cBased on the reported 10-bit counter.
d(Energy per conversion)×(resolution2).

Table 5.2: Performance summary of the two TDCs and comparison with other high-
temperature CMOS TDCs.

and the comparator consume 21%, 14%, and 8%, respectively. For flexibility, the

calibration logic, and decimation filter are realized off-chip. TDC2 achieves an rms

resolution of 23 mK, in a 20 ms conversion time. This corresponds to a resolution

FoM of 103 pJK2.

To evaluate the accuracy of TDC2, 24 samples from one batch are packaged in

ceramic (DIL-28) and then characterized from −40 ◦C to +180 ◦C in a climate cham-

ber. As shown in Fig. 5.13 (a), after the batch calibration and without trimming,

the TDC obtains ±0.6 ◦C (3σ) inaccuracy. Fig. 5.13 (b) shows the error after TCAL

and a RT trim, obtaining ±0.2 ◦C (3σ).

Table 5.2 summarizes the main characteristics of TDC1 and TDC2, and com-

pares them with those of a previous zoom-ADC based TDC [5.5], and other high-

temperature CMOS TDCs. Although TDC2 is not as energy-efficient as [5.5], its

relative inaccuracy is about 2× better. With the exception of TDC1, it also con-

sumes significantly less power than other designs.

5.4.1 Errors due to plastic packaging stress

Besides the spread of device parameters, stress-induced errors caused by packaging

sets a lower bound on the accuracy of a TDC [5.18]. In Chapter 4, single-point cali-

bration and trimming is used to suppress the process-related errors in VBE . However,

the TDC samples used ceramic packaging, which adds a minimum amount of stress to
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the TDC dies. Compared to ceramic packaging, plastic packaging cause significantly

more die stress which, in turn, causes shifts in VBE after packaging [5.19], [5.20]. To

show this, samples of TDC1 are packaged in both ceramic (DIL-20) and plastic (SO-

20) and are then evaluated. 20 samples of the TDC1 in each package used the same

“ceramic” average calibration parameters (i.e., A, B, and α). The individual samples

are then calibrated at RT and trimmed. Fig. 5.14 (a) illustrates these results and

shows that shifts caused by the plastic packaging led to an error of ∼ 0.6 ◦C after

trimming.

As shown in Fig. 5.14 (b), this shift can be reduced to ±0.25 ◦C (3σ) using

new “plastic” average parameters, obtained through a new batch calibration. This

involves a multi-temperature calibration of multiple packaged devices. Although a

decent accuracy can be obtained, the need to obtain package-specific average pa-

rameters followed by a TCAL of the packaged devices is logistically complex and

time-consuming, and so significantly increases manufacturing costs. Alternatively, a

stress-relieving die coating can be used [5.21], but this would also increase costs.

When the type of plastic packaging and the location of the TDC die in the package

are known, the effect of its stress is expected to be reproducible. In this case, the

package-specific average parameters can be kept constant and so a one-time batch-

calibration is enough to correct for the packaging shift. This is illustrated in Fig.

5.15, which shows the results of TDC1 in plastic packaging over two different batches

(i.e., Batch-1, and Batch-2). Both batches use the same plastic average parameters

obtained from Batch-1. Fig. 5.15 (a) shows the untrimmed results, where the TDCs

in Batch-2 spreads by ∼ 2 ◦C compared to the ones from Batch-1. This process-

related spread can be corrected after post-package individual TCAL and subsequent

trimming as illustrated in Fig. 5.15 (b). As a result, the TDCs obtain an inaccuracy

of ±0.25 ◦C (3σ), which is the same as was obtained for Batch-1.

5.4.2 Wafer-level trimming and package-specific calibration

The need to calibrate packaged devices, even at a single point, still adds significantly

to the production cost of a TDC, since the time required for packaged devices to

reach thermal equilibrium is longer than that of a wafer. In addition, to perform

package-level calibration at the same rate as wafer-level calibration, more facilities

and infrastructure are required.

When the stress-induced shift of packaging is reproducible, as for the two batches

in Fig. 5.15, it is possible to carry out the single-point calibration at wafer level

and then apply the package-specific average parameters of the specific package type.



108 Chapter 5. Heater-assisted calibration of BJT-based TDCs

-55 -35 -15 5 25 45 65 85 105 125

Temperature (°C)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

T
em

p
. 
er

ro
r 

(°
C

)

Ceramic

Plastic

-55 -35 -15 5 25 45 65 85 105 125

Temperature (°C)

-0.4

-0.2

0

0.2

0.4

T
em

p
. 
er

ro
r 

(°
C

)

Ceramic

Plastic

(b)

(a)

Figure 5.14: Stress-induced shifts caused by plastic packaging on TDC1: (a) using
ceramic fitting parameters and (b) using package-specific fitting parameters.
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Figure 5.15: Reproducible effect of plastic packaging on TDC1 over two different
batches: (a) untrimmed and (b) temperature calibrated and trimmed.
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Demonstrating this requires the availability of some TDC samples for measurement

at the wafer level, and then again, the same samples after packaging. This was not an

available option. Instead, this is indirectly verified with the help of batch-trimming

(Sec. 4.6.5).

Fig. 5.16, illustrates the batch-trimmed results of ceramic packaged devices over

the two batches for TDC1. The parameter that corrects the batch-to-batch spread,

XOS , are extracted from these devices. Fig. 5.17 then shows the results of the plastic

packaged devices that use the same XOS , but with plastic average parameters. After

this, the TDCs obtain ±0.5 ◦C (3σ), which are corrected for both spread and stress

related errors. In practice, wafer-level trimming can be carried out for individual sam-

ples, which then suppresses the spread-related errors more than the batch trimming

used in Fig. 5.17.

5.4.3 On-chip temperature gradients

The on-chip heater creates an elevated local temperature, which is then used to cal-

ibrate or trim the TDC. To evaluate the actual temperature, the resistance of the

heater can be measured as a thermistor. The metal resistance used in the heater had

a significant temperature coefficient (0.3%/◦C), which makes it a decent temperature

sensor. As a result, its average temperature can be accurately determined by measur-

ing its resistance. On-chip Kelvin contacts are used to exclude the series resistances

introduced by the bonding wires, PCB traces, and the external switches that drive

the heater. As shown in Fig. 5.8, the heater’s resistance varies from about ∼ 18 Ω at

25 ◦C to about ∼ 23 Ω at 125 ◦C, with a ±10% sample-to-sample spread. Calibrating

the heater’s resistance of a sample leads to its average temperature while calibrating

∆VBE leads to the temperature of the PNPs and then allowed them to be compared

during transient heating.

Fig. 5.18 shows the measured results for the temperature of the PNPs and the

heater during transient heating when a 5.3 V pulse is applied to the heater. Both

the heater and the TDC are clocked by an FPGA, allowing their operation to be

accurately synchronized. Initially, the temperature of the heater rapidly rises from 25
◦C to 170 ◦C. The temperature of the PNPs also changes rapidly, but only reaches

a maximum of 90 ◦C, since they are separated from the heater by insulating layers

of oxide. The initial rapid rise in temperature is followed by a slow settling phase,

which is mainly due to the large thermal time constant of the package.

The temperature difference between the poly resistors and the PNPs is estimated

by assuming that the temperature difference (∼ 80 ◦C) between them is uniformly
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Figure 5.16: Batch trimming of TDC1 in ceramic packages.
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Figure 5.17: Batch trimming of TDC1 in plastic packaging: (a) untrimmed and (b)
batch-trimmed. The TDCs use (1) the trimming parameter, XOS , found from the
ceramic-packaged TDCs shown in Fig. 5.16 and (2) plastic fitting parameters.



5.4 Experimental results 111

0 1 2 3 4 5 6

Time (s)

20

40

60

80

100

120

140

160

180

200

T
em

p
er

at
u
re

 (
°C

)

TPNPs

~ 70°C

~ 9.3°C
Theater

T       (estimate)Poly

Figure 5.18: Measured temperature of the on-chip heater and the PNPs in transient
heating.

distributed over the oxide layers. Based on the layer thicknesses given in the tech-

nology datasheet, the estimated temperature difference between the poly resistor and

PNPs is 9.3 ◦C, which correlates reasonably well with the COMSOL simulations (Sec.

5.1.2).

5.4.4 Local heating versus uniform heating

In order to calibrate TDCs with the local heating caused by on-chip heater, the TDC

outputs with local heating must be correlated with its output during uniform heating.

To evaluate this, first, both temperature calibration and voltage calibration are per-

formed on a TDC while it was uniformly heated in a climate chamber. The resulting

outputs, TT and TV , respectively, are then used to obtain master curves. These curves

are then used to determine the temperature of the TDCs during HA-VCAL. Fig. 5.19

(b) shows that there is an excellent agreement between these two curves (mainly lim-

ited by noise of the TDC ) in TDC2. In contrast, in TDC1, a systematic error of

about 1.4 ◦C was observed as shown in Fig. 5.19 (a). This originates from the large

leakage currents in the zoom-ADC. These experiments demonstrate the effectiveness

of the low-leakage ADC architecture in mitigating front-end leakage currents.

5.4.5 Conventional VCAL versus HA-VCAL

VCAL, and HA-VCAL are evaluated using 24 samples of TDC2. While the accuracy

of TV at T1 ∼ 25 ◦C was crucial for VCAL, its accuracy at both T1 ∼ 25 ◦C and T2
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Figure 5.19: Voltage calibrated TV and temperature calibrated TT outputs of TDCs
during transient heating in: (a) TDC1 and (b) TDC2.

∼ 110 ◦C are important for HA-VCAL. Fig. 5.20 (a) shows the measured TV from

10 ◦C to 130 ◦C. After VCAL at 25 ◦C, TDC2 achieved a ±0.3 ◦C (3σ) inaccuracy

from −40 ◦C to +180 ◦C as shown in Fig. 5.20 (b). This improved to ±0.25 ◦C using

HA-VCAL at T1 ∼ 25 ◦C and T2 ∼ 110 ◦C, as shown in Fig. 5.21 (a). A further

increase in T2, which would be expected to result in higher accuracy, was limited by

the heater’s maximum current-handling capability.

To further verify the robustness of HA-VCAL, two-point VCAL was performed

by uniformly heating the same TDC samples in a climate chamber. Fig. 5.21 (b)

shows these results, where the T1 and T2 chosen are the same as in Fig. 5.21 (a).

The two-point VCAL obtains an inaccuracy of ±0.2 ◦C (3σ), which is slightly better

than the inaccuracy obtained by HA-VCAL. However, this requires significantly more

calibration time: tens of minutes versus 0.5 s for HA-VACL.
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Figure 5.20: Conventional voltage calibration of TDC2: (a) Inaccuracy of TV obtained
from the ∆VBE measurment and (b) temperature error after voltage calibration at
room temperature.
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Figure 5.21: Inaccuracy of TDC2 after using heater-assisted voltage calibration: (a)
using the on-chip heater and (b) using a climate chamber.
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5.4.6 Post-packaging HA-VCAL

HA-VCAL can also be used to correct for the stress-induced shifts due to packaging.

This was evaluated using TDC1 samples that are packaged in both ceramic and plastic.

The packaging shifts depended on the location of the sensing PNPs on the die, as well

as on the packaging type and size. For a given package, this could be mitigated with

the help of package-specific calibration parameters obtained through batch calibration

(Sec. 5.5.3). HA-VCAL, however, provide a low-cost alternative, since it can be

applied to any packaging and does not require a temperature-controlled environment.

Measurements on TDC1 in both ceramic and plastic show that ∆VBE and therefore

TV are reproducible in spite of packaging stress. Fig. 5.22 (a) shows these results,

where TDCs in both packages use the same set of average parameters (C, and D)

extracted from the ceramic packaged devices to map XV to TV .

The TDCs in plastic packaging show a shift of ∼ 0.6 ◦C when they are calibrated

at RT and then trimmed (Fig. 5.14 (a)). With the same samples, the results of

two-point HA-VCAL at ∼ 25 ◦C and ∼ 85 ◦C are shown in Fig. 5.23 (a). After the

calibration and then trimming, the TDC obtains a ±0.3 ◦C (3σ) inaccuracy. This

is comparable to the results of two-point voltage calibration at 25 ◦C and 85 ◦C

in a temperature-stabilized climate chamber as shown in Fig. 5.23 (b). It is also

comparable to the results of package-specific calibration followed by a RT voltage

calibration of the individual samples, as shown in Fig. 5.22 (b). Compared to VCAL

alone, HA-VCAL eliminates the need for batch calibration of packaged TDCs.

5.4.7 Heater-assisted bandgap trimming (HA-BT)

The bandgap trimming method was evaluated using 24 samples of TDC2. After

determining A, B, and α through batch calibration, the TDC achieve a ±0.6 ◦C (3σ)

inaccuracy without trimming, as shown in Fig. 5.24 (a), in blue. This relatively small

error is because within the same batch, the spread of IS is quite limited. Simulations

indicate that the worst-case variation may be as large as ±8 ◦C (Fig. 4.5).

However, TDC2 was only available in one production batch. To emulate a large

change in IS , the bias current used to generate VBE2 was deliberately changed. With

reference to Fig. 5.1, this involves using VBE1 (biased at Ib), instead of VBE2 (biased

at 5 · Ib) to compute XT , which is equivalent to a 5× increase in IS . This drastic

change causes a significant error in the TDC’s output as shown in Fig. 5.24 (a), in

red. As shown in Fig. 5.24 (b), however, this can be reduced to ±0.2 ◦C (3σ) after

TCAL and then RT trimming. These results show good agreement with the results
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Figure 5.22: VCAL of TDC1 in ceramic and plastic packaging. (a) The TV error is
based on the ∆VBE measurements using ceramic fitting parameters. (b) The temper-
ature error after VCAL at RT using packaging-specific fitting parameters.
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Figure 5.23: Use of two-point heater-assisted voltage calibration to correct packaging
shift: (a) using the on-chip heater and (b) using a climate chamber.
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Figure 5.24: Inaccuracy of TDC2 with a deliberate shift in IS to emulate batch-to-
batch variation: (a) untrimmed, (b) temperature calibrated at room temperature and
(c) voltage calibrated at room temeprature.

of the different batches shown in Fig. 4.20 and Fig. 4.21.

VCAL (at ∼ 25 ◦C) was also carried out in the two cases (VBE = VBE2 and

VBE = VBE1). As shown in Fig. 5.24 (c), the TDC’s inaccuracy is restored to ±0.3
◦C (3σ) after trimming. A small error in VX results in a large error in the sensor’s

trimmed output. This is shown in Fig. 5.26 (a), where the measured temperature

error of one sample after VCAL at (∼ 25 ◦C) is shown for different values of VX . A

±1% error in VX causes a ±7 ◦C temperature error. This corresponds to ±7 ◦C/%

to VX , which is measured to be at a similar level for HA-VCAL.

HA-BT was carried out for the same two cases, the results of which are shown in

Fig. 5.25 (a). T1 is at ∼ 25 ◦C and T2 ∼ 110 ◦C, which is accomplished by driving the
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Figure 5.25: Heater-assisted bandgap trimming of TDC2 using: (a) the on-chip heater
and (b) a climate chamber.

on-chip heater with a 6.5 V external voltage. In both cases, the sensor’s inaccuracy

is restored to less than ±1.3 ◦C (3σ) after HA-BT. To investigate the effect of heater

spread, BT is also done in a climate chamber, which ensures that T2 is well-defined.

As shown in Fig. 5.25 (b), the resulting inaccuracy is ±0.8 ◦C (3σ), which is better

than that obtained with HA-BT. However, this is obtained at the expense of more

trimming time than the 0.5 s required for HA-BT. Since the same VX is used for both

BT and HA-BT, the extra ±0.5 ◦C (3σ) error is associated with the spread of the

heater’s resistance and T2.

The main advantage of HA-BT is its lower sensitivity to external values (VX and

Pheat) compared to other calibration and trimming methods, which greatly relaxes its

requirements. Fig. 5.26 (b) shows the measured sensitivity of HA-BT to VX . A ±5%

error is added to the value of VX , which then results in a temperature error of less

than ±0.5 ◦C. This corresponds to a sensitivity of 0.1 ◦C/%, which is 70× lower than

that of VCAL. Fig. 5.26 (c) illustrates the measured sensitivity of HA-BT to Pheat.

In this figure, Pheat is varied by ±5% by changing the driving voltage of the heater.

This, in turn, causes temperature errors of less than 0.75 ◦C, corresponding to a

sensitivity of 0.075 ◦C/%. The sensitivity to Pheat is, thus, lower than the sensitivity

to VX .
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Figure 5.26: Measured sensitivity to external values: (a) Sensitivity of voltage cali-
bration to VX . Sensitivity of heater-assisted bandgap trimming to: (b) VX and (c)
Pheat.

5.5 Conclusion

The effect of mechanical stress caused by plastic packaging on BJT-based TDCs has

been studied in this chapter. Compared to ceramic packaging, plastic packaging

causes temperature errors of ∼ ±0.6 ◦C over the military range. These errors can

be reduced to ∼ ±0.25 ◦C by using package-specific average parameters obtained

by batch calibration of the packaged devices, when the package size, and type, and

the location of the TDC in the package remain the same. Heater-assisted voltage

calibration (HA-VCAL) has been introduced as a low-cost alternative, which can be

applied to any package. It provides a low-cost two-point calibration by using an on-
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chip heater that elevates die temperature from ∼ 25 ◦C to ∼ 110 ◦C within 0.5 s with

the help of a ±0.03%-accurate external voltage reference. This method can reduce

the stress-induced errors of plastic packaging to ∼ ±0.3 ◦C.

To carry out a robust HA-VCAL, the TDC’s circuitry should be insensitive to

the local-heating created by the heater. This means that the temperature-dependent

errors associated with the TDC’s readout circuitry must be suppressed. While many

circuit-related errors can be reduced by dynamic techniques, this is not the case for

leakage-induced errors. To address this, a TDC with a low-leakage ADC has been

introduced, which reduces the number of critical sampling switches from 192 in a TDC

based on the zoom-ADC to 10. This low-leakage TDC resulted in a robust operation

of the HA-VCAL and operates up to +180 ◦C with nearly 2× better inaccuracy.

Finally, a new bandgap trimming method is introduced, which unlike the previ-

ous calibration method does not require accurate external references for correcting

the process-induced spread of VBE . It trims VBE until a flat bandgap voltage is

achieved, i.e., one that is the same at room temperature and at an elevated temper-

ature. An on-chip heater is then used to realize a heater-assisted bandgap trimming

scheme. Although the resulting inaccuracy (±1.3 ◦C) is greater than that obtained

with conventional temperature calibration (±0.2 ◦C) or voltage calibration (±0.3 ◦C),

its relaxed requirement on the external reference makes it suitable for noisy test en-

vironments. Compared to voltage calibration, it is 70× less sensitive to the absolute

value of the external reference.



120 Bibliography

Bibliography

[5.1] Y. Satoh, H. Kobayashi, T. Miyaba, and S. Kousai, “A 2.9mW, +/- 85ppm
accuracy reference clock generator based on RC oscillator with on-chip temper-
ature calibration,” in 2014 Symposium on VLSI Circuits Digest of Technical
Papers, June 2014, pp. 1–2.

[5.2] G. Ceremonesi and S. Rossi, “Electrical system, voltage reference generation
circuit, and calibration method of the circuit,” Patent, Oct. 25, 2011, uS Patent
8044 677 B2.

[5.3] Kee-Chee Tiew, J. Cusey, and R. Geiger, “Inflection point correction for voltage
references,” in Proceedings of the 2003 International Symposium on Circuits
and Systems, 2003. ISCAS ’03., vol. 1, May 2003, pp. 649–652.

[5.4] K. Souri, Y. Chae, and K. A. A. Makinwa, “A CMOS temperature sensor with
a voltage-calibrated inaccuracy of ±0.15◦C (3σ) from −55◦C to 125◦C,” IEEE
Journal of Solid-State Circuits, vol. 48, no. 1, pp. 292–301, Jan 2013.

[5.5] K. Souri, K. Souri, and K. Makinwa, “A 40µW CMOS temperature sensor with
an inaccuracy of ±0.4◦C (3σ) from −55◦C to 200◦C,” in 2013 Proceedings of
the ESSCIRC (ESSCIRC), Sep. 2013, pp. 221–224.

[5.6] C. van Vroonhoven, D. D’Aquino, and K. Makinwa, “A ±0.4◦C (3σ) −70◦C
to 200◦C time-domain temperature sensor based on heat diffusion in Si and
SiO2,” in 2012 IEEE International Solid-State Circuits Conference, Feb. 2012,
pp. 204–206.

[5.7] B. Rue and D. Flandre, “A SOI CMOS smart high-temperature sensor,” in
2007 IEEE International SOI Conference, Oct. 2007, pp. 111–112.

[5.8] K. Mizuno, N. Ohta, F. Kitagawa, and H. Nagase, “Analog CMOS integrated
circuits for high-temperature operation with leakage current compensation,” in
1998 Fourth International High Temperature Electronics Conference. HITEC
(Cat. No.98EX145), June 1998, pp. 41–44.

[5.9] J. Nilsson, J. Borg, and J. Johansson, “Leakage current compensation for a
450 nW, high-temperature, bandgap temperature sensor,” in 2015 22nd Inter-
national Conference Mixed Design of Integrated Circuits Systems (MIXDES),
June 2015, pp. 343–347.

[5.10] K. Ishida, K. Kanda, A. Tamtrakarn, H. Kawaguchi, and T. Sakurai, “Man-
aging subthreshold leakage in charge-based analog circuits with low-VTH tran-
sistors by analog T-switch (AT-switch) and super cut-off CMOS (SCCMOS),”
IEEE Journal of Solid-State Circuits, vol. 41, no. 4, pp. 859–867, April 2006.

[5.11] Z. Tang, Y. Fang, X. Yu, Z. Shi, and N. Tan, “A CMOS temperature sensor
with versatile readout scheme and high accuracy for multi-sensor systems,”
IEEE Transactions on Circuits and Systems I: Regular Papers, vol. 65, no. 11,
pp. 3821–3829, Nov. 2018.



Bibliography 121

[5.12] F. Sebastiano, L. J. Breems, K. A. A. Makinwa, S. Drago, D. M. W. Leenaerts,
and B. Nauta, “A 1.2-V 10-µW NPN-based temperature sensor in 65-nm CMOS
with an inaccuracy of 0.2◦C (3σ) from −70◦C to 125◦C,” IEEE Journal of
Solid-State Circuits, vol. 45, no. 12, pp. 2591–2601, Dec. 2010.

[5.13] S. Zaliasl, J. C. Salvia, G. C. Hill, L. Chen, K. Joo, R. Palwai, N. Arumugam,
M. Phadke, S. Mukherjee, H. Lee, C. Grosjean, P. M. Hagelin, S. Pamarti,
T. S. Fiez, K. A. A. Makinwa, A. Partridge, and V. Menon, “A 3 ppm 1.5 ×
0.8 mm2 1.0 µA 32.768 kHz MEMS-based oscillator,” IEEE Journal of Solid-
State Circuits, vol. 50, no. 1, pp. 291–302, Jan. 2015.

[5.14] B. Yousefzadeh and K. A. A. Makinwa, “A BJT-based temperature-to-digital
converter with a ±0.25◦C 3σ-inaccuracy from −40◦C to +180◦C using heater-
assisted voltage calibration,” IEEE Journal of Solid-State Circuits, vol. 55,
no. 2, pp. 369–377, Feb 2020.

[5.15] B. Yousefzadeh and K. A. A. Makinwa, “A BJT-based temperature sensor
with a packaging-robust inaccuracy of ±0.3◦C (3σ) from −55◦C to 125◦C after
heater-assisted voltage calibration,” in IEEE International Solid-State Circuits
Conference (ISSCC), Feb. 2017.

[5.16] J. Pathrose, C. Liu, K. T. C. Chai, and Y. Ping Xu, “A time-domain band-gap
temperature sensor in SOI CMOS for high-temperature applications,” IEEE
Transactions on Circuits and Systems II: Express Briefs, vol. 62, no. 5, pp.
436–440, May 2015.
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Chapter 6

A Multi-function sensor with temperature,

voltage, and capacitance sensing modes 1

Calibration and trimming costs make up a significant part of the total production

cost of a temperature-to-digital converter (TDC). While chapters 4 and 5 focused on

ways of reducing these costs, the focus of this chapter is on adding more functionality

to a TDC, thus making more cost-effective use of its area.

The area of BJT-based TDCs varies widely, ranging from 0.2 mm2 for high ac-

curacy sensors, such as the one described in chapter 4, to less than 0.005 mm2 for

low accuracy sensors intended for thermal management [6.1]–[6.3]. In this chapter,

rather than compromising accuracy by reducing area, voltage, and capacitive sensing

functionality are added to an existing TDC. This is an effective approach for reducing

area-related costs, for instance, in IoT sensor nodes [6.4], which are often required to

sense multiple parameters sequentially.

6.1 Overview of the multi-function sensor

Fig. 6.1 shows a simplified block diagram of the proposed multi-function sensor. Its

main building blocks are (1) a zoom-ADC that is reused for all three sensing modes,

(2) a sensing front-end that generates VBE and ∆VBE for the voltage and temperature

sensing modes and (3) some multiplexers (S1:S4) that are configured according to the

mode of operation.

1B. Yousefzadeh, W. Wu, B. Butter, K. A. A. Makinwa, and M. Pertijs “A compact sensor
readout circuit with combined temperature, capacitance and voltage sensing functionality,” in 2017
Symposium on VLSI Circuits, pp. C78-C79, June 2016.
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Figure 6.1: Simplified block diagram of the multi-function sensor. It uses a zoom-ADC
to convert XT in temperature sensing, XV in voltage sensing and XC in capacitance
sensing modes.

In temperature sensing mode, the zoom-ADC digitizes XT = VBE/∆VBE using

voltages derived from a BJT-based front-end. As discussed in Chapter 4, XT can

then be mapped to absolute temperature. In voltage sensing mode, the readout

circuit digitizes XV = Vin/∆VBE , in which Vin is an input voltage and ∆VBE is

a reference voltage. Since ∆VBE is a linear function of temperature and is also

quite stable over different batches and packaging, its absolute value can be estimated

when the temperature is known. Using the estimated ∆VBE , Vin can then be found.

Voltage sensing mode thus relies on the fact that the temperature variation between

the digitization of XT and XV is negligible. When temperature varies at high rates,

it is possible to adapt the interpolation scheme described in Section 5.1, to digitize a

sequence of XTB , XV , XTA, and then use the average of XTB and XTA as a measure

of temperature.

In capacitance sensing mode, the readout circuit digitizes XC = Cin/Cref , in

which Cin is an input capacitance and Cref is an internal reference capacitance. The

latter is the sampling capacitor, CS , of the zoom-ADC. Realized as a Metal-Insulator-

Metal (MIM) fringe capacitor, CS is quite stable (∼ ±15 ppm/◦C). Its absolute value

can thus be found with a single point calibration at room temperature. Cin can then

be found using XC and the calibrated value of CS .

6.2 Temperature-to-digital conversion

For temperature sensing, the readout circuit operates in the same way as the TDC

described in Chapter 4. The sensing front-end generates temperature-dependent volt-

ages VBE and ∆VBE , while the zoom-ADC digitizes the ratio XT (= VBE/∆VBE).
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Figure 6.2: Two-step conversion in temperature sensing mode: (a) SAR finds KSAR

as the closest integer to XT and (b) the Σ∆ modulator finds µΣ∆.

As shown in Fig. 6.2, this is accomplished in a two-step SAR-Σ∆ conversion. In

the first step, the SAR finds the closest possible integer to XT (KSAR). In the sec-

ond step, a Σ∆ modulator uses KSAR and balances VBE against reference signals

(KSAR − 1) ·∆VBE and (KSAR + 1) ·∆VBE . XT can then be obtained using KSAR

and the decimated output of the Σ∆ (µΣ∆), using XT = KSAR + 2 · µΣ∆.

The SAR conversion takes six clock cycles with non-overlapping phases Φ1 and

Φ2 to find KSAR. In the first five cycles, during Φ1, CI1 is reset and a charge

equal to CS ·Ki · (−∆VBE) and CS · 1 · VBE is sampled on the CDAC capacitors at

differential branches, where Ki (= 1 : 31) is the number of capacitors that sample

∆VBE (see Fig. 6.5). During Φ2, the input voltages are inversed and charges equal

to CS · Ki · (∆VBE) and CS · 1 · (−VBE) are sampled. The resulting voltage at the

amplifier’s output 2CS/CI1 · (VBE −Ki · VBE) is then evaluated by the comparator,

which indicates whether VBE is larger or smaller than Ki ·∆VBE . This sampling and

evaluation continues for five consecutive cycles and Ki of each cycles is updated with

a binary-search logic. Eventually the range [Ki(5th),Ki(5th)+1] will be found, which

bounds XT . In the sixth cycle, the SAR decides whether Ki(5th) or Ki(5th) + 1 is

closer to XT by comparing VBE with [Ki(5th)+0.5]·∆VBE . To make this comparison,

a charge equal to CS · [1 ·VBE −Ki(5th) ·∆VBE ] is sampled in Φ1, and a charge equal

to CS · [−1 · VBE + (Ki(5th) + 1) ·∆VBE ] is sampled in Φ2, resulting in a voltage at

the integrator’s output equal to 2CS/CI · [VBE − (Ki(5th) + 0.5) ·∆VBE ].

During the second step of the conversion, a Σ∆ modulator is realized around a

2nd-order loop filter. The first integrator samples and integrates a voltage equal to

2CS/CI · [VBE − (KSAR + 1) ·∆VBE ] when bs = 1 and a voltage equal to 2CS/CI ·
[VBE − (KSAR − 1) · ∆VBE ] when bs = 0. This is equivalent to having VBE as the

input signal, and (KSAR − 1) · ∆VBE and (KSAR + 1) · ∆VBE as the references for

the Σ∆ modulator.
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Figure 6.3: Three-step conversion in voltage sensing mode: (a) SAR1 finds MSAR1,
(b) SAR2 finds NSAR2 and (c) the Σ∆ modulator finds µΣ∆.

6.3 Voltage-to-digital conversion

6.3.1 Principle of operation

One way to implement the voltage sensing mode is by reusing the zoom-ADC, replac-

ing VBE with Vin, and then digitizing XV = Vin/∆VBE . However, considering that

the existing CDAC has 31 elements, and ∆VBE is only ∼ 30 mV at −55◦C, there

would be an upper limit for the Vin to be digitized: 31 · 30 mV ∼ 0.93 V. To handle

a full-scale Vin of 1.8 V, the number of CDAC elements needs to increase to ∼ 60,

and the first integrator would then require a different OTA to charge a larger load

capacitance. This means additional silicon area, more complexity in the OTA design,

and larger leakage currents in the sampling switches. To avoid these drawbacks, and

implement the voltage sensing mode with the same OTA and CDAC, a three-step

conversion scheme is used as illustrated in Fig. 6.3. It consists of two SAR steps

followed by a Σ∆ conversion. The first step, SAR1, digitizes MSAR1 = Vin/VBE and

then a residual voltage Vin −MSAR1 · VBE is passed on to a second step, SAR2, to

be digitized by ∆VBE . In the third step, a Σ∆ modulator is used, and as in the

temperature sensing mode, reference signals are selected around the input voltage

with a 2 ·∆VBE range. This zooming principle helps to minimize the residual charge

fed into the Σ∆ loop-filter and relaxes the OTA’s settling requirements. A simplified

operation of this three-step conversion is illustrated in Fig. 6.3 and Fig. 6.4.

During SAR1, Vin is digitized by VBE . Since VBE is larger than ∆VBE , with a

minimum of ∼ 0.4 V at 125 ◦C, Vin/VBE can reach a maximum of 4.5. Therefore,

SAR1 can find the range [MSAR1,MSAR1 + 1] which bounds Vin/VBE in three cycles

using a binary search (see Fig. 6.3 (a), and Fig. 6.4 (a)). During these three cycles,

in Φ1, a charge equal to CS · Vin is sampled on a CS that is separate from the CDAC
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Figure 6.4: Simplified operation of the three-step conversion in voltage sensing mode:
(a) SAR1, (b) SAR2 and (c) the Σ∆ modulator.

elements (see Fig. 6.5), and a charge equal to mi · CS · (−VBE) is sampled on a set

of mi capacitors in the CDAC in differential branches, where mi = 1 : 5. During

Φ2, charges equal to CS · (−Vin) and mi · CS · VBE are sampled, which then cause

a voltage equal to 2CS/CI1 · (Vin − mi · VBE) at the first OTA output. Similar to

the SAR conversion in the temperature sensing mode, the comparator and a binary

search logic find MSAR1.

In the second step of the conversion, SAR2, MSAR1 · VBE is subtracted from Vin,

and the residual voltage Vin−MSAR1 ·VBE is digitized by ∆VBE (see Fig. 6.3 (b), and

Fig. 6.4 (b)). This is done by sampling a charge equal to CS ·(Vin−MSAR1 ·VBE−ni ·
∆VBE) in Φ1, and a charge equal to CS ·(−Vin+MSAR1 ·VBE+ni ·∆VBE) in Φ2, which

then generates a voltage equal to 2CS/CI1 · (Vin −MSAR1 · VBE − ni ·∆VBE) at the

output of the first OTA, where ni = 1 : 31 is the set of capacitors of the CDACs that

sample ∆VBE . Given that the residual voltage after SAR1 is lower than VBE , the 31

elements of the CDAC are enough to digitize this voltage with ∆VBE steps. SAR2 thus

works exactly the same as the SAR conversion in the temperature sensing mode, and

in six consecutive cycles finds the closest integer NSAR2 to (Vin−MSAR1·VBE)/∆VBE .

In the third step of the conversion, a 2nd-order Σ∆ modulator balances Vin against

MSAR1 · VBE + (NSAR2 − 1) ·∆VBE and MSAR1 · VBE + (NSAR2 + 1) ·∆VBE . This

is done by sampling and integrating a voltage equal to 2CS/CI1 · Vin and a voltage

equal to 2CS/CI1 · [MSAR1 · VBE + (NSAR2 − 1) ·∆VBE ] if bs = 0, or a voltage equal

to 2CS/CI1 · [MSAR1 ·VBE +(NSAR2 +1) ·∆VBE ] if bs = 1. This results in a bs whose

average, µΣ∆, satisfies the following:

(µΣ∆) · [Vin − (MSAR1 · VBE)− (NSAR2 + 1) ·∆VBE ]

+(1− µΣ∆) · [Vin − (MSAR1 · VBE)− (NSAR2 − 1) ·∆VBE ] = 0 , (6.1)
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Figure 6.5: Schematic of the readout circuit in voltage sensing mode. (Black) reused
from the zoom-ADC and (blue) additional circuitry.

which leads to:

Vin
∆VBE

= XV = MSAR1 ·
VBE

∆VBE
+ (NSAR2 − 1) + 2 · µΣ∆

= MSAR1 ·XT + (NSAR2 − 1) + 2 · µΣ∆ , (6.2)

where XT is the untrimmed output of the temperature-to-digitial conversion.

To find the absolute value of Vin, ∆VBE can be replaced by its absolute value.

This can be done using the trimmed output of the temperature-to-digital converter

and a linear mapping function as:

Vin = XV · [C · (DT,out − 25◦C) +D] , (6.3)

where DT,out is the trimmed output of the temperature sensing mode, C (∼ 140

µV/C) is a calibration parameter representing the temperature dependence of ∆VBE ,

and D (∼ 42 mV) is its absolute value at 25 ◦C. As shown in Chapter 4, since ∆VBE

is quite stable, C and D can be found with a one-time calibration. It is also worth

noting that the curvature of VBE is mitigated in the temperature sensing mode, and

so only appears as a residual non-linearity in the ∆VBE estimation. Therefore, no

extra VBE curvature correction is required.

6.3.2 Accuracy of the voltage sensing mode

The accuracy of the voltage sensing mode is limited by the spread of ∆VBE , as

described in (6.2). The temperature sensing accuracy DT,out also sets another limit on

the voltage-sensing accuracy, since it is used to estimate ∆VBE in (6.3). Furthermore,
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readout errors in XV add up to the voltage sensing error. Vin is sampled on a separate

capacitor CS , rather than the dynamically matched capacitors of the CDAC array.

This causes a gain-error on the voltage sensing. However, due to their low temperature

coefficients (∼ 15 ppm/◦C), the mismatch between capacitors is a weak function

of temperature, and so this error is fixed and can be corrected by a single point

calibration at room temperature.

In addition to these error sources, the sampling switches that connect Vin to CS ,

in this design, are driven by normal logic gates supplied by the power supply rails,

which in turn causes the sampled voltage to become a function of the on-resistance

Ron of the switches. This creates gain errors in the voltage sensing modes since Ron

depends on Vin, and so creates input-dependent sampling errors.

The accuracy of the voltage sensing mode could be improved by using one of the

elements in the dynamically matched capacitor arrays to sample Vin. This, however,

would cause more leakage as there would be 64 more switches connected to the CDAC.

Gain errors caused by the input-dependent Ron of the sampling switches could also

be suppressed by using a bootstrapped driving circuit as suggested by [6.5]. Using

these methods would result in a voltage sensing accuracy that is only limited by the

DC accuracy of ∆VBE , and the temperature-sensing accuracy DT,out.

6.4 Capacitance-to-digital conversion

As shown in Fig. 6.6, in the capacitance sensing mode, the zoom-ADC is again

reused and a similar two-step conversion approach adopted. The difference is that

the sampled charge is now proportional to Cin and CS instead of two temperature-

dependent voltages VBE and ∆VBE . An external capacitance Cin is first digitized

using a SAR with respect to CS , to find the closest integer possible LSAR to XC =

Cin/CS , where CS is the unit capacitance of the CDAC array. A modulator then

balances Cin against (LSAR − 1) · CS and (LSAR + 1) · CS .

In the first step, SAR, the first integrator is configured as a charge amplifier (see

Fig. 6.7) and together with the comparator and a SAR logic finds LSAR. In a 6-cycle

SAR, during Φ1, a charge equal to Cin · Vdd is sampled on Cin in the differential

branches, and a charge equal to li · CS · (−Vdd) is sampled on sets of li capacitors

of the CDAC, where li = 1 : 31. During Φ2, the sampling voltage is inversed, and

so charges equal to Cin · (−Vdd) and li · CS · (Vdd) are sampled. At the end of Φ2,

the difference between the sampled charges in Φ1 and Φ2 creates an output voltage

equal to 2(Cin − li · CS)/CI1 · Vdd, whose polarity is evaluated by the comparator.



130 Chapter 6. A Multi-function sensor
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Cin bs2nd-order
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(a) (b)

Figure 6.6: Two-step conversion in capacitance sensing mode: (a) SAR finds LSAR
as the closest integer to XC and (b) Σ∆ finds µΣ∆.

This procedure of sampling and comparison continues for six cycles. LSAR is found

in exactly same fashion as in the temperature sensing mode.

In the second step, a 2nd-order Σ∆ modulator is implemented using the 1st and

the 2nd stage integrators and a passive adder that together form the loop-filter (see

Fig. 6.7). A voltage equal to 2[Cin − (LSAR − 1) · CS ]/CI1 · Vdd is integrated when

bs = 0, or a voltage equal to 2[Cin − (LSAR + 1) · CS ]/CI1 · Vdd when bs = 1. This

scheme then creates a bs whose average µΣ∆ can be found using:

(µΣ∆) · [Cin − (LSAR + 1) · CS ]

+(1− µΣ∆) · [Cin − (LSAR − 1) · CS ] = 0 , (6.4)

This equation can then be further simplified to find the value of Cin as:

Cin
CS

= XC = (LSAR − 1) + 2 · µΣ∆ . (6.5)

In the capacitance sensing mode, the sampled and integrated charges during the

Σ∆ modulation are larger than those in the temperature and voltage sensing modes.

This is because capacitors sample Vdd for better noise performance (see Sec. 6.5.3)

compared to VBE and ∆VBE in the other two sensing modes. This creates a larger

voltage at the output of the first integrator: 2Vdd ·(CS/CI1) versus 2∆VBE ·(CS/CI1),

which is about 40× higher at room temperature. In order to bring this output swing

down to an acceptable range for the OTA, as shown in Fig. 6.7, an extra capacitance

Cextra (= 2 pF) is added to CI1 (= 240 fF) in the capacitance sensing mode. In

addition, to be able to test the performance of the capacitance sensing mode without

an available external capacitor, an internal test capacitance Ctest is realized which

can be activated by enCtest.
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Figure 6.7: Schematic of the readout circuit in capacitance sensing mode. (Black)
reused from the zoom-ADC, (green) additional circuitry and (blue) input capacitance.

6.5 Noise analysis

6.5.1 Noise in the temperature sensing mode

Noise in the temperature sensing mode originates from the noise in the front-end

signals VBE and ∆VBE and from the readout circuitry. In [6.6], a detailed analysis

of noise has been provided for TDCs with switched-capacitor readout circuitry. It

has been shown that the contribution of noise from the switched-capacitor readout

with CS = 120fF is substantially higher than the noise of the rest of the readout cir-

cuitry. This is mainly due to the noise-aliasing in switched-capacitor circuits. Using

a continuous-time readout circuit can help reduce the TDC noise and obtain sub-

stantially higher resolution and also energy-efficiency FoM [6.7]. In this section, the

noise in the temperature sensing is evaluated by taking into account only the major

contributing sources, i.e., the switched-capacitor readout circuit.

As described in Section 6.2, errors in the SAR conversion will be absorbed into the

value of µΣ∆ found in the Σ∆ conversion. The noise of the TDC is thus due to the

noise of the Σ∆ conversion. In the first stage of the Σ∆ loop-filter, two capacitors in

differential branches sample VBE , and 2(KSAR±1) capacitors sample ∆VBE based on

the bs. This is done in two sampling phases: Φ1 and Φ2. Using the method described
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in [6.8], during Φ1, the noise of the sampling switches with a spectral density of

4kTRon and the equivalent input-referred noise of the OTA with a spectral density of

(16/3)kT/gm are sampled on CS . The total sampled noise charge on each sampling

capacitor can be found using:

q2
nφ1,CS

= kTCS · (1 +
1/3

1 + x
) , (6.6)

where k is the Boltzmann constant, T is the absolute temperature in Kelvin and CS is

the value of the sampling capacitor. x = 2·gm ·Ron, where gm is the transconductance

of the OTA and Ron is the on-resistance of the sampling switch. This equation

assumes that the OTA has an infinite output resistance RL.

During Φ2, the same noise charge as in Φ1 will be sampled on each CS , therefore,

for each CS the same total noise charge as (6.6) is obtained. It is worth noting that

the first integrator in Fig. 6.5 uses correlated double sampling, and unlike the stray-

insensitive integrator described in [6.8], it samples the same noise charge in both

phases. The total noise charge on CS will then be the sum of noise charges in each

phase. In most cases, and in particular this design, for the lowest power consumption,

the OTA is the main element which limits the settling time of the charge sampling.

This means that gm � 1/Ron or x � 1 can be assumed. By noting this and using

(6.6), the total sampled noise charge on CS during one Σ∆ cycle can be expressed as:

q2
n,CS

= 2 · q2
nφ1,CS

= 2 · kTCS · (1 +
1/3

1 + 2x
) ≈ 2 · (4

3
) · kTCS . (6.7)

Since this sampled noise charges are uncorrelated for each sampling capacitor, the

total noise charge that is sampled in one cycle of Σ∆ can be found using q2
n(n) =

q2
n,VBE

(n) + q2
n,∆VBE

(n) where:

q2
n,V be = 2 · q2

n,CS
≈ 2 · (8

3
) · kTCS , (6.8)

q2
n,∆V be = 2(KSAR ± 1) · q2

n,CS
≈ 2(KSAR ± 1) · (8

3
) · kTCS , (6.9)

and the additional factor 2 account for the differential branches.

In each cycle of Σ∆ a signal charge equal to VBE ·2CS and ∆VBE ·2(KSAR±1)·CS
is also sampled. Using a mathematical model of the Σ∆ loop-filter as shown in Fig.

6.8, the noise charges in (6.8) and (6.9) can thus be modelled as equivalent voltage
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Figure 6.8: Model of the Σ∆ modualtor with equivalent noise sources of different
stages. This model is used to evaluate the output noise in temperature sensing mode.

noise sources added to VBE and ∆VBE with rms values as:

vn,V be =

√
q2
n,V be

2CS
≈
√

4 · kT
3 · CS

, (6.10)

vn,∆V be =

√
q2
n,∆V be

2(KSAR ± 1)CS
≈

√
4 · kT

3(KSAR ± 1) · CS
. (6.11)

The rest of the CDAC capacitors are not considered to be noise contributors. This

is valid since the unused capacitors can be shorted to exclude their noise contribution;

an assumption that is made for the noise analysis in this work. The input-referred

noise of the other stages of the loop-filter such as the 2nd-stage integrator and the

passive adder can also be found in the same way as (6.10) and (6.11). They can then

be added to their inputs in Fig. 6.8.

The next step in the noise evaluation process is to account for the noise transfer

function of each noise source, first to the output of the ADC, denoted as XT , and

then to the temperature output, DT,out. This can be done analytically, as described

in [6.8], or by using a numerical simulator such as MATLAB. In either case, it can be

shown that the input noise contribution at the 2nd-stage integrator (Vn,i2) and the

passive adder (Vn,add) to the output would be significantly lower than at the 1st-stage

integrator. This reduction is due to the shaping and subsequent suppression of these

noise components by the loop filter.

For the 2nd-order modulator shown in Fig. 6.8 and operating at an oversampling

ratio of OSR, Vn,i2 is 1st-order shaped (suppressed by ∼
√
OSR3), while Vn,add is

2nd-order shaped (suppressed by ∼
√
OSR5). The OSR is equivalent to the ratio

of the sampling frequency fS to twice the bandwidth of the desired signal fBW in
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Figure 6.9: Simulated output noise in temperature sensing mode using the model in
Fig. 6.8.

a Σ∆ modulator. In an incremental modulator, the signal is DC, allowing for an

arbitrary signal bandwidth. Consequently, the OSR equates to the number of Σ∆

cycles required for one conversion, which can be calculated as conversion time× fS .

With fS = 35 kHz and a conversion time of 100 ms, Vn,i2 is suppressed by a factor

of ∼ 105 and Vn,add by a factor of ∼ 108, resulting in negligible contributions to the

overall noise.

In the MATLAB model shown in Fig. 6.8, the noise corresponding to the 1st-

stage integrator is modeled by a random number generator, with a Gaussian spectral

distribution and standard deviation equal to (6.10) and (6.11). Fig. 6.9 illustrates the

simulated output noise in temperature sensing mode at room temperature, resulting in

an rms-noise of 3.5 mK in a conversion time of 100 ms. This output noise is calculated

as the standard deviation of DT,out resulting from the modulator after repeating it

100 times. DT,out in each repetition is found from DT,out = A ·α/(α+XT )−B, where

XT = KSAR + 2 · µΣ∆ is obtained from the SAR output and the sinc2-decimated bs

of the modulator. To show the noise performance for different conversion times, the

same procedure is repeated but with different conversion time values, showing a good

correlation with the measured result of the TDC in Fig. 4.17 (a).

6.5.2 Noise in the voltage sensing mode

Noise in the voltage sensing mode consists of three noise components: the noise of

the DT,out in the 2nd term of (6.4), XT in the 1st term of (6.4), as well as µΣ∆ in the
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Figure 6.10: Model of the Σ∆ modualtor with the equivalent noise sources. This
model is used to evaluate the output noise in voltage sensing mode.

first term of (6.4). To find the noise in µΣ∆, in a similar way to temperature sensing

mode, the sampled noise charge is found and then an equivalent rms voltage noise is

added to the mathematical model of the Σ∆ modulator as illustrated in Fig. 6.10.

Similar to (6.10) and (6.11), the equivalent rms noise voltages that adds to Vin, and

∆VBE can be expressed as:

vn,in ≈
√

4 · kT
3 · CS

, (6.12)

vn,∆V be ≈

√
4 · kT

3 · (NSAR2 ± 1) · CS
. (6.13)

Fig. 6.11 illustrates the output noise of the voltage sensing mode, achieving an

rms value of 11 µV in a conversion time of 100 ms. In this figure, the noise in

DT,out and XT is taken into account from the temperature sensing mode. This result

correlates well with the measured results that will be provided in Section 6.6.

6.5.3 Noise in the capacitance sensing mode

In the capacitance sensing mode, the noise originates from the sampled noise on the

input capacitance Cin and the capacitances of the CDAC. The first stage of the mod-

ulator samples a charge equivalent to Cin · (2Vdd) in each Σ∆ cycle. Simultaneously, a

total sampled noise charge on Cin equals to q2
n,Cin

(n) = 2 · (8/3) · kT ·Cin. As shown

in the model of the modulator in Fig. 6.12, this noise is modelled with an equivalent
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Figure 6.11: Simulated output noise in voltage sensing mode using the model in Fig.
6.10.
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Figure 6.12: Model of the Σ∆ modualtor with the equivalent noise sources. This
model is used to evaluate the output noise in capacitance sensing mode.

input noise capacitance with an rms value as:

cn,in =

√
q2
n,Cin

2Vdd
≈

√
4 · kT · Cin

3 · V 2
dd

. (6.14)

Similar to the input capacitance, for the capacitances of the CDAC array, a charge

equivalent to CS · (2Vdd) · (LSAR ± 1) is sampled in each cycles, while a total noise

charge of q2
n,Cref

(n) = 2 · (8/3) · kT · CS · (LSAR ± 1) is also sampled. This is then

added as an equivalent input noise capacitance to the modulator with an rms value

as:

cn,Cref =

√
q2
n,Cs

2Vdd(LSAR±1)
≈

√
4 · kT · CS

3 · V 2
dd · (LSAR ± 1)

. (6.15)
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Figure 6.13: Simulated output noise in capacitance sensing mode using the model in
Fig. 6.12.

Fig. 6.13 shows the simulated noise of the capacitance sensing mode, which obtains

an rms noise of 2 aF in a conversion time of 100 ms.

6.6 Experimental results

The readout circuit was realized in 0.16-µm CMOS technology (see Fig. 6.14), oc-

cupying a total die area of 0.33 mm2, and drawing 4.6 µA from a 1.8 V supply.

The front-end and the ADC were the same as those used in the TDC described in

Chapter 4. However, extra integration capacitors (CI1,extra) were added to obtain an

acceptable output swing in the capacitance sensing mode. Furthermore, on-chip test

capacitors (Ctest) were added to enable testing of the capacitance sensing mode.

The readout circuit was initially characterized in the TDC mode. Like the TDC

in Chapter 4, it obtained a thermal noise limited resolution of 4 mK in a 100 ms

conversion time. 24 samples of the chip were packaged in ceramic and then charac-

terized from −55 ◦C to +125 ◦C. After a batch calibration to extract the parameters

A, B, and α and without trimming, the TDC obtained ±0.6 ◦C (3σ) error as shown

in Fig. 6.16 (a). After temperature calibration and trimming at 30 ◦C, the errors

reduced to ±0.2 ◦C (3σ) as shown in Fig. 6.16 (b). This is about 2× worse than the

accuracy of TDC in Chapter 4, which is possibly due to the higher leakage caused

by the extra switches that were added to handle the voltage and capacitance sensing
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Figure 6.15: Connecting a dual-capacitance pressure sensor to the readout circuit.

modes. During the batch calibration, the parameters C and D were also found, which

were then used to estimate ∆VBE from DT,out.

In the voltage sensing mode, the readout circuit obtained 12 µVrms output noise

in a conversion time of 100 ms, as illustrated in Fig. 6.17. The accuracy of the voltage

sensing mode was limited by the accuracy of the temperature sensing mode (±0.2 ◦C)

used to estimate ∆VBE , and the spread of ∆VBE itself. The estimation accuracy of

∆VBE is shown in Fig. 6.18 (a), which is about ±0.1%. To obtain this estimation

error, the measured ∆VBE of each sample was compared to its estimation found by

C · (DT,out− 25 ◦C)+D. Fig. 6.18 (b) shows that the readout circuit achieves ±0.5%

relative accuracy up to 1.8 V. The output results show a temperature-independent

spread from sample-to-sample, which mainly originated from the spread in ∆VBE ,

and also from the mismatches between CS , which samples Vin, and the average unit

capacitor of the CDAC. For the low input voltages (0.3 V), the results show a shift

which was due to the signal-dependent errors caused by the sampling switches which

were driven at the supply rails.

In the capacitance sensing mode, as shown in Fig. 6.19, the readout circuit ob-

tained a thermal-noise limited resolution of 2 aF in a 100 ms conversion time corre-

sponding to a resolution FoM of 0.76 pJ/step. To show the results of the readout cir-
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Figure 6.16: Inaccuracy of temperature sensing. Dashed lines represent the average
and ±3σ boundaries: (a) untrimmed and (b) after temperature calibration at 30◦C.
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Figure 6.17: Measured output noise in voltage sensing mode.

cuit with a variable external capacitance, a few samples of the circuit were connected

to a capacitive MEMS pressure sensor, as shown in Fig. 6.15, and then character-

ized under varying levels of ambient pressure. The output capacitance of the MEMS

sensor changed in response to a change in ambient pressure essentially by changing

the distance between a silicon diaphragm as one plate of the capacitor and a fixed
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Figure 6.18: Measured inaccuracy of voltage sensing mode: (a) estimation error of
∆VBE using temperature sensing output and (b) absolute inaccuracy in voltage sens-
ing mode.

substrate as its second plate. The MEMS sensor used for the measurement contained

two identical capacitive sensors whose output capacitance changed from ∼ 500 fF at

0 bar to ∼ 1.5 pF at 1.4 bar [6.9]. These two capacitors were then connected to the

readout circuit in the differential branches.

The output of the sensor was observed in the presence of a slow but uncontrolled

drift of pressure obtained by allowing the pressure of a vacuum environment to reach

the room pressure using a relief valve. The output of the capacitance sensing is

shown in Fig. 6.20 (a). To cover a different range of capacitance variation, the

test capacitance (= 2 pF) was added to that of the MEMS sensor, while the same

measurement was performed. The result is reported in Fig. 6.20 (b), showing that

readout was capable of capturing continuous capacitance variation up to 3.1 pF.

Table 6.1 summarizes the performance characteristics of the readout circuit in the

three different modes and then compares them to other state-of-the-art sensors with

the combined temperature and voltage sensing functionalities, as well as the state-of-

the-art stand-alone capacitance-to-digital converters. The readout circuit in this work

[6.10] shows an enhanced performance in terms of energy efficiency compared to multi-

functional readout circuits [6.11]–[6.13], while favourably compares with state-of-the-

art stand-alone temperature sensors (Chapter 4) and capacitance sensors [6.14]–[6.16].
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Figure 6.20: Measured capacitance of the MEMS pressure sensor. The pressure slowly
drifts from vacuum to the room-pressure while the readout continuously captures its
capacitance. (a) Cin = CMEMS and (b) Cin = CMEMS + (∼ 2pF).

6.7 Conclusion

This chapter demonstrated the realization of a compact multi-function sensor, which

can sense temperature, voltage and capacitance. This is obtained by reusing the

front-end and the zoom-ADC of a high accuracy TDC. Such a compact realization of

multiple functionalities can help reduce area-related costs in IoT sensing applications.
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Item [6.10] [6.11] [6.12] [6.13] [6.14] [6.15] [6.16]

Conversion method SAR-Σ∆ Σ∆ Σ∆ Σ∆ SAR-Σ∆ Σ∆ I. D.a

Technology (µm) 0.16 0.18 0.7 N/A 0.18 0.16 0.04

Area (mm2) 0.33 0.18 4.8 N/A 0.46 0.28 0.002

Supply voltage (V ) 1.5–2 1 2.5–5.5 2.7–5.2 1.4 1.2 1

Supply current (µA) 4.6 0.72 85 500 24 8.6 1.84

Conversion time (ms) 100 40 100 200 0.23 0.8 0.019

Temp.
sensing

Range (◦C) −55 to 125 0 to 100−40 to 105−40 to 125 - - -
Res. (mK) 4 40 9 N/A - - -

FoMb(pJK2) 11 46 1875 N/A - - -
±3σ-IA (◦C) ±0.2 ±0.18 N/A ±0.5 - - -

Voltage
sensing

Range (Vpp) 1.8 - 5 5 - - -

Rel. IAc(%) ±0.5 - ±0.012d ±0.1 - - -

Cap.
sensing

Range (pF ) 0-3.8 0-10.8 - 0-8 0-24 - 0-1×103

Res. (aF ) 2.5 170 - 20 156 70 12×103

ENOBe 18.7 14.1 - 19.1 15.4 12.5 8

FoMf(pJ/step) 0.76 1.3 - 6700 0.18 1.4 0.14
a Iterative discharge b (Power×Conversion time)×Res.2
c 100×Inaccuracy/Range d Temperature drift of one sample
e (1/6.02) · (20 · log10(range/2 ·

√
2)− 1.76)

f (Power×Conversion time)/2ENOB

Table 6.1: Performance summary of the readout circuit in this work [6.10] and com-
parison with other related work.

In temperature sensing mode, it approaches the performance of the original TDC, with

only slight degradation of its accuracy. In voltage sensing mode, the sensor is able

to directly digitize full-scale (1.8 V) external voltages over the military temperature

range. Instead of requiring external reference voltages for this operation, it uses its

own VBE and ∆VBE , and obtains a voltage sensing accuracy of ∼ ±0.5%. The readout

circuit can also digitize external capacitances of up to 3.8 pF with 2 aF resolution

(i.e., 18.7 ENOB).
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Chapter 7

Conclusions

This thesis explored methods for improving the accuracy and reducing the produc-

tion costs of BJT-based temperature-to-digital converters (TDCs) in standard CMOS

technology. This concluding chapter consists of two sections. Section 7.1 lists the main

findings of this thesis, while Section 7.2 provides few suggestions for future work.

7.1 Main findings

� Within a batch, BJT-based TDCs in 0.16-µm CMOS technology can achieve

an inaccuracy of ±60mK (3σ) from −55◦C to +125◦C by designing sufficiently

accurate readout electronics (Chapter 4).

� With sufficiently accurate readout electronics, the batch-to-batch spread of

BJT-based TDCs in 0.16-µm CMOS technology can be reliably trimmed to

within ±0.1◦C (3σ) in the range from −55◦C to +125◦C on the basis of a

one-point calibration (Chapter 4).

� Voltage calibration continues to be a reliable and low-cost alternative to tem-

perature calibration in 0.16-µm CMOS technology, achieving an inaccuracy of

±0.3◦C (3σ). This is due to the reproducibility of ∆VBE across multiple batches

and also in different packages (Chapters 4 and 5).

� When the mechanical stress of packaging is reproducible, its effect on a TDC

can be separated from that of processing spread. As a result, a single-point

calibration at wafer-level can correct the spread-related errors, while package-

specific calibration can correct the stress-related errors (Chapter 5).
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� If leakage-related errors are sufficiently suppressed, BJT-based sensors realized

in a 0.16-µm technology can operate up to +180 ◦C with a 3σ error of ±0.2 ◦C

(Chapter 5).

� Small on-chip heaters can locally elevate die temperature from ∼25◦C to ∼100
◦C in a fraction of a second. This elevated temperature, although not well-

controlled, can be useful for calibration and trimming purposes (Chapter 5).

� Heater-assisted voltage calibration enables a low-cost and fast (< 0.5 s) two-

point calibration without requiring any infrastructure except for an accurate

voltage reference (Chapter 5).

� Heater-assisted bandgap trimming can correct BJT spread without the need for

accurate external references. Although it is less accurate (3σ of ±1.4◦C) than

voltage (3σ of ±0.3◦C) or temperature (3σ of ±0.1◦C) calibration, it may be

valuable for use in test environments where absolutely-accurate references are

not available (Chapter 5).

� With a small overhead, the circuitry of a BJT-based TDC can be reused to

sense external voltages or capacitances (Chapter 6).

7.2 Future work

Throughout this work, some ideas have been developed which can be useful in de-

veloping low-cost precision temperature sensors. Unfortunately, due to limited time,

they only remained ideas and could not be realized or verified on silicon.

7.2.1 β-compensation for BJT-based TDCs

Voltage calibration [7.1] and the two heater-assisted calibration methods introduced

in Chapter 5 rely on the intrinsic accuracy of ∆VBE . While this accuracy has been

validated in 0.16-µm CMOS technology, it may degrade in more advanced nodes due

to the limited β values of available BJTs. The β-compensation method discussed

in Chapter 4 [7.2] only corrects the impact of β on VBE without affecting ∆VBE (as

explained in 4.4.2). The influence of β-related errors on ∆VBE , as shown in the second

term of equation (4.4), depends on both the absolute value of β and the flatness of

the β curve with respect to current density. In cases where the β curve is not flat or

β is low (e.g., < 1) [7.3],[7.4], an alternative β-compensation method can be used to

mitigates the impact of β on ∆VBE .
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Figure 7.1: β-compensation. (a) operating principle, and (b) additional circuitry to
remove non-idealities.

Figure 7.1(a) illustrates the operation of the proposed β-compensation scheme. It

senses the base current (IB) of the BJT (Q) and adds the same current to its emitter.

Consequently, the collector current (IC) is solely determined by the bias currents

Ibias or n · Ibias. To achieve this, a feedback loop comprising sense resistors RB , an

opamp AV , and identical current mirrors is utilized. Depending on the state of S,

either VBE1 or VBE2 is generated, allowing for subsequent sampling to obtain ∆VBE

(= VBE2 − VBE1).

The accuracy of this β-compensation scheme is limited by the non-zero voltage

across the collector-base junction (VCB) of Q, which, due to the Early effect, results

in non-PTAT errors in the saturation current (IS). To reduce its effect on ∆VBE , it

is essential to keep VCB the same at the two current densities. This is achieved by

changing the value of the sense resistor from RB to n · RB , when IC changes from

n · Ibias and Ibias, respectively . The residual error in ∆VBE can then be derived as

follows:

∆VBE =
kT

q
· ln(n) +

kT

q
· ∆β

β2
· nIbiasRB

VA
, (7.1)

where VA is the Early voltage, and ∆β is the difference in β at the two current

densities. Assuming n = 5, Ibias = 100nA, RB = 50kΩ, and VA = 50V , the residual

error in ∆VBE is reduced by approximately three orders of magnitude compared to

the β-compensation method used in chapter 4.

Furthermore, the accuracy of the proposed β-compensation may be influenced

by additional sources of error. Opamp offset, mismatches between sense resistors,
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implementation from Chapter 5, and (b) More efficient heater using polysilicon.

mismatches between the components of the current mirrors for IB , and inaccuracies

in the ratio n between Ibias and n · Ibias can all contribute to overall errors. As

illustrated in Fig. 7(b), these sources of error can be effectively mitigated through

the application of techniques such as chopping (Ch1) and dynamic element matching

(DEM1, DEM2, and DEM3).

7.2.2 Efficient on-chip heaters

The on-chip heater discussed in Chapter 5 can be optimized for increased efficiency in

terms of power consumption. Utilizing polysilicon for the heater element allows it to

be positioned much closer to the BJTs (see Figure 7.2), reducing its power requirement

for achieving the same temperature rise. Lowering heater power consumption can also

reduce the temperature rise in the surrounding sensor circuitry, thereby preventing

calibration errors during local heating.
To implement this, the layout of the BJTs and the bias resistors must be adjusted

to ensure uniform temperature elevation during local heating. While COMSOL simu-

lations will provide a definitive solution, one preliminary idea involves relocating the

polysilicon bias resistor further away from the BJTs compared to the layout shown in

Chapter 5. Making connections to the BJTs, previously accomplished with Metal-1,

presents another challenge. Depending on the heater’s geometry and shape, using

Metal-1 may still be a viable option.

Another issue that may be considered a challenge is the significantly higher sheet

resistance of polysilicon, for example, being 1000× greater than that of metal. This

may lead to a larger heater if both shape and resistance value must be maintained. .

However, this challenge can be mitigated through several strategies: (a) using larger

polysilicon strips, (b) implementing a parallel connection instead of series connection

in a serpentine shape, and (c) driving the heater with a much lower current. It’s im-

portant to note that the absolute value of the heater’s resistance does not exclusively

determine its power consumption, so maintaining the same resistance value may not

be necessary.
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Appendix A

BJT theory

A.1 Ideal IC − VBE characteristic

The collector current, IC , of a PNP device is mainly determined by the minority

carriers injected into the base from the emitter in the EB junction (IpE), which

diffuse across the base and are swept away by the collector in the CB junction (see

Fig. A.1). To find IC , requires finding the concentration of injected holes in the base

p′. Since IC is made from the diffusion of the holes, p′ satisfies the diffusion equation

as [A.1]:

d2p′(x)

dx2
=
p′(x)

L2
B

, (A.1)

where x is the distance across the base width, and LB is the diffusion length. x = 0

corresponds to the edge of the base in the EB junction, x = WB corresponds to the

edge of the base in the CB junction, and WB is the base width. LB can be obtained

from the recombination lifetime τB and diffusion constant DB of the holes in the

base as LB = (τBDB)0.5. The differential equation in (A.1) can be solved using the

Shockley boundary conditions, which essentially define p′ at the two edges of the base.

These boundary conditions for p′ at the left and the right edges of the base depend

on VBE and VBC as [A.1]:

p′(0) = pB0 ·
(
exp(

qVBE
kT

)− 1

)
, (A.2)

p′(WB) = pB0 ·
(
exp(

qVBC
kT

)− 1

)
≈ 0 , (A.3)

151



152 Appendix A . BJT theory
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Figure A.1: Main current components in a PNP in the forward-active region.

where pB0 is the concentration of holes in the base at thermal equilibrium that follows

pB0 = n2
i /NB , ni is the intrinsic concentration of the base material (i.e., silicon), NB

is the base doping, k is the Boltzmann constant, q is the electron charge and T is the

absolute temperature in Kelvin. A p′(WB) of zero can be assumed since all injected

holes that reach their way to the edge of CB junction are immediately swept away

by the collector. The solution of (A.1) can then be obtained by applying (A.2) and

(A.3) as [A.1]:

p′(x) =
n2
i

NB
·
(
exp(

qVBE
kT

)− 1

)
·

sinh(
WB − x
LB

)

sinh(
WB

LB
)

 . (A.4)

LB is typically a few tens of micro meters and is much larger than the usual WB

of actual devices, e.g., a maximum of a few hundreds of nanometers. Taking the

assumption LB � WB into account, and using the approximation sinh(x) ≈ x for

x� 1, (A.4) can be expressed as [A.1]:

p′(x) ≈ n2
i

NB
·
(
exp(

qVBE
kT

)− 1

)
· (1− x

WB
) . (A.5)

Along the x axis in the base, the current density of the injected holes, JB , can then

be obtained using JB = −qDBdp
′/dx, where the “−” sign denotes the holes being

the current component. The collector current is thus found using IC = AEJB , where

the emitter area AE is identical to the base area AB . Taking these into account, IC
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can be expressed as [A.1]:

IC = IpE = −AEqDB
dp′

dx

= AEq
DB

WB

n2
i

NB
·
(
exp(

qVBE
kT

)− 1

)
. (A.6)

Equation (A.6) expresses the ideal IC − VBE characteristics in a PNP, which is

usually expressed more compactly as:

IC = IS ·
(
exp(

qVBE
kT

)− 1

)
, (A.7)

where IS is known as the saturation current, which is expressed as:

IS = AEq
DB

WB

n2
i

NB
. (A.8)

A.2 Non-ideal current components

αF = IC/IE in a PNP is equal to 1 when there is no base current involved. The

Base current, however, is not zero and consists of three main components which are

originating from different mechanisms. With reference to Fig. A.1, these current

components can be described as the following:

(1) Minority carriers injected from the base to the emitter. In the

forward-biased EB junction, minority carriers in the base can also be injected into

the emitter (see Fig. A.1) in exactly the same manner as IpE . This current can thus

be expressed as [A.1]:

InB = AEq
DE

WE

n2
i

NE
·
(
exp(

qVBE
kT

)− 1

)
. (A.9)

where DE , NE , and WE are, respectively, the diffusion constant of the electrons in the

emitter, emitter doping and emitter width. This injected current does not contribute

to the collector current but will equally add to the emitter current noted as InE

(= InB) in Fig. A.1. As a result of this current, transistor behavior deviates from

the ideal scenario causing IE 6= IC . To maximize αF , and approach ideal transistor

behavior, injection from the emitter to base IpE needs to be substantially higher than

injection from the base to emitter InE . In other words, γ, defined as the emitter
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injection efficiency, needs to be maximized, which is expressed as:

γ =
IpE

IpE + InB
. (A.10)

Replacing IpE and InB in (A.10) by their values from (A.6) and (A.9), results in:

γ ≈ 1

1 +
NB
NE
· WB

WE
· DE

DB

. (A.11)

To maximize γ, the emitter doping NE needs to be substantially higher than NB .

Furthermore, WB needs to be minimized compared to WE . The former is almost

always the case for a PNP device, while the latter depends on the geometry and type

of the device. In vertical PNPs, WB and WE might not be very different since both

are defined by the depth of a well or implanted impurity, which are not very well

controlled, or at least not the to the same level as the accuracy of lithography. In

these devices γ is then controlled by the ratio of the doping levels in the base and

emitter regions.

(2) Recombination of injected minority carriers. Not all the injected holes

into the base can make their way to the collector. This is due to the recombination of

holes with the majority carriers that exist in the base. The amount of recombination

depends on both the diffusion length LB , and the base width WB . As a result of

this recombination effect, the collector current IpC (see Fig. A.1) is lower than the

injected emitter current IpE . The ratio of IpC to IpE is defined as the base transport

factor, αT , which can be expressed as [A.2]:

αT =
IpC
IpE
≈ 1− 1

2
· (WB/LB)2 . (A.12)

αT essentially determines the number of injected holes that could be transported

through the base and reach the collector, hence the term transport factor. Reducing

WB can help to increase the αT and approach ideal transistor behavior. The same

recombination effect also happens in the emitter. In fact, it is fair to assume that

nearly all the injected current in the emitter (InE = InB) is recombined. This is

due to two reasons: firstly, the amount of injected minority carrier from the base is

low due to its low doping, and secondly, due to the relatively higher doping of the

emitter, the chance of being recombined with the majority carriers is high. Whether

the carriers recombine in the emitter region or later on at the metal contacts of the

emitter, this does not affect the collector current.
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(3) Recombination-generation in the BE junction. Apart from the injection

of minority carriers and recombination in the base, there is a current component

for the base and equally for the emitter current that originates from the constant

recombination-generation mechanism in the depletion region of the EB junction. This

current, sometimes called the Space-Charge-Region (SCR) current, which depends on

the width of the depletion region Wdep and the recombination-generation lifetime τdep.

For the EB junction, a net generated current IR (see Fig. A.1) can be expressed as

[A.2]:

IR = AEq
Wdepni
2τdep

· exp(qVBE
2kT

) . (A.13)

This current only affect the emitter current and does not affect the collector current,

which in turn causes αF to decrease. This effect is taken into account by defining the

recombination factor, δ , as [A.2]:

δ =
IpE + InE

IpE + InE + IR
≈ IpE
IpE + IR

. (A.14)

δ is essentially the ratio of the emitter current resulting from the injected minority

carriers (i.e., IpE + InE) to the total emitter current including IR. Since the injected

holes from emitter IpE are usually much higher than InE in an efficient emitter, InE

can be neglected in (A.14). IpE and IR are both functions of VBE but with different

exponential factors. By replacing (A.9) and (A.13) in (A.14), δ can be expressed

approximately as:

δ ≈ 1

1 +
WBWdepNB
τdepDBni

· exp(−qVBE
2kT

)
, (A.15)

which remains a function of VBE . When VBE is adequately high, i.e., VBE � 2kT ,

δ can be approximated as 1, which then does not affect αF . However, when VBE

reduces and approaches 2kT or even lower, the effect of δ becomes more apparent

and starts to affect αF and eventually affects the ideal transistor behavior. This, as

discussed in Sec. 3.3, is also the reason for the reduced β at low VBE values.

Apart from the three components of the base current discussed above, there are

two negligible current components originating from the CB junction. These currents

are caused, respectively, by the holes injected into the base from the reverse biased CB

junction and by the recombination-generation current in the CB junction. However,

since the CB junction is reverse biased and has a large barrier potential, both of these
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currents are negligible compared to the other three base current components.

A.3 Temperature dependence of IS

IS is a strong function of temperature due to the temperature dependence of param-

eters involved in (A.8): n2
i , DB , and WB .

The dependence of ni to temperature is illustrated in Fig. A.2 (a) for silicon,

which can theoretically be expressed as:

n2
i (T ) = NcNv · exp(

−Eg
kT

) , (A.16)

where Eg(T ) is the energy gap between the conduction and valence band of silicon,

and Nc and Nv are the effective density of states in the conduction and valence bands.

Taking into account that Nv = 2 · (2m∗pkT/h2)1.5 and Nc = 2 · (2m∗nkT/h2)1.5, n2
i can

be expressed as [A.1]:

n2
i (T ) = 2 · (m∗pm∗n)1.5 ·

(
2πkT

h2

)3

· exp(−Eg(T )

kT
) , (A.17)

where m∗n and m∗p are, respectively, the equivalent masses of the electrons and holes,

and h is the Plank constant. The energy gap of silicon Eg(T ) = Ec(T )− Ev(T ) also

varies with temperature as illustrated in Fig. A.2 (b). It is usually modelled as a

non-linear function of temperature as [A.3]:

Eg(T ) = Eg0 −
a1T

2

T + a2
, (A.18)

where Eg0 is the bandgap energy of silicon at 0 K, which is 1.15 eV; a1 and a2 are

constants [A.3]. In the temperature range between −55 ◦C and 150 ◦C, however,

Eg(T ) and, similarly, the bandgap voltage Vg(T ) = q ·Eg(T ) can be approximated as

a linear function of temperature as:

Eg(T ) = q · Vg(T ) = q · (Vg0 − αgT ) , (A.19)

where Vg0 is the extrapolated bandgap voltage of silicon at 0 K and αg is its temper-

ature dependence.

DB in the base region is a function of hole’s mobility µp. Since at equilibrium,

diffusion and drift currents need to be equal according to the Einstein equation, DB

is then equal to µp(T ) ·kT/q. Apart from the presence of T in this equation, µp(T ) is
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Figure A.2: Temperature dependece of: (a) intrinsic carrier concentration of silicon,
ni and (b) energy gap of silicon, Eg.

also heavily temperature-dependent. The temperature dependence of µp(T ) is caused

by two main mechanisms both of which relate to the scattering of carriers. The

first mechanism, denoted as µl(T ), is phonon-scattering, which dominates the overall

scattering for T >∼ −150 ◦C and it is theoretically proportional to T−1.5. Practical

measurements, however, show the dependence of T−2.2 to T−2.4 [A.4]. For lower

temperatures T <∼ −150 ◦C, the second scattering mechanism dominates, which is

related to the coulomb-scattering of ionized dopant. This is denoted as µi(T ), which

is theoretically proportional to T+1.5. The overall µp(T ) is then has the combined

effect of the two mechanisms with counter-dependence to temperature that can be

expressed as [A.4]:

µ(T ) =

(
1

µl(T )
+

1

µi(T )

)−1

. (A.20)

µp(T ) might have a peak at a certain temperature depending on the doping level

and the counteraction of the two mechanisms in (A.20). A graphical view of µ(T )

variations is shown in Fig. A.3 (a) for different doping concentrations and for both µp

and µn. For low levels of doping concentration, the peak never happens, and the first

scattering mechanism dominates in a wider temperature range. For vertical PNPs,

since the base has low doping, µ(T ) ∼ µl(T ) can be expected for temeprtaures above

−55 ◦C.

Besides the two scattering mechanisms, there are other second-order mechanisms

that slightly affect the temperature-dependence of µ(T ). As a result of this, in prac-

tice, the empirical model for mobility is found to be more useful, which can be ex-
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Figure A.3: Temperature dependence of mobility for different doping concentrations.

pressed as:

µ(T ) = µ(Tr)

(
T

Tr

)αµp
, (A.21)

where µ(Tr) is the value of µ at an arbitrary temperature Tr and αµ is a fitting

parameter. Some works suggest more complicated models for αµ to obtain a better

fit with the empirical model to the measured µ, in which αµ is also temperature-

dependent [A.5].

WB can also change with temeprature. Although the physical width of base is

fixed, it changes as a result of change in the depletion region width in the two junc-

tions. This effect is known as early effect, and will be further discussed in Sec. A.4.2.

Considering all the temperature dependences that are discussed in this section, and

assuming a linear temperature dependence for Eg(T ), and a temperature-independent

WB , IS can be approximated as:

IS(T ) = CT η · exp
(
−qVg0
kT

)
, (A.22)

where (η) is a constant that is related to the temerpature-dependence of mobility, and

C is a fitting parameter.
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A.4 Non-idealities of the IC − VBE characteristic

A.4.1 High-level injection

The basic operation of a PNP explained in Sec. A.1 was based on the condition that

the injected minority carriers from the emitter to the base p′ are lower than the ma-

jority carrier in the base NB . When p′ > NB , high injection occurs. The consequence

of high injection is that hole and electron have a similar level of concentration in the

base, i.e., n ∼ p, allowing their values to be obtained from:

p ≈ n ≈ ni exp

(
qVBE
2kT

)
. (A.23)

The collector current of the PNP in high-injection can be expressed as:

IC ∝ ni exp

(
qVBE
2kT

)
, (A.24)

which indicates that the IC −VBE curve in high injection has a lower exponent factor

than the low injection condition. The current level at which the slope of ln(IC)

versus VBE reduces to half is called the high injection knee current IKF . This slope

reduction in IC − VBE also causes β to drop in this region since IB is not affected by

this effect. Since (A.24) occurs at relatively high levels of current (e.g., IC > 100 µA),

for the scope of this work, in which PNPs maximum bias current is ∼ 1 µA, it can

be neglected. One way to shift IKF to higher IC levels is to increase NB or decrease

NE . However, both options negatively affect the ideal operation of the transistor by

reducing its emitter injection efficiency.

The high injection of minority carriers from the base into the emitter is almost

impossible to occur since the doping level in the emitter NE is high and making it

difficult for the minority carriers from the base to reach the level of NE .

A.4.2 Base-width modulation

The physical width of the base is defined by the fabrication process. The effective

WB , however, is affected by the voltage across the EB and CB junctions, which causes

the width of their depletion regions to change.

As illustrated in Fig. A.4, WB is affected by the change in the VBC . This is known
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as the forward early effect, which can be expressed as [A.6]:

WB(VBC) = WB(VBC = 0) ·
(

1− VBC
VA

)
, (A.25)

in which VA is the early voltage measured from the VCE − IC curve, having values

of greater than 50 V in high performance BJTs. The change in WB results in three

main parameters of the BJT as described in the following:

(1) The saturation current IS is inversely proportional to WB as can be ob-

served from (A.8). The change in IS as a result of VBC change can be expressed

as:

IS(VBC) = IS(VBC = 0) ·
(

1 +
VBC
VA

)
. (A.26)

(2) The current gain β is also dependent on WB and thus on VBC . Due to

fewer recombination chances for injected carriers in a shorter base, β increases with

a decrease in VBC . The dependence of β on the variation in WB can be expressed as:

β(VBC) = β(VBC = 0) ·
(

1 +
VBC
VA

)
. (A.27)

(3) Base transit time τB can change when WB changes. τB is proportional to

W 2
B . This is a dynamic parameter of the device that defines the maximum operating

frequency of the BJT, and is of less concern in the context of its DC characteristic.

The amount of depletion region width that falls on the base or collector depends on

their relative doping concentrations. In some BiCMOS technologies, it is important to

keep β independent from the electrical condition. In these cases, to keep the WB less

dependent on VBC , a small region of the collector near the base-collector junction is

made with a lower doping concentration compared to that of the base. This can absorb

the depletion region width into the collector, thus reducing the variation in WB . In

order to avoid a high RC , the rest of the collector is then made with substantially

higher doping. In vertical PNPs, however, the collector is made from the p-substrate,

and so there is little to no control over the collector doping. It can be assumed that

the base and collector doping are at similar levels, since they are both made with

a low-doped well. As a result, the depletion region will be divided nearly equally

between the collector and the base, thus a high WB modulation, or equivalently low

VA is expected.

Similar to the forward early effect, WB is also modulated as a result of change in



A.4 Non-idealities of the IC − VBE characteristic 161

p
+ n

B

CE

WB1

V
BC1
>V

BC2
>V

BC3

WB2

WB3

p

Figure A.4: Illustration of the forward early effect. The effective WB changes due to
variation in the CB depletion region width.

the EB depletion region when VBE varies. This effect is known as the reverse early

effect. The depletion region in the forward biased EB junction is substantially smaller

compared to the reverse biased CB junction. On the other hand, since injection

efficiency in the emitter requires NB to be lower than NE , the EB depletion region

width predominantly falls in the base and thus change WB . The change in IS variation

as a result of this WB variation can be written as:

IS(VBE) = IS(VBE = 0) ·
(

1 +
VBE
VAR

)
, (A.28)

where VAR( 6= VA) is the reverse early voltage. By applying (A.28) to the ideal IC −
VBE Equation of (A.7) and rearranging it, VBE can then be expressed as:

VBE ≈
1

1− kT

qVAR

· kT
q
ln

(
IC
IS

)

≈ nF
kT

q
ln

(
IC
IS

)
, (A.29)

where nF is the non-ideality factor of the BJT. Although nF in (A.29) is a temperature-

dependent parameter, many circuit simulator define nF as a fixed value that is slightly

larger than 1 (e.g., 1.005) [A.7].
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A.5 Non-linearity of the VBE(T ) curve

The non-linearity of the VBE causes curvature in bandgap voltage references and also

non-linearity in temperature sensors. The non-linearity of VBE can be observed by

replacing the temperature dependence of IS from (A.22) in (A.7) resulting in:

IC(T ) = CT η · exp
(
q(VBE(T )− Vg0)

kT

)
. (A.30)

Equivalently, VBE can be expressed as:

VBE(T ) = Vg0 +
kT

q
ln(IC(T ))− η kT

q
ln(CT ) . (A.31)

This equation was derived from the physical properties of BJT devices and so, in

principle, it should fit into the measured results when the constants are calculated

properly. Vg0 can be replaced with its value from the bandgap of silicon, η can be

replaced with its value based on the temperature dependence of ni and µp, and C

can be replaced with its value based on AE , WB , the temperature dependence of

Vg, and the proportionality factor of NB . It has been shown that by using such

physics-driven parameters, Equation (A.31) does not perfectly fit into the measured

results of VBE [A.8],[A.9]. According to [A.10], this discrepancy originates from the

inaccurate model of the temperature charactersitic of Vg(T ), which was assumed to

linearly change with T . To solve this, Vg(T ) can be replaced with a function that

models its behavior more accurately as [A.3]:

Vg(T ) = Vg0 −
a1T

2

T + a2
, (A.32)

where a1 and a2 are constants. A second-order polynomial for Vg(T ) has also been

suggested, in which Vg(T ) is expressed as [A.10]:

Vg(T ) = a1 − a2T − a3T
2 , (A.33)

where a1 : a3 are constants, and a1 is not necessarily equal to Vg0. Applying these

models has resulted in a reduction in the discrepancy between the physics-driven

model in (A.31) and the measured results of VBE with one order of magnitude, re-

sulting in VBE errors of less than 200 µV.

With a different approach, despite the discrepancy in the measured results, it

has been shown that (A.31) can still be used to accurately model VBE under the

assumption that Vg(T ) is a linear function of temperature. This, however, required
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C, and Vg0 to be replaced with their measured values from the IC−VBE curve [A.11].

Using this method together with the empirically fitting parameters (A.33) obtained

errors within 100 µV from the VBE measurement. To obtain these fitting parameters,

(A.33) needs to first be rearranged in a way so that the fitting parameters are found

from voltage and current values as:

VBE(T ) = Vg0(1− T

Tr
)− η kT

q
ln(

T

Tr
) +

kT

q
ln(

IC(T )

IC(Tr)
)

+ Vg0
T

Tr
+
kT

q
ln(Tr) + η

kT

q
ln(

Tr
C

) , (A.34)

where Tr is an arbitrary temperature at which the IC(Tr) and VBE(Tr) are found. The

last three terms are all functions of T , which can then be lumped into (T/Tr)VBE(Tr),

further simplifying (A.34) to:

VBE(T ) = Vg0(1− T

Tr
)− η kT

q
ln(

T

Tr
) +

kT

q
ln(

IC(T )

IC(Tr)
) +

T

Tr
VBE(Tr) . (A.35)

Obtaining the exact behavior of VBE requires knowing the bias current. The bias

current can be replaced with IC(T ) = IC(Tr)(T/Tr)
m, in which m determines its

temperature dependence and IC(Tr) is its absolute value at Tr. For instance, m = 0

represents a constant current, whereas m = 1 represents a PTAT current. Replacing
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IC(T ) in (A.35) results in:

VBE(T ) = Vg0(1− T

Tr
) + (m− η)

kT

q
ln(

T

Tr
) +

T

Tr
VBE(Tr) . (A.36)

As illustrated in Fig. A.5, VBE is usually considered as the sum of two functions: a

linear function VBE,linear(T ), which primarily determines VBE , and as a non-linear

function VBE,nonlinear(T ). The linear function is a line that has a value of VBE(Tr)

at Tr, and VBE0 at 0 K, and can be expressed as:

VBE,linear(T ) = VBE0

(
1− T

Tr

)
+
T

Tr
VBE(Tr) . (A.37)

To find VBE0, the tangent of (A.36) at Tr needs to be found by taking its derivative

at Tr and then finding the point where it crosses T = 0, which is:

VBE0 = Vg0 + (η −m)
kTr
q

. (A.38)

The non-linear part of VBE is then obtained by subtracting (A.37) from (A.36) re-

sulting in:

VBE,non−linear(T ) =
k

q
(η −m)

(
T − Tr − T ln(

T

Tr
)

)
. (A.39)

One important observation from (A.39) is that VBE non-linearity depends on m.

Using m, which is larger than 1, can help to reduce the non-linearity [A.7]. Generating

currents with m > 1, however, has its own limitations in terms of circuit design.

Instead, combining two VBE that have bias currents with m = 0 and m = 1 has been

used to reduce the curvature of bandgap voltage references [A.12].

Another important observation from (A.39) is that VBE non-linearity can be as-

sumed to be a constant. When m is fixed, the non-linearity of VBE is also fixed and

does not spread with process. The assumption that η does not spread has also been

made for the spread of IS , in which the temperature dependence of IS is considered

to be process-independent.

A process-independent VBE non-linearity has a great impact on designing bandgap

voltage references and also temperature sensors. A process-independent VBE non-

linearity has been practically affirmed in many other works [A.13],[A.14] and is also

used in Chapter 4 to obtain process-insensitive temperature sensor using the same

average calibration parameters. In Chapter 5, the process-independent curvature of

the bandgap voltage reference is used in heater-assisted bandgap trimming. When
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VBE non-linearity varies with process, neither of the low-cost calibration methods

described in Chapter 4 and 5 are valid or they obtain lower accuracy.

A.6 Noise in the BJTs

A simple model for noise in a BJT is composed of three main sources: the shot noise

of the collector, base currents, and the thermal noise of the base resistance. Other

resistances, which are explained in the Sec. 3.4, also generate noise, but since they

have lower values compared to the base resistance, they are negligible. The shot

noise contribution from the base current has a power density of I2
nB = 2qIB , and

it is modelled as a current noise between the emitter and base terminals. Similarly,

the shot noise of the collector current has a power density of I2
nC = 2qIC , which is

modelled as a current noise between the collector and the emitter terminals. When

β is large (e.g., β > 10), I2
nB can be neglected compared to I2

nC . Assuming that

the PNP is diode-connected, this current will then flow through the equivalent small

signal output impedance ∼ 1/gm and create voltage noise with a power density of:

v2
n,VBE = 2qIC ·

(
1

gm

)2

=
2kT

gm
, (A.40)

where gm is the small signal transconductance of the PNP obtained from gm =

qIC/kT . In this derivation, the noise of the current source that provides the bias

current is neglected. When this bias current is also associated with the same level

of noise to I2
nC , the total output noise density in VBE is simply doubled to 4kT/gm.

The actual level of noise from the current source, however, depends on the bias circuit

and the noise of the current mirrors.

Noise from the base resistance can be expressed as V 2
nRB

= 4kTRB . This noise

is modelled as a voltage noise in series with VBE and thus will be directly added

to (A.40). When the bias current of the PNP is in the order of 1 µA or lower, the

contribution of the base resistance is negligible compared to that of I2
nC . Comparing

these two requires 4kTRB to be compared with 2kT/gm, or simply RB to be compared

with 1/2gm. Assuming IC = 1µA, 1/(2gm) = 12.5 kΩ while RB is usually in the order

of few hundred ohms. When the bias current is lower than 1 µA, 1/(2gm) increases

even further making I2
nC even more dominant.

The noise in ∆VBE can simply be obtained using (A.40) for two BJTs with col-
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Figure A.6: Simple noise model for a BJT.

lector currents IC and pIC . As a result, this noise can be expressed as:

v2
n,∆VBE = v2

n,VBE(IC) + v2
n,VBE(p·IC)

=
2kT

gm
·
(

1 +
1

p

)
. (A.41)

The low frequency noise behavior in a BJT deviates from the frequency-independent

noise model provided in (A.40) and (A.41). To obtain a precise model for the low

frequency noise, the mechanism of each current component in IB , IC and IE needs to

be considered. In most cases, however, a simple model has been found to be sufficient,

in which only the low frequency noise associated with the base current is taken into

account. Although the physical origin of low frequency noise in BJTs has not been

conclusively determined, many studies relate it to surface states [A.15], while mobility

fluctuations in the base is also suggested [A.16]. The low frequency noise of the base

current can be modelled as [A.17]:

I2
n,B(f) =

KF · IAFB
f

, (A.42)

where KF is a constant which is ∼ 2.15 × 1015, and AF is a constant between 0.9

to 1.75 [A.17]. The corner frequency can be found, at which point the frequency-

independent noise intersects with the frequency-dependent noise in (A.40). Assuming

that I2
nC is the dominant noise source for the frequency-independent noise, the corner

frequency can be expressed as fc = KF/2qI
(AF−1)
B . For typical values of KF and

AF , and assuming IC = 1µA, an fc of less than 10 Hz will be obtained.
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Summary

This thesis explores the realization of a precision temperature sensor in CMOS tech-

nology that can be produced at low costs. At the start of this work, A BJT-based

sensor in the target 0.16-µm technology could obtain inaccuracy of ±0.15◦C (3σ) in

the range from −55◦C to 125◦C. This, however, shifted between two batches without

its root cause being determined. Due to different mechanical stress, the result of this

sensor also shifted from ceramic to plastic packages. Both of these shifts could only be

corrected at the expense of more calibration, i.e., separate calibration for each batch,

and for each package type. The need to re-calibrate separate batches and differently

packaged samples made it impractical to use such a sensor as a low-cost product.

In this thesis, a sensor with higher accuracy is realized that achieves 3σ error of

±0.06◦C in the same range, while it does not require extra calibrations, and so can be

produced with lower costs. In addition, two calibration methods are proposed based

on using an on-chip heater that can help reduce the production costs of the sensor.

Finally, the circuitry of the sensor is reused to accommodate extra functionality, and

by doing so making more cost-effective use of its area.

Chapter 1 gives an introduction. It starts with a short history behind the use

of BJTs for temperature sensing, and the fact that they are still popular in CMOS

technology. It also gives a brief cost breakdown for the production of these sensors.

It then discusses, in detail, why the state-of-the-art sensor in the target CMOS tech-

nology could not be produced at low costs. Methods used in this thesis to overcome

these shortcomings are then explained.

Chapter 2 takes a step back and gives an overview of different methods for realizing

temperature sensors in CMOS technology. It discusses four different types of sensor

based on using resistors, MOSFETs, thermal-diffusivity, and BJTs. For each type of

sensor, the operating principle, examples of readout circuits, reported accuracy based

on the available literature, and calibration requirements are discussed.

Chapter 3 then focuses on BJT-based sensors, as this is the chosen method in

this thesis. It starts with simple equations that govern an ideal BJT operation. The

underlying physics behind the saturation current of BJTs, as the main determining

169
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factor of their temperature dependence and source of spread, is discussed further.

Non-ideal parameters of a BJT, such as limited β and series resistance are also dis-

cussed since they can cause additional errors to the sensor. Finally, the effects of

mechanical stress caused by different packaging on the BJTs are discussed.

Chapter 4 discusses the first implementation in this thesis, which is about an ac-

curate and process-insensitive sensor. It starts with an analysis of the error sources

of the sensor’s front-end. A proposed front-end that can deal with these errors and

the sensor’s ADC is then discussed. Measurements of this sensor over three different

batches show that it obtains state-of-the-art accuracy, while eliminates the need for

extra batch-calibration. It has been shown that the sensor’s accuracy can be repro-

duced by a one-time calibration to extract a set of global parameters together with a

single-point room temperature trim.

Chapter 5 discusses the second implementation in this thesis, which involves the

development of calibration and trimming methods based on using an on-chip heater.

These methods can help reduce the costs of producing the sensor. The first method,

heater-assisted voltage-calibration, provides a fast two-point calibration without the

need for external infrastructures except for an accurate external voltage reference. It

has been shown that this calibration method can enhance the sensor’s accuracy and

also correct shifts of plastic packaging. The second method, heater-assisted bandgap

trimming, provides an extremely low-cost trimming method that can correct BJT’s

spread without the need for accurate external references. Although the accuracy after

this trimming is not as accurate as the first calibration method, it is still beneficial for

noisy test environments, where accurate references are not available. The effectiveness

of these two methods on the sensor are verified over a wide temperature range, and

also with different packages.

Chapter 6 discusses the third implementation in this thesis, which aimed at making

cost-effective use of the sensor’s area. With a small overhead, the circuitry of the

temperature sensor is re-used to also sense external voltages and capacitances. The

result is a multi-function sensor that can sense temperature, while it can also digitize

external voltage and capacitance.

Chapter 7 concludes this thesis by listing the main findings and suggesting three

ideas for future work. Appendix A provides further reading about BJT devices.



Samenvatting

Dit proefschrift onderzoekt de realisatie van een nauwkeurige temperatuursensor in

CMOS-technologie die tegen lage kosten kan worden geproduceerd. Bij aanvang van

deze studie kon een temperatuursensor die BJT gebruikt in de 0.16-µm technologie

een nauwkeurigheid behalen aan ±0.15◦C (3σ) in het bereik van −55◦C tot 125◦C.

Dit verschoof echter tussen twee batches zonder dat de oorzaak bekend was. Het

resultaat van de sensor verschoof ook van keramische naar plastic verpakkingen van-

wege verschillende mechanische stress. Beide verschuivingen konden enkel worden

gecorrigeerd ten koste van meer kalibratie, d.w.z. afzonderlijke kalibratie voor elke

batch en voor elk pakkettype. De noodzaak om sensoren van afzonderlijke batches

en verschillende verpakkingen opnieuw te kalibreren, maakte het onpraktisch om die

sensor te gebruiken als lage kosten product.

In dit proefschrift wordt een sensor met een hogere nauwkeurigheid gerealiseerd

die in hetzelfde bereik een nauwkeurigheid van ±0.06◦C (3σ) behaalt, en tegelijkertijd

geen extra kalibraties vereist, en daarom met lagere kosten kan geproduceerd worden.

Daarnaast worden twee kalibratiemethoden voorgesteld, gebaseerd op het gebruik van

een warmtebron op een chip die meedraagt in de reductie van de productiekosten. Tot

slot wordt het circuit van de sensor hergebruikt om extra functionaliteit te bieden.

Hierdoor wordt op dit gebied ook kosten bespaard.

Hoofdstuk 1 bevat een inleiding. De inleiding geeft een kort overzicht van de

geschiedenis achter het gebruik van BJT voor temperatuurdetectie en het feit dat

deze nog steeds populair zijn in CMOS-technologie. Tevens geeft de inleiding een

korte opsomming van de productiekosten van deze sensoren. Ook wordt besproken

waarom de state-of-the-art sensor in de 0.16-µm CMOS-technologie in het verleden

niet tegen lage kosten kon worden geproduceerd. Tot slot worden de methoden die in

dit proefschrift worden gebruikt om deze tekortkomingen te verhelpen uitgelegd.

Hoofdstuk 2 geeft een overzicht van verschillende methoden die worden gebruikt

bij het realiseren van temperatuursensoren in CMOS-technologie. Het gaat in op

vier verschillende soorten sensoren op basis van het gebruik van weerstand, MOS-

FET, warmtediffusie en BJT. Voor elk type sensor wordt het volgende besproken:

werkingsprincipe, voorbeelden van readout circuits, gerapporteerde nauwkeurigheid
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op basis van de beschikbare literatuur en kalibratie eisen.

Hoofdstuk 3 richt zich op BJT-gebaseerde sensoren, aangezien dit de gekozen

methode is in dit proefschrift. Het begint met eenvoudige vergelijkingen die een ideale

BJT-bewerking bepalen. Tevens wordt de onderliggende fysica achter de saturation-

current van BJT besproken, omdat het de belangrijkste bepalende factor van hun

verspreiding is. Ook worden niet-ideale parameters van een BJT besproken, zoals de

serie weerstand en β, aangezien deze extra fouten aan de sensor kunnen veroorzaken.

Ten slotte worden de effecten van mechanische stress die veroorzaakt worden door

verschillende verpakkingen op de BJT besproken.

Hoofdstuk 4 bespreekt de eerste implementatie, die gaat over een nauwkeurige en

procesongevoelige sensor. Het begint met een analyse over de error-sources van de

front-end van de sensor. Daarna wordt een voorgesteld front-end die met deze fouten

kan omgaan besproken en de ADC van de sensor. Metingen over drie verschillende

batches van deze sensor laten zien dat deze het meest nauwkeurige is, terwijl er geen

extra batch-kalibratie nodig is. Het is aangetoond dat de nauwkeurigheid van de

sensor kan worden gereproduceerd door een eenmalige kalibratie, samen met een één-

punt kamertemperatuur trim.

Hoofdstuk 5 bespreekt de tweede implementatie, die de ontwikkeling van kali-

bratie en trimmethodes omvat op basis van het gebruik van een warmtebron op een

chip. Deze methoden kunnen de productiekosten van de sensor reduceren. De eerste

methode, heater-assisted voltage calibration, zorgt voor een snelle twee-punt kalibratie

zonder dat externe infrastructuren nodig zijn, behalve een nauwkeurige externe volt-

age referentie. Het is aangetoond dat deze kalibratiemethode de nauwkeurigheid van

de sensor kan verbeteren en daarnaast verschuivingen van plastic verpakkingen kan

corrigeren. De tweede methode, heater-assisted bandgap trim, biedt een extreem goed-

kope trimmethode die de spreiding van BJT kan corrigeren zonder dat nauwkeurige ex-

terne referenties nodig zijn. Hoewel de nauwkeurigheid na dit trim niet zo nauwkeurig

is als bij de eerste methode, is het toch gunstig voor testomgevingen met veel ruis,

waar nauwkeurige referenties niet beschikbaar zijn. De effectiviteit van deze twee

methoden op de sensor wordt geverifieerd over een breed temperatuurbereik, en ook

met verschillende pakketten.

Hoofdstuk 6 bespreekt de derde implementatie in dit proefschrift, die gericht was

op het kosteneffectief gebruiken van het sensorgebied. Het circuit van de temper-

atuursensor hergebruikt om ook externe voltages en capaciteiten te detecteren. Het

resultaat is een multifunctionele sensor die de temperatuur kan meten, terwijl hij ook

externe voltage en capaciteit kan digitaliseren.

Hoofdstuk 7 besluit dit proefschrift met een opsomming van de belangrijkste bevin-

dingen en drie suggesties voor toekomstig werk. Bijlage A biedt meer informatie over

BJT-apparaten.
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