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1
Introduction

For Earth Observation (EO) missions, a stable and well controllable platform is needed. In Very Low Earth
Orbits (VLEO) this is more challenging since the disturbances are higher. The Stable and Highly Accurate
Pointing Earth-imager (SHAPE) is an Earth observation mission in VLEO with a large momentum wheel to
stabilize the spacecraft against the external disturbances (Kuiper and Dolkens, 2016). The wheel stabilizes
two of the three axes of the spacecraft. For the other axis, a magnetorquer system is proposed which addi-
tionally has to provide the control of the spacecraft.

To design the magnetorquer control system some earlier set requirements have to be met. The most im-
portant ones are the pointing accuracy of at least 1°, stability of 5.5 mrad/s or better, and a dipole moment
for each magnetorquer of 0.5 Am2 (Kuiper and Dolkens, 2016; Ju, 2017). To meet these requirements, a mag-
netorquer will be designed and an attitude control loop will be developed, both optimized for SHAPE.

This thesis will start with a short introduction of SHAPE and the previously set requirements in chapter 2.
The objective of this thesis will be presented here as well. In chapters 3 and 4 the magnetorquer will be mod-
eled and designed. Then the orbital details will be discussed in chapter 5, followed by the attitude control
loop in chapters 6 and 7. Finally, the conclusions and recommendations are in chapter 8.
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2
Research Objective

The Stable and Highly Accurate Pointing Earth-imager (SHAPE) is an Earth observation mission in VLEO with
a huge momentum wheel to stabilize the spacecraft against the external disturbances. The spacecraft consist
of two 3-unit CubeSat modules (10 x 10 x 30 cm) on both sides of the momentum wheel as shown in fig-
ure 2.1. One of these modules contains the payload, a high spatial resolution camera, and the other module
will contain all other subsystems, such as the magnetorquers for attitude control, the battery and the on-
board computer. The spacecraft will fly at an altitude of 380-230 km during its lifetime of about 200 days and
will have a noon-midnight Sun-synchronous orbit (SSO).

To keep the spacecraft orientation within the set limits an active control system is needed next to the mo-
mentum wheel, especially for the axis that is not stabilized by the wheel. A magnetorquer control system
is proposed as active control system and some requirements were set for this system. A set of key attitude
system requirements can be found in table 2.1 and a set of the magnetorquer requirements can be found in
table 2.2, these were predefined by Kuiper and Dolkens (2016), and Ju (2017). The most important ones are the
pointing accuracy of at least 1°, stability of 5.5 mrad/s or better, and dipole moment for each magnetorquer
of at least 0.5 Am2. With this, a research object is formulated as follows:

To come to a feasible magnetorquer control system for SHAPE, by designing a magnetorquer with a dipole
moment of at least 0.5 Am2 and an attitude control loop that achieves a pointing accuracy of at least 1°

and attitude stability of 5.5 mrad/s or better.

Figure 2.1: The SHAPE concept (Kuiper and Dolkens, 2016)

In this thesis a bottom-up approach will be used to come to a magnetorquer control system. First a magne-
torquer will be designed, and then the control loop with only magnetorquer control next to the momentum
wheel. The structure of the core of this thesis can be found in figure 2.2.
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4 2. Research Objective

Table 2.1: Attitude system requirements (Kuiper and Dolkens, 2016; Ju, 2017)

Code Requirement Rationale

S.1 The system shall have a pointing accuracy better
than 1.0°

Targeting, small overlapping coverage and technol-
ogy demonstration

S.2 The system shall have an attitude stability better
than 5.5 mrad/s (target), 3.8 mrad/s (desired)

Image quality requirement

S.3 The system shall operate between 380 to 230 km al-
titude

Minimal lifetime of 6 months and payload resolu-
tion

S.4 The system shall be in a noon/midnight SSO Power requirement and payload requirement of
wavelength of 450-650 nm

S.5 The system shall have a peak power of 11 W during
non-mission operation modes

Allocated power budget

S.6 The system shall have a peak power of 6 W during
mission operation modes

Allocated power budget

S.7 The system shall have no single point of failure

S.8 The attitude control system shall not have a mass of
more than 800 g

Allocated mass budget

Table 2.2: Magnetorquer requirements (Ju, 2017)

Code Requirement Rationale

M.1 The magnetorquers shall be able to provide a nom-
inal dipole moment of at least 0.5 Am2

Expected maximum torque in nominal mode

M.2 The magnetorquers shall have a resolution better
than <TBD> mAm2 on all axes

TBD to be resolved after in-depth nominal mode
control analysis

M.3 The magnetorquers shall have a residual magnetic
moment lower than 2 mAm2

To be updated after in-depth nominal mode control
analysis

M.4 The magnetorquers shall have a peak dipole mo-
ment of at least 0.85 Am2 (1.7 times nominal value)

Expected maximum torque near end of life

Now that the research objective is formed, some research questions can be created. The main research ques-
tion will be:

Is it feasible to design a magnetorquer control system for SHAPE?

The sub-questions can be divided into two categories: the magnetorquer, and the control algorithm.

Magnetorquer sub-questions:

• What is a magnetorquer?

• How to design a magnetorquer?

• What are the performances of the magnetorquer?

• Are the requirements for the magnetorquer met?

Attitude control algorithm sub-questions:

• What attitude control algorithms exist that use only magnetorquers?

• How to design a control algorithm?

• What are the performances of the control loop?

• Are the requirements met for the attitude control loop?
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Figure 2.2: Thesis Breakdown





3
Magnetorquer Model

A magnetorquer is an actuator for the attitude control in spacecraft. It generates a magnetic dipole moment
that interacts with the geomagnetic field to generate a torque to control the orientation of the spacecraft. The
part of a magnetorquer that generates the magnetic dipole moment is a coil, where the amount of current
regulates the strength of the dipole moment. The higher current, the higher the dipole moment. This coil
is also called a solenoid, which will be used throughout the remainder of this report. To amplify the dipole
moment a core can be implemented in the solenoid. This core is often a rod made from a ferromagnetic ma-
terial, such as steel, nickel-iron alloys, or cobalt-iron alloys. Ferromagnetic materials are magnetized when
in a magnetic field and will hold and amplify this field. Thus, when the external field is removed the rod will
remain partially magnetized. This remaining magnetization is part of the hysteresis effect of these materials.
A hysteresis curve can show what the remaining field is and what it takes to get it back to zero.

In this chapter, the different parts of the magnetorquer will be discussed separately. The chapter will start
with listing the parameters that have to be taken into account when designing a magnetorquer, and their
challenges in section 3.1. In section 3.2, the solenoid will be discussed and two models will be presented for
which a trade-off will be done to find the most suitable model. Finally, the core will be discussed in section 3.3
where a model for the hysteresis curve is presented and verified for different materials. In figure 3.1 the struc-
ture for this chapter on the magnetorquer model is shown.

Figure 3.1: Diagram for magnetorquer design

7



8 3. Magnetorquer Model

3.1. Parameters and Challenges
First, the design parameters of the magnetorquers will be discussed. All these parameters will have their own
uncertainties which should be taken into account when designing a magnetorquer. Next to the parameters
of the magnetorquer itself, there are some external parameters which should be taken into account when
designing a magnetorquer.

Parameters
The design parameters for the magnetorquers are as follows:

• Dimensions:

– Diameter of the wire

– Diameter of the coil

– Length of coil

• Power loss due to coil resistance

• Maximum amount of current (that can be handled by the wire)

• Core material

• Mass

• Magnetic dipole moment

Next to these parameters there are some external parameters that should be taken into account, the following
parameters were found:

• Geomagnetic field

• Temperature

• Orbit

• Position of the three magnetorquers relative to each other after mounting

Challenges
The fact that magnetorquers interact with the geomagnetic field causes certain challenges in the their usage.
The system is non-linear, time-varying and the control torque is always perpendicular to the geomagnetic
field vector, so it is not possible to provide three independent control torques at every time instant (Wis-
niewski and Blanke, 1996; Wang and Shtessel, 1998; Lovera and Astolfi, 2004; Silani and Lovera, 2005). For the
implementation it is possible to use the assumption of periodicity of the geomagnetic field along the orbit,
but this is only correct to a first order approximation and it can cause problems in designing a control loop
(Wertz, 1978; Lovera and Astolfi, 2004; Silani and Lovera, 2005).

Shortly summarizing, the challenges are:

• Non-linearity

• Time-varying

• Control torque is always perpendicular to the geomagnetic field vector

• It is not possible to provide three independent control torques at every time instant

• Approximate periodicity of the geomagnetic field along the orbit
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3.2. Solenoids
The solenoid, the coil that will be wrapped around the core and generates the magnetic field, is the base
for the magnetorquer. Two models for the solenoid will be presented here. The first model is "Summation
of elemental loops" and is discussed in section 3.2.1, the second model is "Superposition of Semi-Infinite
Solenoids" and is discussed in section 3.2.2. These two models will be compared in section 3.2.3, where a
trade-off will be done to find the best model for the final magnetorquer design.

3.2.1. Summation of Elemental Loops
The first method used to create the solenoid model is "Summation of elemental loops" (Montgomery, 1969).
The axial and radial components of the magnetic field of an elemental loop can be calculated by equa-
tions (3.1) and (3.2), respectively.

Hz (z,r ) = 2I

10a

[
1[

(1+ r /a)2 + (z/a)2
]1/2

]{
K

(
φ

)+ 1− (r /a)2 − (z/a)2

[1− (r /a)]2 + (z/a)2 E
(
φ

)}
(3.1)

Hr (z,r ) = 2I

10a

( z

r

)[
1[

(1+ r /a)2 + (z/a)2
]1/2

]{
−K

(
φ

)+ 1+ (r /a)2 + (z/a)2

[1− (r /a)]2 + (z/a)2 E
(
φ

)}
(3.2)

k =
[

4(r /a)

(1+ r /a)2 + (z/a)2

]1/2

= si n
(
φ

)
(3.3)

Where H is the magnetic field in Oersteds, I is loop current in Amperes, a is the radius of the loop in centime-
ters, r is the radial distance from the loop in centimeters, z is the axial distance from the loop in centimeters,
K

(
φ

)
and E

(
φ

)
are the complete elliptic integrals of the first and second kinds, with φ as defined in equa-

tion (3.3). As can be seen, the units are not the standard units that are currently used. To convert this to more
standard units the first terms in the equations of the magnetic field can be converted from 2I

10a to I
2πa , since

Oersted is 1
4π·10−3 Ampere per meter and centimeter is 10−2 meter.

For r = 0, equations (3.1) and (3.2) are not valid, so an offset is given such that r = 0 becomes r = 1 ·10−12. In
this way, equations (3.1) and (3.2) can determine the value very close to r = 0, which then will be treated as
the value at r = 0.

To be able to sum the elemental loops to a create a solenoid, the coordinates for each loop have to be trans-
lated to one central coordinate system with the origin at the center of the solenoid, since each loop will have
its origin at the center of that loop itself. This will be done with equation (3.4).

z = Z − ((
l /2−dwi r ei ns /2

)− (
j −1

)
dwi r ei ns

)
(3.4)

Where z is the axial distance in the coordinate system of each elemental loop itself, Z is the axial distance
in the central coordinate system, l is the length of the solenoid, dwi r ei ns is the wire diameter including the
insulation around the bare wire, j is the number of the wire going from 1 to N , where N is the total number
of loops.

After calculating the magnetic field vector components for each loop in the central coordinate system, the
vectors are summed together to find the total magnetic field in both the axial and radial direction.

3.2.2. Superposition of Semi-Infinite Solenoids
The second method to create the solenoid model is "Superposition of semi-infinite solenoids" (Brown and
Flax, 1964). In this method the magnetic field components of a finite solenoid are calculated by superposition
of four semi-infinite solenoids with zero inner radius (Brown and Flax, 1964). In figure 3.2 the four semi-
infinite solenoids that form the finite solenoid are shown. The curved arrows indicate the direction of the
current circulation. Also, note that each semi-infinite solenoid has its own coordinate system (Brown and
Flax, 1964).
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Figure 3.2: Four semi-infinite solenoids that create a finite solenoid (Brown and Flax, 1964)

The magnetic field components can be calculated by superposition of the magnetic field components of the
four semi-infinite solenoids. This is done by equation (3.5), which can be used for both the axial and radial
component.

H = H1 −H2 +H3 −H4 (3.5)

Where the numbers refer to the numbers in figure 3.2. This equation is made non-dimensional by dividing
by the current density J and the inner radius s, which becomes equation (3.6).

H

J s
= H1

J s
− H2

J s
+ H3

J s
− H4

J s
(3.6)

The radii of the semi-infinite solenoids will be called b1, b2, b3, b4. Where b3 = b4 = s and b1 = b2 =αs. With
this equation (3.6) becomes equation (3.7).

H

J s
= αH1

Jb1
− αH2

Jb2
+ H3

Jb4
− H4

Jb4
(3.7)

Denoting the non-dimensional expressions like H1
Jb1

as h1, etc. gives equation (3.8). Where h1, etc. are the
non-dimensional magnetic field components of the four semi-infinite solenoids.

H

J s
=αh1 −αh2 +h3 −h4 (3.8)

To make the radial and axial coordinates non-dimensional, they are expressed in terms of the radius of the
semi-infinite solenoid as a unit of measurement. All the semi-infinite solenoids have their own coordinate
systems with the origin at the center of the end face, which means a field point will have different coordinates
with respect to each of the semi-infinite solenoids. This can be seen in figure 3.2 and equation (3.8) will
become equation (3.9), where the field point coordinates are explicitly noted.

H

J s
=αh (r1, z1)−αh (r2, z2)+h (r3, z3)−h (r4, z4) (3.9)

Where the unit of measurement for r1 and z1 is b1, for r3 and z3 is b3, etc. For the MATLAB model this is
solved by equation (3.10).

r = R./b =
[

r1 r2 r3 r4

]
./

[
αs αs s s

]
z = Z./b =

[
z1 l + z2 l + z3 z4

]
./

[
αs αs s s

] (3.10)
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The field components will be calculated by numerically integrating equations (3.11) and (3.12).

hr (r, z) ≡ Hr

Jb
= 1

2π

∫ π

0
F cosθdθ+ 1

2π

∫ π

0
r cos2θ sinh−1

 1− r cosθ(
z2 + r 2 sin2θ

) 1
2

dθ (3.11)

hz (r, z) ≡ Hz

Jb
= 1

2π

−z
∫ π

0
ln

2(1− r cosθ+F )

|z|+ (
z2 + r 2

) 1
2

dθ+ zr 2
∫ π

0

sin2θ(
1+ r 2 −2r cosθ

)
F

dθ


+ 1

2π

{
r z

|z|
∫ π

0
sinθ tan−1

[
(1− r cosθ) |z|

r sinθF

]
dθ+ π

2
(1− r +|1− r |)

} (3.12)

Where F = (
z2 + r 2 +1−2r cosθ

) 1
2 .

The second integral in hr is indeterminate for z = 0, so this point should be either avoided by an offset or
integrated by parts analytically to avoid difficulties in the MATLAB model (Brown and Flax, 1964). In the
MATLAB model an offset of 1 · 10−7 is given if z = 0. For smaller values MATLAB cannot determine all the
numerical integrals.

The field components have to be calculated for each field point and for each semi-infinite solenoid. This
takes a substantial time, since it is performing five numerical integrations each time.

To find the dimensional magnetic field equation (3.13) is used for both the axial and radial components.

H = H

J s
· J · s (3.13)

"The semi-infinite solenoid is defined as an axially symmetric, uniform, azimuthal current density" (Brown
and Flax, 1964). This means that it is defined as a current sheet, which has a different cross-sectional area as
wounded wires. To account for this a correction factor is found in equation (3.14).

Awi r e = x · Asheet

N ·π ·
(

dwi r e

2

)2

= x ·dwi r ei ns · l ,

l = dwi r ei ns ·N , dwi r ei ns = 1.06 ·dwi r e

⇒ N ·d 2
wi r e ·

π

4
= x ·1.062 ·d 2

wi r e ·N

⇒ x = π

4 ·1.062

(3.14)

Implementing this factor in the magnetic field equation gives equation (3.15).

H = H

J s
· J · s · x (3.15)
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3.2.3. Comparison and Trade-off

The models have a magnetic field as shown in figure 3.3, the magnetic field for "Summation of loops" is
shown, but the other aforementioned model looks the same. The two models are compared to each other,
in terms of magnetic field magnitude, and calculation time. The models are compared by subtracting the
"Superposition of semi-infinite solenoids" from the "Summation of Loops", and by taking this as a percentage
of the "Summation of Loops", as well.

Figure 3.3: Magnetic field from a solenoid, calculated with the "Summation of loops’ model.

In figure 3.4, the differences in value and percentage are shown. The models are within 1.0% from each other,
the areas where higher percentages are visible around the edges of the solenoids. This is expected since those
areas have computational singularities. For example, in the "Superposition of semi-infinite solenoids" an
offset was given to the ends of the solenoid, because the equations are singular there. In the figures the wires
are whited out, since the data there is large varying. This is caused by the modeling of the wires, "Summation
of loops" sees single wires, where "Superposition of semi-infinite solenoids" sees a current sheet.

The main other difference between the models is the calculation time. The ’Superposition of semi-infinite
solenoids’ takes about 70 times longer than the "Summation of loops". The main issue in "Superposition of
semi-infinite solenoids" is that it executes five integrals for each of the four semi-infinite solenoid per grid
point. While in the other model only the elliptical integrals are recalculated per grid point.

One of the models will be used for the final magnetorquer model. Since the models only differ by 1.0% or
less, which is acceptable for this application, the model with the shortest computation time will be used. This
means the "Summation of loops" will be used in the final model.
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Figure 3.4: Comparison of the magnetic field magnitude, in the top figure the error in magnitude is shown, in the bottom figure in
percentage.
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3.3. Core Model
The core is an important part of the magnetorquer since it will increase the maximum magnetic induction
significantly. But it also has some other side effects like hysteresis. A hysteresis model will be discussed here.

For the core there are some important material properties that will be used for creating the hysteresis model
and will determine what materials are suitable. In figure 3.5 a hysteresis loop is shown with the important
points. The points are as follows:

a) Saturation (Hs ,Bs ); This is the magnetic field strength where the maximum magnetic induction is reached.

b) Retentivity (Br ); This is the amount of magnetic induction that remains when the magnetic field strength
is reduced to zero from saturation.

c) Coercivity (Hc ); This is the magnetic field strength that is needed to reduce the magnetic induction to
zero.

d) Saturation in the other direction.

e) Retentivity in the other direction.

f) Coercivity in the other direction.

Figure 3.5: Hysteresis loop with important points, (ElectricalEngineering123, 2016)(edited)

3.3.1. Hysteresis Model
There are several models that present a method to simulate the hysteresis curve of a material. However, most
of these methods make use of measurement data that needs to be measured for the material that is going to
be used, and this data is also not readily available. Since no measurements can be performed, and a general
model is desired, most of these methods are discarded. The method "Mathematical Model of Major Hysteresis
Loop and Transient Magnetizations" (Milovanovic and Koprivica, 2015) will be used and implemented in this
magnetorquer model. It used measurement data in the paper as well, but the method is explained in such a
way that there is a way to work around the need of measurement data. First, the major hysteresis loop and
the initial magnetization curve will be discussed, then the minor loops.
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Figure 3.6: Major hysteresis loop. The red line is the descending trajectory, the blue line is the ascending trajectory, and the black
dashed line is the saturation level

Major Hysteresis Loop
First the major hysteresis loop has to be modeled, this is done by an arctangent model that is represented in
equation (3.16). Where the + sign is for the descending trajectory and the − sign for the ascending trajectory.

B = a arctan[b (H ±d)]+ cH (3.16)

The parameters a, b, c, and d are expressions using the key magnetic properties of the material, and are pre-
sented in equation (3.17). Bs is the magnetic induction at saturation, Br is the remanent magnetic induction,
Hc is the coercive magnetic field, and Hs is the saturation magnetic field.

a = 2Bs

π
b =

tan
[
πBr
2Bs

]
Hc

c = Bs − 2
πBs arctan[b (Hs +Hc )]

Hs
d = Hc (3.17)

In figure 3.6 the major hysteresis loop is shown with the values from the paper (Milovanovic and Koprivica,
2015); Bs = 1.71T, Br = 1.19T, Hc = 29A/m, and Hs = 500A/m. In this graph, the blue line represents the
descending trajectory and the red line represents the ascending trajectory, the black dashed lines represent
the magnetic induction saturation values. This loop is now symmetrical, while a real loop is only partially
symmetrical. The positive part of the descending curve and the negative part of the ascending curve will have
different parameters, which can be determined by shifting the ascending curve of the measured major loop
horizontally to the point (Hc ,0). A new value for the remanence will be found, Br f , the so called fictitious
remanence, which has a lower value than the remanence Br . The new pair of equations can be found in
equation (3.18). Since the measured curve is not available, this part will be done differently and explained
later.

B =±a arctan[b (±H +d)]+ cH

B =±a1 arctan[b1 (±H −d1)]+ c1H
(3.18)
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Initial Magnetization Curve
The next step is the initial magnetization curve. This is the line that will be followed when for the first time a
magnetic field is applied and the core is not magnetized yet. In equation (3.19) the expression is given for the
initial magnetization, which again uses an arctangent model, like the major loop. The parameters a2, b2, c2,
and kmax can be determined by equation (3.20), here the parameters a, b, and c come from equation (3.17)
and k has a value between 0.3kmax and 0.7kmax (Milovanovic and Koprivica, 2015).

Bi ni t = B +k
d 2B

d H 2 B = a2 arctan(b2H)+ c2H (3.19)

a2 = a b2 = b

2
c2 = 2c kmax = a2b2 + c2

2a2b3
2

(3.20)

Correction on Major Hysteresis Loop and Initial Magnetization Curve
Above, it was mentioned that the hysteresis loop is not supposed to be symmetrical and that one part can be
found by using a measured loop. Since this measured loop is not available, a different method is used to find
the parameters of this part of the loop. This method will use an optimization on the major loop area. The
parameters a2, b2, and c2 will be optimization parameters, kmax will change such that the slope of the initial
magnetization near zero will be representing the initial permeability:

kmax = a2b2 + c2 − fk ·µi

2a2b3
2

(3.21)

where µi is the initial permeability, and fk is an optimization factor to make it fit. A new value for the rema-
nence will be used, Br f , the fictitious remanence. The initial value will be the magnetic induction of the initial
magnetization curve at Hc , and a optimization factor f will be used to find a fitting value. The optimization
is outlined as follows:

min
a2,b2,c2, f , f k

Ar ea
(
a2,b2,c2, f , f k

)
Subject to: Ba −Bd ≤ 0

Ba −Bi ni t ≤ 0

Bi ni t −Bd ≤ 0

max(Bi ni t /H)/(1.3µmax )−1 ≤ 0

(0.7µmax )/max(Bi ni t /H)−1 ≤ 0

(Bi ni t /H)@0.002T /(1.3µi )−1 ≤ 0

(0.7µi )/(Bi ni t /H)@0.002T −1 ≤ 0

0.9a ≤ a2 ≤ 1.1a

0.7
b

2
≤ b2 ≤ 1.1

b

2
2c ≤ c2 ≤ 6 ·2c

0.1 ≤ f ≤ 5

0.1 ≤ fk ≤ 2

With initial conditions: a2 = a, b2 = b
2 , c2 = 2c, f = 1.6, fk = 0.9.

The new major hysteresis loop with the initial magnetization curve are shown in figure 3.7. A flowchart of
these calculations can be found in figure 3.8.
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Figure 3.7: Major hysteresis loop and initial magnetization curve. The dashed lines are the symmetric major loop parts, as in figure 3.6,
the solid lines are the new major loop lines. The cyan line is the initial magnetization curve.

Figure 3.8: Flowchart about the calculations of the major hysteresis loop and initial magnetization curve
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Minor Loops

The minor loops are constructed by shifting the major loop. The expressions used to model them can be
found in equation (3.22). The expressions on the left side are for the ascending part of the loop, and on the
right side the expressions are for the descending part can be found. Here Ba (H) is the ascending part of the
major loop as in equation (3.18), Br eva and Br evd are the values of the magnetic induction at the reversal
magnetic field Hr ev , Bd (H) is the descending part of the major loop, and β is a parameter which can be
determined by fitting to the measured results. Since these measured results are not available and some other
criteria are given in the paper (Milovanovic and Koprivica, 2015), these other criteria will be used to determine
β. To calculate β, the shift is to the initial magnetization curve at P1 (−H1,−B1), where H1 = Hr ev and B1 =
Bi ni t (H1). Once shifted, a β has to be found that makes the curve pass through point P2 (H1,B1). This will
create the symmetrical minor loop, since point P1 and P2 are the tips of this minor loop. A series of minor
loops are shown in figure 3.9 and a flowchart for the ascending part is shown in figure 3.10.

BM a = Ba (H)− s1 − s2

s1 = smaxa

(
Ba (H)−Bs

Br eva −Bs

)(1+βBd (H))

smaxa = Br eva −Br evd

s2 = |Br evd −Br evi |

BMd = Bd (H)− s1 + s2

s1 = smaxd

(
Bd (H)+Bs

Br evd +Bs

)(1−βBa (H))

smaxd = Br eva −Br evd

s2 = |Br eva −Br evi |

(3.22)

Figure 3.9: Major loop, and minor loops for Hr ev =−10,−25,−50,−100,−200

The accuracy of the MATLAB simulation can be checked by comparing the loop area with the measured value
from the paper (Milovanovic and Koprivica, 2015). The measured loop area is 247.418, in the MATLAB sim-
ulation a value of 238.361 is found. This is 3.7% less than the measured value. In the paper a value of -2.1%
is reached, but here the parameters are modified to fit the measured curve. A value of -6.87% is found before
modifying the parameters to fit the measured curve. This shows that the simulation produces acceptable
results, without the use of any measured curves.
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Figure 3.10: Flowchart about the calculation of the FORCs and minor loops
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3.3.2. Core Materials
There are two main types of magnetic materials; hard magnetic and soft magnetic materials. Hard magnetic
materials have a high retentivity and high hysteresis losses. Soft magnetic materials have lower retentivity
and lower hysteresis losses. Soft magnetic materials are easily magnetized and demagnetized. Hard mag-
netic materials retain there magnetization and are not easily demagnetized.

Soft magnetic materials are the preferred core materials since they have a lower hysteresis loss. Criteria to
take into account when looking for a suitable magnetic material, are;

• High initial permeability, µi

• High maximum permeability, µmax

• High saturation value, Bsat

• Low coercivity, Hc

• Low retentivity, Br

• High resistivity

• Low density

Common materials for small magnetorquers are iron and permalloy (a nickel-iron alloy). However, there
are more magnetic materials to choose from. In table 3.1 different materials are shown with their magnetic
properties. Most of the data in this table comes from McLyman (2004).

Table 3.1: Magnetic material properties

Property µi µmax Bsat Hc Br Hsat Resistivity Density

Material Tesla A/m Tesla A/m Ohm-m kg/m2

4% Silicon-Iron 1500 17647 1.60 41.38 1.51 127.32 47e-3 7670

45 Permalloy + 4000 12732 0.54 9.00 0.28 100.00 45e-3 8170

Hipernik 4500 62500 1.47 11.74 1.41 43.77 50e-4 8250

78 Permalloy 8000 48000 0.84 3.98 0.66 79.58 16e-3 8600

4-79 Mo-Permolloy 20000 117500 0.77 2.39 0.62 13.53 55e-3 8720

Supermalloy 100000 222222 0.73 0.64 0.24 12.73 60e-3 8770

3.3.3. Core Model Verification
Verification of the core model, mainly the hysteresis curve, is an important step. If the model does not rep-
resent a real curve, it is useless. Some reference curves can be found in books and papers (McLyman, 2004;
Permalloy materials (YFN-45), 2007). These reference curves will be compared to the outcome of the model.
The materials from table 3.1 will be used for the verification. These materials are chosen as possible good
core materials, so this is not a general verification, but a case specific one.

In figure 3.11 the hysteresis curves from the model and the reference curves will be compared. The magenta
curve is from the model, the cyan curve is the initial magnetization curve, and the blue curve is the reference
curve.

As can be seen from the figures, not all materials have good results. The three materials that do show good
results are: 45 Permalloy, 78 Permalloy, and 4-79 Mo-Permalloy. These three materials will be used in the
next chapter to optimize the magnetorquer for each material, and to choose one of these as recommended
magnetorquer. This result also cause to do a second iteration on the hysteresis model, which will be dis-
cussed in section 3.3.4. The results from this second iteration will then be used for another magnetorquer
size optimization to see if the same material is still recommended, or that an other material is better.
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(a) Hysteresis curve verification for Silicon Iron (b) Hysteresis curve verification for 45 Permalloy

(c) Hysteresis curve verification for Hipernik (d) Hysteresis curve verification for 78 Permalloy

(e) Hysteresis curve verification for 4-79 Mo-Permalloy (f) Hysteresis curve verification for Supermalloy

Figure 3.11: Hysteresis curve verification. The magenta curve is from the model, the cyan curve is the initial magnetization curve, and
the blue curve is the reference curve.
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3.3.4. Second Iteration on Hysteresis Model
This second iteration of the hysteresis model is done after the reference curves were found. With these curves,
the model described in the paper (Milovanovic and Koprivica, 2015) can be followed better than done previ-
ously.

For the major hysteresis curve the value for Br f can be found by shifting the reference curve horizontally
to the point (Hc ,0), like described earlier in section 3.3.1. In figure 3.12, the major loop (and initial curve) are
shown for the model from the paper. To check if the result is the same as in the paper, the area within the
major curve can be compared. According to the paper the area between the dotted blue lines has to be 194.46
and between the solid magenta lines 230.41 (Milovanovic and Koprivica, 2015). This is true for this figure, so
this proves that the major loop model produces the same results as in the paper.

Figure 3.12: Hysteresis curve for the model from Milovanovic and Koprivica (2015)

For the initial magnetization curve the value for kmax can be taken as in equation (3.20), instead of equa-
tion (3.21). According to the paper the value for k is between 0.3kmax and 0.7kmax , but this together with
the other parameters (a2, b2, c2) did not work for most materials. To solve this, some criteria were set such
that the initial curve will always within the major curve and ends at the saturation values (Hs ,Bs ). This was
formulated into a minimization problem where the error in the endpoint will be minimized, and is outlined
as follows:

min
a2,b2,c2, f , fk

eend
(
a2,b2,c2, fk

)
Subject to: Ba −Bd ≤ 0

Ba −Bi ni t ≤ 0

Bi ni t −Bd ≤ 0

(Bi ni t /H)@0.002T /(1.3µi )−1 ≤ 0

(0.7µi )/(Bi ni t /H)@0.002T −1 ≤ 0

0.8a ≤ a2 ≤ 1.1a

0.2
b

2
≤ b2 ≤ 2

b

2
0.5 ·2c ≤ c2 ≤ 10 ·2c

0.3 ≤ fk ≤ 1.0

With initial conditions: a2 = a, b2 = b
2 , c2 = 2c, fk = 0.7.
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In figure 3.13, the new hysteresis curves are shown together with the reference curves. For 78 Permalloy
the fit was not good, so the parameters were tweaked by hand to make a better fit. The parameters a, b, c, a1,
b1, and c1 were tweaked, since they define the shape of the hysteresis curve. The new values can be found in
table 3.2. The result of tweaking the parameters is shown in figure 3.14. This shows that with this method a
good first approximation of the hysteresis curve can be formed and that with some tweaking a better fitting
curve can be created.

(a) New hysteresis curve verification for Silicon Iron (b) New hysteresis curve verification for 45 Permalloy

(c) New hysteresis curve verification for Hipernik (d) New hysteresis curve verification for 78 Permalloy

(e) New hysteresis curve verification for 4-79 Mo-Permalloy (f) New hysteresis curve verification for Supermalloy

Figure 3.13: New hysteresis curve verification
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Table 3.2: Tweaked parameters for 78 Permalloy

a = 0.9a a1 = 0.8a1

b = 1.1b b1 = 1.2b1

c = 11.3c c1 = 10.8c1

(a) New hysteresis curve verification for 78 Permalloy (b) Tweaked new hysteresis curve verification for 78 Permalloy

Figure 3.14: Comparison of the initial new hysteresis curve for 78 Permalloy with one where the parameters were tweaked such that the
curve would fit the reference curve better.



4
Magnetorquer Design

In this chapter the final magnetorquer design will be presented. The magnetorquer will be optimized to have
minimum mass, be within the dimension limits, and still produce the required magnetic dipole moment. Af-
ter this optimization, a sensitivity analysis will be performed to see what the influence is from the different
design parameters on the mass, volume, magnetic dipole moment, and power.

First, an uncertainty budget for the magnetorquer is made in section 4.1. Then the power calculations are
shown in section 4.2. The optimization of the magnetorquer with the different core materials will be done
in section 4.3 and the sensitivity analysis in section 4.4. Finally, the final magnetorquer will be discussed in
section 4.5.

4.1. Uncertainty Budget
The uncertainties in the magnetorquer design and its surrounding are of importance for the performance
of the magnetorquer and whether it can meet up with the requirements or not. Therefore, an uncertainty
budget is made to have an overview of all the uncertainties that have to be taken into account for the final
magnetorquer model.

4.1.1. Dimension
There are always uncertainties in the manufacturing. The wire and insulation can be a bit thicker or thinner.
For the (bare) wire, the tolerance increases with thickness. These tolerances can be found in table 4.1.

Table 4.1: Tolerances on the bare wire (Elektrisola, 2015)

Nominal bare wire diameter Tolerance

mm mm

0.071 - 0.224 ± 0.003

0.236 - 0.355 ± 0.004

0.400 - 0.500 ± 0.005

The enamel coating around the wire (as insulation) also has tolerances. In table 4.2 a short overview of some
wire thicknesses is shown, a full table is available from (Elektrisola, 2015).

4.1.2. Material Properties
The material properties of both the wire and the core have uncertainties. Starting with the thermal coefficient
of resistance for the copper wire in table 4.3.

The core material properties, as shown earlier in table 3.1, can be found in books and papers, but are un-

25
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Table 4.2: Minimum and maximum thickness summary on grade 1 enamelled copper wire (Elektrisola, 2015)

Nominal bare wire diameter Minimum diameter Maximum diameter

mm mm mm

0.071 0.078 0.084

0.095 0.103 0.111

0.118 0.128 0.136

0.140 0.151 0.160

0.190 0.204 0.216

0.250 0.267 0.281

0.335 0.255 0.372

0.450 0.472 0.491

0.500 0.524 0.544

Table 4.3: Temperature coefficient of resistance for a copper wire

Temperature coefficient in 10−3 per °C

Minimum Nominal Maximum

3.900 3.930 4.300

fortunately not always the same everywhere. For some values it has shown that they can differ up to 6 times,
but most of the time is 30% or less. These big differences mainly happen in the permeability, in for exam-
ple the coercivity the uncertainty is usually around 5% or less, and the density is usually within 0.3%. These
uncertainties have been taken into account already in the hysteresis curve correction in section 3.3.1.

4.1.3. Environment
The environment in which the magnetorquers have to function, is important for their performance. The
temperature of the environment is the main factor here. Generic electronics have a typical operating tem-
perature range between -20 and +70 °C (Parolis and Pinter-Krainer, 1996), so this range will be used in the
coming sensitivity analysis.
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4.2. Power Calculations
The magnetorquer is allowed to use a maximum amount of power, which is given in the requirements. There
are two components that will contribute to the power consumption, the solenoid and the core. The solenoid
will contribute directly by drawing current from the system and has resistance in the wire, and the core con-
tributes by having hysteresis loss.

Solenoid
The solenoid is basically a wire turned into a coil, so it can be treated as a wire with a certain length and
diameter. The power can be calculated by equation (4.1).

P = I 2R

I = V

R

R = ρl

A

(4.1)

Where P is the power in W, I is the current in A, V is the voltage in V, R is the resistance inΩ, ρ is the resistivity
of the wire material inΩ/m, l is the length of the wire in m, and A is the cross-sectional area of the wire in m2.
When using a copper wire the resistivity is 1.71 ·10−8 Ω/m (Elektrisola, 2015).

The resistance of the wire is temperature sensitive, and can be determined by equation (4.2). The thermal
coefficient, αT , is specified in table 4.3, R is the resistance as specified in equation (4.1), T is the wire temper-
ature, and Ta is the ambient temperature.

RT = R (1+αT (T −Ta)) (4.2)

With this, the power from the wire becomes:

Pwi r e = I 2RT (4.3)

Core
The hysteresis loss of the core is the enclosed area of the hysteresis loop. This can be determined by the
integral in equation (4.4), but will be evaluated numerically in Matlab.

Ph =
∫

HdB (4.4)

Total Power
The total power of the magnetorquer is determined by equation (4.5).

Ptot al = Pwi r e +Ph (4.5)
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4.3. Optimization
In this section, the magnetorquer will be optimized for the SHAPE mission such that it will meet the require-
ments. The most important requirements for optimizing the size of the magnetorquer are the magnetic dipole
moment and maximum dimensions. The optimization will minimize the mass of the magnetorquer. There
are two iterations since the second iteration on the hysteresis curve added optional materials and changed
the curves slightly.

4.3.1. First Iteration
For the optimization a constraint minimization will be performed. The design parameters are on the length,
wire diameter, core diameter, current, and number of layers of wire. The constraints are on the current, power,
magnetic dipole moment, magnetic field, and dimensions. The minimization is as follows:

min
l ,dwi r e ,di ,Ii n ,nN

M ass (l ,dwi r e ,di , Ii n ,nN )

Subject to: Ii n/Imaxwi r e −1 ≤ 0

Puse /Pr eq −1 ≤ 0

mr eq /muse −1 ≤ 0

Huse /Hal lowed −1 ≤ 0

10 ·10−3 ≤ l ≤ 100 ·10−3

0.07874 ·10−3 ≤ dwi r e ≤ 0.5 ·10−3

5 ·10−3 ≤ di ≤ 50 ·10−3

1 ·10−5 ≤ Ii n ≤ 0.1

1 ≤ nN ≤ 2

Where M ass is the total mass of the magnetorquer, l is the length of the magnetorquer, dwi r e is the wire di-
ameter, di is the inner diameter (core diameter) of the magnetorquer, nN is the number of layers of wire. The
wire diameter determines the maximum current, Imaxwi r e , that can be used for a certain wire diameter. The
current, Ii n , is a design parameter. Puse is the power when Ii n is used, Pr eq is the maximum power defined by
the requirements. mr eq is the peak dipole moment from the requirements, muse is the dipole moment that is
generated by the design parameters. Huse is the magnetic field that is generated with the design parameters,
Hal lowed is the maximum magnetic field allowed to stay in a good region in the hysteresis curve.

The optimization is done by the MATLAB function fmincon. The algorithm was set to ’active-set’, the op-
timization results can be found in table 4.5, with the initial guess given in table 4.4. All the results are local
minimums, so there are other solutions possible.

Table 4.4: Initial guess of the magnetorquer size to start the optimization

Design parameter l [m] dwi r e [m] di [m] Ii n [A] nN [-] Mass [kg]

Value 0.074 8 ·10−5 0.0057 0.001 1 0.0161

Table 4.5: Optimized magnetorquer size for one layer of wire

Material l [mm] dwi r e [mm] di [mm] Ii n [mA] nN [-] Mass [g] Volume [cm3]

45 Permalloy 18.7 0.07874 9.59 2.44 1 11.3 1.397

78 Permalloy 13.7 0.1018 11.2 2.29 1 12.0 1.408

4-79 Mo-Permalloy 42.9 0.07874 6.4 0.7 1 12.5 1.460
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4.3.2. Second Iteration
After the second iteration on the hysteresis curve, a new size optimization is required since the curves are
available for more materials now and some of the curves changed slightly. With this, the process described
above for the size optimization stays the about the same. The boundary for the maximum length of the mag-
netorquer was changed from 100 mm to 80 mm. The dimensions of the CubeSat are 100 x 100 x 300 mm so the
maximum length of the magnetorquer has to be less than 100 mm to fit in the CubeSat. Further, some crucial
mistakes in the MATLAB code have been solved, which explained the slightly unrealistic sizes from the first
iteration. One other note, the results from the optimization are in ideal circumstances, like a solenoid with
windings perfectly tight next to each other.

Knowing this, only the results of the new size optimizations are shown in table 4.6. The column with nN [−]
has been left out, since this was 1 for all the materials, and a column with the power is added. As can be seen
in table 4.6 the power of all magnetorquers is extremely low compared to magnetorquers that are available
right now. A magnetorquer from Hyperion that generates a nominal dipole moment of 0.5 Am2 has a power
consumption of 270 mW (MTQ400, 2018). This is a much higher number than the designed magnetorquers,
so the power consumption results are unreliable. Considering the values might be wrong, the consumption
relative to each other will most likely not change.

Table 4.6: Optimized magnetorquer size for one layer of wire using the second iteration hysteresis curves

Material l [mm] dwi r e [mm] di [mm] Ii n [mA] Mass [g] Volume [cm3] Power [mW]

4% Silicon Iron 48.1 0.0788 5.0 8.1 7.6 1.00883 2.9

45 Permalloy 30.2 0.0862 11.1 4.3 24.5 3.0186 0.7819

Hipernik 50.1 0.2382 32.5 0.38 350 42.723 0.0012735

78 Permalloy 15.5 0.1787 12.3 3.8 16.5 1.9545 0.048469

4-79 Mo-Permalloy 14.2 0.4631 12.9 4.0 18.1 2.1642 0.0102166

Supermalloy 11.0 0.1276 15.7 0.60 19.1 2.1982 0.0038175
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4.4. Sensitivity Analysis
In this section, a sensitivity analysis will be done on the final magnetorquer model. This analysis will show
what the influence is from the design parameters on the generated dipole moment, power, mass, and volume.
For this analysis, the optimized models for the different materials will be used and the design parameters var-
ied one by one by a certain percentage. The percentages will be -10%, -5%, 0%, +5%, +10%. Next, there will
be a thermal analysis for the operating temperature range found in section 4.1.3.

The first design parameter to be varied is the magnetorquer length, then the wire diameter, followed by the
core diameter, and the current. The number of layers of wire will not be varied since this will always be a
round number. In section 4.4.1 the result of the first iteration materials are shown, and in section 4.4.2 the
second iteration results. A short general analysis follows below.

Sensitivity with Magnetorquer Length
If the magnetorquer length increases then the mass, volume, magnetic dipole moment, and power increase as
well. For mass and volume, there is a direct relation between them. For the magnetic dipole moment, an in-
crease in length means a longer wire that generates a higher magnetic field and thus a higher magnetic dipole
moment; however, this also means a higher volume, which results in a higher magnetic dipole moment, as
well. For the power, an increase in length means a longer wire which means an increase in resistance, and an
increase in power.

Sensitivity with Wire Diameter
An increase in wire diameter means a increase mass and volume, and a decrease in the magnetic dipole
moment and power. For the magnetic dipole moment, an increase of the wire diameter means a decrease
in the number of loops in the solenoid, which will generate a lower magnetic field and thus a lower dipole
moment. For the power, an increase in wire diameter means a lower resistance, so a decrease in power, since
the power is proportional to 1

r 2 .

Sensitivity with Core Diameter
If the core diameter is increased, then the mass, volume, magnetic dipole moment, and power will increase.
For mass and volume the relation is clear. For the magnetic dipole moment, and increase in core diameter
means a larger solenoid which will generate a higher magnetic field, and a larger volume, which both will
increase the magnetic dipole moment. For the power an increase in core diameter means a longer wire,
which means a higher resistance and thus an increase in power.

Sensitivity with Current
The change in current does not influence the mass and volume of the magnetorquer. An increase in current
means an increase in magnetic dipole moment and power. For the magnetic dipole moment, an increase
in current means a higher magnetic field is generated by the solenoid, so the magnetic dipole moment will
increase. For the power, an increase in current obviously increases the power, since the power is proportional
to I 2.
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4.4.1. First Iteration
In figures 4.1 to 4.4 the sensitivity of the design parameters on the mass, volume, magnetic dipole moment,
and power is shown for the first iteration materials.

Figure 4.1: Sensitivity with the magnetorquer length

Figure 4.2: Sensitivity with the wire diameter
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Figure 4.3: Sensitivity with the core diameter

Figure 4.4: Sensitivity with the current
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Thermal sensitivity
The thermal sensitivity of the magnetorquer is mainly due to the resistance of the wire that changes with
temperature. So, this means the power used by the magnetorquer and the maximum allowed current through
the wire varies with temperature. In figure 4.5, the sensitivity of the magnetorquer with temperature is shown,
and both the power and maximum allowed current through the wire are plotted. As can be seen, in a lower
operating temperature the power used will be less, for the same used current and generated magnetic dipole
moment. Also, if the initial power usage is lower, it seems less sensitive to temperature than higher amounts
of power. In the plot with the current, the solid line represents the maximum allowed current through the
wire, and the dashed lines represent the current needed from the optimization. The needed current never
exceeds the maximum allowed current through the wire, as can be seen in the figure.

Figure 4.5: Sensitivity of power and current with temperature. In current plot, solid line is maximum allowed current through wire, and
dashed line is the current needed from the optimization.

The thermal coefficient of the wire has some uncertainties as well, see table 4.3. The previous analyses were
done with the nominal value, the following analysis will be done to show the sensitivity to a different thermal
coefficient. In figure 4.6 the sensitivity of the thermal coefficient is shown for the temperature range, since
the effect of the thermal coefficient is related to the temperature difference between the temperature of the
wire and the ambient temperature (see equation (4.2)). As can be seen in the figures, the differences between
the minimum and maximum value of the thermal coefficient over the temperature range are very small. The
maximum difference in figure 4.6 is 1.6% for 45 Permalloy. This means that a slightly different value for the
thermal coefficient will not significantly affect the magnetorquer performances.
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Figure 4.6: Sensitivity of power and current with temperature and thermal coefficient. The blue solid line with triangles is the nominal
value, the red dashed line with pluses is the minimum value, and the green dash-dot line with crosses is the maximum value for the

thermal coefficient.
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4.4.2. Second Iteration
After the second iteration on the hysteresis curve, a new size optimization has been performed, so a second
iteration of the sensitivity analysis is done. This is done the same way as before, but with all the materials
from the second iteration. The results are shown in figures 4.8 to 4.10 and 4.12.

Figure 4.7: Sensitivity with the magnetorquer length

Figure 4.8: Sensitivity with the wire diameter
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Figure 4.9: Sensitivity with the core diameter

Figure 4.10: Sensitivity with the current
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Figure 4.11: Sensitivity of power and current with temperature. In current plot, solid line is maximum allowed current through wire, and
dashed line is the current needed from the optimization.

Figure 4.12: Sensitivity of power and current with temperature and thermal coefficient. The solid line with triangles is the nominal
value, the dashed line with pluses is the minimum value, and the dash-dot line with crosses is the maximum value for the thermal

coefficient.



38 4. Magnetorquer Design

4.5. Final Magnetorquer
The final magnetorquer will be chosen from the results presented in the optimization and sensitivity analysis.
Table 4.5 and table 4.6 and the graphs of the sensitivity analysis show which magnetorquer is the lightest,
smallest, and uses the least amount of power, for both the first iteration and second iteration. The final
magnetorquer will be chosen from the second iteration.

4.5.1. First Iteration
The lightest magnetorquer has a core made of 45 Permalloy, this has the smallest volume as well. The least
power is used by the magnetorquer with a core of 4-79 Mo-Permalloy.

Figure 4.13 show the different materials when plotted mass against power and volume against power. The
values are normalized to the lightest material (45 Permalloy) such that a good comparison can be made.
From these figures, the optimal material would be 4-79 Mo-Permalloy (79Ni in the figures) since this one has
the shortest distance to the origin, so the balance between mass/volume and power is the best.

Figure 4.13: Mass against power and volume against power, normalized to 45 Permalloy, to find the best core material

So, if the lightest and smallest magnetorquer is preferred, than a magnetorquer with a 45 Permalloy (45Ni)
core is the best. If power is the driving requirement then 4-79 Mo-Permalloy (79Ni) is the best option. If both
have to be minimized, 4-79 Mo-Permalloy is the best option. All options meet the requirements, but 4-79
Mo-Permalloy is chosen as the best core material for this application.
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4.5.2. Second Iteration
More materials were available after the second iteration of the hysteresis curve. The results from the second
iteration of the size optimization gave different results, and with these extra materials, an other material
might be better than the one found previously. In figure 4.14 on the left, the materials are plotted with their
mass against their power. According to this figure, the best balanced materials are 78 Permalloy (78Ni), 4-79
Mo-Permalloy (79Ni), and Supermalloy. Zooming in on these materials give the figure on the right. Here,
it shows that 4-79 Mo-Permalloy (79Ni) is the best balanced material. If the lightest material is required,
the best choice is 4% Silicon Iron (4SiFe). If the least power consuming material is needed, the best choice
would be Hipernik. Although, Hipernik has a very high mass, so a better choice for low power is Supermalloy.
The recommended material is 4-79 Mo-Permalloy, which is the same as in the first iteration even after all
alterations. The final magnetorquer with a 4-79 Mo-Permalloy core will have the following dimensions: 14.2
mm in length and 12.9 mm in diameter, and will have a mass of 18.1 g.

Figure 4.14: Mass against power to find the best core material for the second iteration. On the left, all materials. On right, zoomed in on
the best balanced materials.





5
Orbital Details

In this chapter, the orbital details for the SHAPE mission will be discussed. First, the orbit and orbital position
of the spacecraft has to be know. Once the orbital position is know, the geomagnetic field vector for the
position can be found, which will be used later in the control loop. There are multiple reference frames used
in this chapter so these will be explained first in section 5.1. The orbital model will be described in section 5.2,
and the geomagnetic field in section 5.3.

5.1. Reference Frames
Calculations for spacecraft often use different reference frames. Here the reference frames that will be used
in this thesis will be briefly explained.

ECI Earth-Centered Inertial Reference Frame; The origin is at the center of mass of the Earth, the XY-plane
is the equatorial plane. The positive X-axis is pointed to the vernal equinox, Υ, the positive Z-axis is
pointed the north pole, and the Y-axis completes the right-handed system.

ECEF Earth-Centered, Earth-Fixed Reference Frame; The origin is at the geographic center of the Earth, the
XY-plane is the the equatorial. The X-axis is pointed to the crossing of the equator and the prime merid-
ian in Greenwich. Here the 0° latitude and 0° longitude are defined. The Z-axis is pointed in the direc-
tion of 90° latitude and 0° longitude, and the Y-axis completes the right-handed system.

LLA Latitude, Longitude, and Altitude geodetic coordinates, are a special case in the ECEF reference frame.
Instead of x, y, and z, here the coordinates are expressed in latitude, longitude, and altitude.

LVLH Local Vertical Local Horizontal, an orbital reference frame with the origin in the center of mass of the
spacecraft. The x-axis points in the direction of flight, the z-axis in the nadir direction (towards Earth),
and the y-axis completes the right-handed system, perpendicular to the orbital plane.

Body Reference frame of the spacecraft, with the origin in the center of mass of the spacecraft, and the axis
are aligned with the principal axes of the spacecraft.

Table 5.1: Conversion function in MATLAB between Reference Frames

Reference
Frames

MATLAB function

ECI → ECEF dcm = dcmeci 2ece f (′I AU − 2000/2006′, [year,month,d ay,hour,mi nutes, second s]),
x y zEC EF = dcm · x y zEC I

ECI → LLA l l a = eci 2l l a([x, y, z], [year,month,d ay,hour,mi nutes, second s])

41
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5.2. Orbital Model
The orbital position of the spacecraft is important for the simulation of the attitude control with magnetor-
quers, since the magnetorquers interact with the geomagnetic field to generate the actuation torque. The
geomagnetic field is different on any orbital position, so it is important to simulate the orbit of the spacecraft
and find the magnetic field vectors on each position. The disturbances that are experienced in the orbit are
of importance for the attitude control of the spacecraft, since these will disturb the desired attitude.

5.2.1. Basic Orbital Model
A first basic orbit simulation is made in the Earth-Centered Inertial Reference Frame (ECI). The x, y , and z
position of the spacecraft can be determined by equation (5.1) (Montenbruck and Gill, 2001).


x

y

z

= r


cosu cosΩ− sinu cos i sinΩ

cosu sinΩ+ sinu cos i cosΩ

sinu sin i

 (5.1)

With u = ω+ν the argument of latitude, ω is the argument of perigee, ν is the true anomaly, r is the radial
distance,Ω is the right ascension of ascending node (RAAN), and i is the inclination of the orbit.

The orbit of SHAPE is a noon-midnight SSO, with a start altitude of 380km. The orbit is assumed to be circu-
lar. The radial distance, r , in the equations above will therefore be the semi-major axis, a, of the orbit, which
is the altitude plus the mean radius of the Earth. The inclination of the orbit is about 97°, and the RAAN is
dependent on the start date and time.

To propagate the initial position in time, the mean anomaly will be propagated in time with equation (5.2)
(Montenbruck and Gill, 2001). Where the initial value is denoted as M0, n is the mean motion, µ is the grav-
itational parameter of Earth, and t is the propagation time. The mean anomaly will be assumed to be the
same as the true anomaly for use in equation (5.1).

M = M0 +n · t n =
√

µ

a3 (5.2)

5.2.2. Atmospheric Drag
Due to the low orbit, the atmospheric drag is the largest contributor to orbital decay. The density of the atmo-
sphere however is effected greatly by the solar activity. The density can be estimated by using the 2001 United
States Naval Research Laboratory Mass Spectrometer and Incoherent Scatter Radar Exosphere (NRLMSISE00)
model (Picone et al., 2002). MATLAB has a function that uses this model, called atmosnrlmsise00, which will
be used to determine the total mass density for the orbit model. This function requires to input the 10.7cm
solar radio flux data and the magnetic activity index, which are available at the National Centers for Environ-
mental Information (NCEI) for Environmental Information (n.d.). The code that will be used for retrieving
this data and computing the averages is written by Ju (2017). This code will retrieve data from the archive
that runs from 1932 till 2017. For data from 2017 till 2030, predicted data is available, which can be retrieved
from the NCEI. This data is predicted per month. To have it per day, the data will be interpolated with a spline
interpolation, like Ju (2017) did. The predicted data is available in three percentile levels, 5%, 50%, and 95%.

The 95% percentile will be used for the calculation, since this will represent the worst case. Once the density
is found the change in semi-major axis can be determined by using equation (5.3) (Larson and Wertz, 1999),
which is the change per revolution, and where CD is the drag coefficient, which is assumed to be CD = 2.2
(Larson and Wertz, 1999), A is the cross-sectional area, ρ is the total mass density of the atmosphere, a is the
semi-major axis, and m is the total mass of the spacecraft.

∆ar ev = −2πCD Aρa2

m
(5.3)
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5.2.3. J2 Effect
The Earth is not a perfect sphere, but slightly flattened with a bulge at the equator. This flattening has an effect
on the orbit, namely on the RAAN and argument of perigee. Since a circular orbit is assumed, the argument
of perigee is assumed to be constant as well. The change in the RAAN will be determined by equation (5.4)
(Larson and Wertz, 1999), where J2 is the J2 effect parameter, J2 = 0.00108263, and Re is the equatorial radius
of Earth, Re = 6378.137km.

Ω̇=−1.5n J2

(
Re

a

)2

cos i
(
1−e2)−2 =−1.5n J2

(
Re

a

)2

cos i , since e = 0 (5.4)

5.2.4. Final Orbit Model
The final orbit model consists of the basic model plus the atmospheric drag and J2 effect, since these are
the main disturbances on the very low Earth orbit. This model can predict the orbit from 1932 until 2030,
given any start date and time in this period of time. It will propagate until the spacecraft is below an altitude
of 230km and give the time it will take to reach that from the original altitude, in this case 380km. Or, if
preferred, it can propagate for a certain time or number of orbits.
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5.3. Geomagnetic Field
The geomagnetic field is the magnetic field generated by the Earth. This field will be used to orientate the
spacecraft with the magnetorquers. The magnetorquers will "push off" of this field to generate the torque to
re-orientate the spacecraft. For simulations, the value of the geomagnetic field can be found via a MATLAB
function. This will be further discussed in section 5.3.1. The values of the geomagnetic field are dependent
on the orbit of the spacecraft, so in section 5.3.2, a short analysis is done to see how much it will change if one
of the orbital parameters changes slightly.

5.3.1. MATLAB function igrfmagm
The geomagnetic field at each orbital position can be determined by the MATLAB function igrfmagm. This
function uses the International Geomagnetic Reference Field (IGRF) 12th generation model from Interna-
tional Association of Geomagnetism and Aeronomy (IAGA) (Thébault et al., 2015; NOAA, 2010) and asks for
the location and time stamp as inputs. The location has to be entered in latitude, longitude, and altitude. The
time has to be entered in decimal year. The output is a the magnetic field vector, with an overall uncertainty
in the geomagnetic field of about 10 nT rms (NOAA, 2010).

The determination of the geomagnetic field will work together with the orbit model presented in section 5.2.
Figure 5.1 shows two orbits with the geomagnetic field vectors on some orbital positions with the starting
point on the equator at the first of January 2018, at 11:00:00.

Figure 5.1: Two orbits with geomagnetic field vectors, starting on the equator at the first of January 2018, at 11:00:00.00.

5.3.2. Sensitivity of the Geomagnetic Field with Changes in Orbital Parameters
The initial orbital parameters are mentioned earlier in section 5.2, but an overview is given in table 5.2. These
parameters can be slightly altered to find out how much the geomagnetic field will change over the course of
a few orbits (two in this case).

Table 5.2: Initial Orbital Parameters for SHAPE. h is altitude, i is inclination, e is eccentricity, ω is argument of perigee, ν is true
anomaly, andΩ is right ascension of ascending node.

h [km] i [°] e [-] ω [°] ν [°] Ω [°]

380 97 0 0 0.0209 100.8
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The altitude will be changed by 10 km, the inclination, argument of perigee, and RAAN by 1°, both posi-
tive and negative. The true anomaly was left out of this analysis since the argument of perigee and the true
anomaly are added to form the argument of latitude used in equation (5.1), and contribute equally, so they
will produce the exact same results.

For every change, the maximum absolute difference over two orbits is given in table 5.3 for the x, y, and z
components of the geomagnetic field, together with what percentage that is from the original magnetic field
on that position. A few figures (figures 5.3 and 5.4 are included that show how the orbit changes with a change
in one orbital parameter.

Table 5.3: Maximum absolute differences in the x, y, and z components of the geomagnetic field, between the original orbit and the
altered one.

Parameter x [nT] y [nT] z [nT] x [%] y [%] z [%]

h +10km 148.1 73.86 242.7 0.5246 0.5880 0.4575

h −10km 149.2 74.43 244.2 0.5284 0.5925 0.4604

i +1° 1.165 ·103 645.5 416.6 50.16 15.21 0.8452

i −1° 1.295 ·103 820.3 401.6 57.03 19.33 0.8147

ω+1° 1.690 ·103 1.078 ·103 1.243 ·103 35.67 25.41 17.58

ω−1° 1.704 ·103 1.043 ·103 1.240 ·103 35.97 9.651 17.54

Ω+1° 210.6 197.1 245.8 4.446 4.642 1.640

Ω−1° 211.4 196.0 252.2 4.462 4.618 1.683

In table 5.3, the largest absolute differences appear in the argument of perigee. These largest differences are
around the south pole. But the z-component has some big differences around the equator, as shown in fig-
ure 5.2a.

The largest percentage difference appears in the inclination. For the inclination the largest difference is at
the south pole, as well, as can be seen in figure 5.2b. This is the place where the orbit deviates the most from
the original orbit, so a larger deviation in geomagnetic field is expected. A larger difference is expected at the
north pole as well, but the difference here is smaller than at the south pole.

(a) Difference in geomagnetic field for an increased argument of perigee. (b) Difference in geomagnetic field for an increased inclination.

Figure 5.2: Difference in geomagnetic field over two orbits for increased inclination and increased argument of perigee, both by 1°.
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Figure 5.3: Two orbits with geomagnetic field vectors. The red line with green arrows is the original, the magenta line with cyan arrows
is altered by increasing the inclination by 1°. With as start date the first of January 2018, at 11:00:00.

Figure 5.4: Two orbits with geomagnetic field vectors. The red line with green arrows is the original, the magenta line with cyan arrows
is altered by decreasing the argument of perigee by 1°. With as start date the first of January 2018, at 11:00:00.
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5.3.3. Polar Substorms
At higher latitudes the geomagnetic field becomes more unstable. This is due to the connection of the upper
polar atmosphere and the outer magnetosphere by the geomagnetic field lines. There appears to be an al-
most continuous acceleration of charged particles near the boundary of the inner and outer magnetosphere
(Akasofu, 1968). Some of these particles are able to penetrate deep into the polar upper atmosphere and in-
teract with the atoms and molecules. This interaction can cause various phenomena.

Magentospheric storms and substorms can be caused by intense solar flares. During a solar flare, a solar
plasma cloud is ejected and generates a shock wave in interplanetary plasma. When the shock wave and
plasma cloud interact with the magnetosphere, it begins a magnetospheric storm. This storm is marked by
the sudden compression of the magnetosphere by the shock wave and high pressure region behind the shock,
which is followed by successive occurrences of explosive processes within the magnetosphere. The individual
explosive processes typically last for one to three hours, and are called magnetospheric substorms (Akasofu,
1968). If multiple substorms happen shortly after each other, they enforce the disturbances and it can be
called a magnetospheric storm.

The geomagnetic field is disturbed by motions of the energetic particles that appear during the substorms.
The main type of energetic particles are protons. The motions of these protons can generate electric currents,
resulting in magnetic disturbances. The magnetosphere communicates to the ionosphere and creates elec-
tric currents there, which results in ionospheric substorms. Especially, a concentrated electric current, called
an auroral electrojet, can cause intense geomagnetic disturbances (Akasofu, 1968).

These phenomena happen in the auroral oval, which spreads over latitudes from approximately 60° to 80°,
depending on the time of the day. In figure 5.5 the auroral oval is shown. This oval is the zone with the high-
est activity, and thus disturbances. With this knowledge, the use of magnetorquers in this highly-disturbed
region would not be recommended.

Figure 5.5: Auroral oval determined by Feldstein and the outer boundary of the trapping region (Akasofu, 1968).





6
Attitude Control Loop Model

In this chapter, the attitude control loop model with only magnetorquers next to the big momentum wheel
will be discussed. First, the attitude control system will be shortly introduced in section 6.1. Then, a short
literature study will be performed on existing attitude control algorithms, which use only magnetorquers, in
section 6.2. Finally, the chosen control algorithm will be presented in section 6.4, including initial results with
this model.

6.1. Attitude Control System
The attitude system of SHAPE consists of the huge momentum wheel and three magnetorquers. The mo-
mentum wheel will provide gyroscopic stability for two of the three axis, namely the roll and yaw axis. For
the third axis (the pitch axis) the magnetorquers will be used to keep it stable. The magnetorquers are not
only their for the pitch stability, but they will also be used to de-tumble the spacecraft before spinning up the
momentum wheel.

6.2. Existing Magnetic Attitude Control Algorithms
Magnetic attitude control is studied since the beginning of spaceflight, but only recently more extensive
research is done. Magnetic control has some challenges, since it is non-linear, time-varying, and under-
actuated. Especially the under-actuation gives problems in most algorithms used for 3-axis attitude control.
Several control algorithms are developed for magnetic control namely, Linear Quadratic Regulator (LQR) (Psi-
aki, 2001; Lovera et al., 2002; Silani and Lovera, 2005; Ju, 2017), H2 and H∞ (Wiśniewski and Stoustrup, 2001,
2004; Silani and Lovera, 2005), predictive control (Silani and Lovera, 2005), feedback controller (Silani and
Lovera, 2005; Lovera and Astolfi, 2004; Luo and Zhou, 2017), Proportional-Derivative (PD) controller (Silani
and Lovera, 2005; Torczynski et al., 2010; Sugimura et al., 2016; Xia et al., 2016), projection based (Pulecchi
et al., 2010), guidance control (Miranda, 2012), nonlinear quaternion feedback law (Reyhanoglu et al., 2009),
and some more. The PD controller is a commonly-used controller for 3-axis attitude control, since it is one
of the least computationally-intensive control approaches, so there are PD-based controllers developed for
magnetic control as well. The LQR has multiple approaches, like constant gain, infinite horizon and finite
horizon, asymptotic periodic, and periodic optimal control.

In a previous thesis on the momentum wheel of SHAPE, an infinite horizon LQR approach was used for anal-
ysis (Ju, 2017). This however, due to the momentum wheel and stability requirements for the algorithm, uses
several different reference frames, which require a lot of transformations that have to kept track of very care-
fully to make sure everything is calculated in the right reference frame. For this reason, it was decided to
not use the LQR. The PD controllers found in the papers above were not reaching the 1° accuracy, so these are
discarded as well. The nonlinear quaternion feedback law has shown that it can converge to values within the
range of the requirements for both accuracy and stability. Others mentioned above did not provide enough
information about the accuracy and stability that can be reached to consider them as a suitable algorithm.
This lead to the choice of using the nonlinear quaternion feedback law as starting point for the magnetic
attitude control loop.

49
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6.3. Kinematic and Dynamic Equations
The kinematic and dynamic equation of the spacecraft are crucial for the development of a control loop. For
SHAPE, these equations will be derived here, starting with the kinematic equations in section 6.3.1, followed
by the dynamic equations in section 6.3.2.

6.3.1. Kinematic Differential Equation
The kinematic differential equation gives the time-dependent relative orientation of one reference frame with
respect to another reference frame. The kinematic equation when using Euler angles can be found in equa-
tion (6.1), with quaternions in equation (6.2).

θ̇1

θ̇2

θ̇3

= 1

cosθ2


cosθ2 sinθ1 sinθ2 cosθ1 sinθ2

0 cosθ1 cosθ2 −sinθ1 cosθ2

0 sinθ1 cosθ1



ω1

ω2

ω3

 (6.1)

Where θi , i = 1,2,3 are the angles between the same axes of the different reference frames, and ωi , i = 1,2,3
the different angular rates.

q̇ = 1

2
Qv

(
q
)
ωr (6.2)

with
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[
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]T
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Where qi are the different quaternions representing the differences between the reference frames. The rota-
tion matrix C is defined in equation (6.3).

C = (
q2

4 −qT
v qv

)
I +2qv qT

v −2q4q̃v (6.3)

If p is any parameter, then the skew-symmetric matrix p̃ is in equation (6.4).

p̃ =


0 −p3 p2

p3 0 −p1

−p2 p1 0

 (6.4)

6.3.2. Dynamic Equation
The dynamic equation is usually as in equation (6.5), but to include the gyroscopic term from the momentum
wheel it becomes equation (6.6).

Jω̇=−ω× Jω+τ+Td (6.5)

Jω̇=−ω× [Jω+ Jwν]+τ+Td (6.6)

Where J is a 3× 3 matrix with the moments of inertia of the whole spacecraft, Jw is a 3× 3 matrix with the
moments of inertia of the momentum wheel, ν is the angular velocity of the momentum wheel, τ is the con-
trol torque generated by the magnetorquers, and Td contains all the disturbance torques; gravity gradient-,
aerodynamic-, and residual magnetic field torque.

Moments of Inertia
The moments of inertia for both the whole spacecraft and just the momentum wheel have to be determined.
The moments of inertia can be calculated as follow in equation (6.7).

Jx = m

12

(
y2 + z2)+md 2

x , Jy = m

12

(
x2 + z2)+md 2

y , Jz = m

12

(
x2 + y2)+md 2

z (6.7)
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Where Ji , i = x, y, z are the principal moments of inertia, m is the mass, x, y, z are the dimensions along those
axes, di , i = x, y, z is the perpendicular distance from the center of element to the mentioned axis.

SHAPE consists of two 3Us and the momentum wheel. The units are 30× 10× 10cm, the wheel has a di-
ameter of 16cm and a thickness of 1cm, and there is 5cm between a 3U and the wheel. The total mass of the
spacecraft is 8kg and the mass of the wheel is 570g (Ju, 2017). This gives the following moments of inertia
matrices, shown in equation (6.8).

J =


0.095 0 0

0 0.064 0

0 0 0.145

 [kg m2], Jw =


0.0012 0 0

0 0.0024 0

0 0 0.0012

 [kg m2] (6.8)

The principal moments of inertia in equation (6.8), are used for the development of the control loop, but for
a more realistic analysis, the products of inertia should be included. The products of inertia will account for
spin axis offset, the misalignment, and unequal mass distribution. It will be assumed that they are approxi-
mately 10% of the principal inertia, which will yield equation (6.9).

J =


0.095 0.010 0.006

0.010 0.064 0.015

0.006 0.015 0.145

 (6.9)

Disturbance Torques
The three largest contributors of disturbance torques in VLEO will be taken into account; gravity gradient
torque (Tg g ), aerodynamic torque (Ta), and residual magnetic field torque (Tm). In equations (6.10) to (6.12)
the equations for the disturbance torques are given (Larson and Wertz, 1999).

Tg g = 3n2cz × Jcz (6.10)

Ta = 1

2
ρCD AV2 (

uv ×scp
)

(6.11)

Tm = Mr es ×B (6.12)

Where cz is the z column from the rotation matrix C , uv is the unit vector in velocity direction, scp is the
vector distance from center of mass to center of pressure with maxscp = 7cm, mr es = 0.002A m2 is the residual
magnetic moment present in the spacecraft, and B is the geomagnetic field vector at the orbital position of
the spacecraft.

Control Torque
The control torque will be provided by the magnetorquers, that have to generate a magnetic moment of M.
This will interact with the geomagnetic field, B, to generate a control torque, τ, in equation (6.13).

τc = M×B (6.13)



52 6. Attitude Control Loop Model

6.4. Control Algorithm
The chosen algorithm is an averaging-based feedback control law, with two cases of nonlinear quaternion
feedback laws. The first one is a full-state feedback, that uses both attitude and angular velocity measure-
ments. The second one is a passivity-based feedback that does not require angular velocity measurements
(Reyhanoglu et al., 2009). Here, it will be presented in more detail and the first results will be briefly discussed.
The method presented is based on the one from Reyhanoglu et al. (2009). For the initial design of the con-
trol law, some simplifications were made. The geomagnetic field will be modeled with a basic dipole model,

and the disturbance torques Td will be taken constant as
[
0 10−7 10−7

]T
, but the gravity gradient disturbance

torque will be in the dynamic equation already.

6.4.1. Control Law
The control torque is defined as in equation (6.13). B is the geomagnetic field in the body frame, and is
defined in equation (6.14). With Bo being the geomagnetic field in the orbit frame (LHLV).

B =C Bo with Bo = µ2
m

a6


cosnt sin im

−cos im

2sinnt sin im

 (6.14)

Now the magnetic moment M can be defined as equation (6.15) and the control torque τ for this feedback
law can be defined as equation (6.16), B̃ is the skew-symmetric matrix of B.

M = B̃u (6.15)

τ=G (t )u with G (t ) = B̃B̃T (6.16)

Full-State Feedback
For the full-state feedback, both attitude and angular velocity measurements are used. Here u becomes equa-
tion (6.17).

u =−[
ε2k1qv +εk2ωr

]
(6.17)

Where ε is a sufficiently small positive parameter, and k1 and k2 are positive gains. Further, equation (6.18)
has to hold to so there exists an ε> 0 such that the control law achieves asymptotic attitude regulation.

k2 > 1.5Jn
a6

µ2
m

(6.18)

Passivity-Based Feedback
In the passivity-based feedback only attitude measurements are used, and no angular velocity measurements
are needed. Here u becomes equation (6.19).

u =−[
ε2k1qv +εk2

(
q4yv − y4qv − q̃v yv

)]
(6.19)

with α̇=−α+q α=
[
αT

v α4

]T
∈ℜ4

y =−α+q y =
[

yT
v y4

]T
∈ℜ4

Whereα is the filter state and y is the output vector, and ε, k1, and k2 are the same as in the full-state feedback.

Gain Selection
The gains k1 and k2 can be set the same value, so k1 = k2. In this case k1 has to satisfy equation (6.18),
as well. This causes k1,k2 > 3.77 · 105. The parameter ε acts as a sort of damping coefficient, and is given
a value of ε = 0.3. For the gains, an equation is made inspired by an equation used for the gains in a PD
controller. It is formulated in equation (6.20), where θs is the steady-state required angle, and Td is the worst
case disturbance torque. The value found is in agreement with equation (6.18).

k1,k2 = 2

ε

θs

Td
= 2

0.3

1 π
180

1.0 ·10−7 = 1.16 ·106 (6.20)
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6.4.2. Initial Results
With the selected gains, both feedback laws stabilize the spacecraft within half an orbit, if only the pitch axis
has to be stabilized. If any of the other axis has an deviation, it will oscillate with that deviation and only
reduced very slowly. Since this control law is designed for nominal mode, so after de-tumbling and spin-up
of the momentum wheel, it is assumed that there will not be any large deviations other than in the pitch axis.

To show that the system can be stabilized, a parameter V̇ will be determined by equation (6.21) (Reyhanoglu
et al., 2009). This parameter has to be smaller than or equal to zero and has to converge towards zero. In fig-
ures 6.1a and 6.1b it is shown that for the chosen gains, V̇ converges towards zero, this means that the system
can be stabilized for both feedback laws.

V̇ =−εηT
2

(
k2 +1.5Jn

R6

µ2
m

cz cT
x

)
η2 ≤ 0 with η2 =

ω+ncy

ε
= ωr

ε
(6.21)

(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

Figure 6.1: V̇ for both feedback laws, showing that the spacecraft can be stabilized

In figures 6.2a and 6.2b the roll, pitch, and yaw angles are shown and how they behave over time from a
certain initial condition. In this case, the initial condition is 1° for roll, 10° for pitch, and 1° for yaw. It can be
seen that the spacecraft is stabilized within 0.2 orbit.

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

Figure 6.2: Angles (roll, pitch, and yaw) for both feedback laws. The solid black horizontal lines are the 1° marks of the requirements.
Both figures are showing that the spacecraft will meet the requirements within 0.2 orbits for the pitch axis. The other two axis are not

converging towards zero.
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The angular velocity is shown in figures 6.3a and 6.3b, the different axis are shown in their own graph (x-axis
in the top figure, z-axis in the bottom figure). The angular velocity of the pitch axis is stabilized within 0.1
orbit, the angular velocities for the other axes do not exceed the required values at all.

(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

Figure 6.3: Angular velocities for both feedback laws. The axis are sized for the main requirement of 5.5 mrad/s, the dashed lines
represent the desired value of 3.8 mrad/s. Both figures are showing that the spacecraft will meet the requirements within 0.1 orbits for

all axis.

The magnetic moments needed to stabilize the spacecraft are shown in figures 6.4a and 6.4b. The maximum
values do not exceed the 0.5 Am2, for which the magnetorquers are designed. A duty cycle of 90% is used, so
9 seconds of actuation, 1 second off for magnetic field measurements.

(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

Figure 6.4: Magnetic moments for both feedback laws, showing that the spacecraft will meet the requirements of a maximum magnetic
moment of 0.5 Am2

The variations shown in figures 6.2a and 6.2b can be explained by looking at the disturbance torques. Since
in this model we have a constant torque and the gravity gradient torques, only the latter one can contribute
to these variation or nutations. In figures 6.5a and 6.5b, both the angles and the gravity gradient torques are
shown. It can be seen that the gravity gradient torques are clearly causing the variations in the angles.
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(a) Angles and gravity gradient torques for the full-state feedback (b) Angles and gravity gradient torques for the passivity-based feedback

Figure 6.5: Angles and gravity gradient torques for both feedback laws. The top figure is the same as before, the bottom figure shows the
gravity gradient torques per axis.





7
Attitude Control Loop Design

The final attitude control loop includes the control law presented earlier in section 6.4, with the orbital model,
the geomagnetic field, and the disturbance torques. This final control loop is designed for the nominal mode
of SHAPE. The first results after these adaptations will be shown in section 7.1 and compared to the results
of the initial design in section 6.4.2. Then, in section 7.2, nutation dampers will be discussed and imple-
mented to further damp the angular motion. Finally, in section 7.3 the control loop will be tested in end of
life conditions and compared to the beginning of life results.

7.1. Adapted Attitude Control Loop
The more realistic attitude control loop for SHAPE includes the control law presented in section 6.4, with
the orbital model of section 5.2, the geomagnetic field of section 5.3, and the disturbance torques as in sec-
tion 6.3.2. One other change has been made: the geomagnetic field in the torque and magnetic moment
calculations are not the same. The field used for the magnetic moment determination will be the measured
geomagnetic field, which will be updated every ten seconds. The geomagnetic field in the torque calculation
is the local field that will be there at that moment. So, equations (6.15) and (6.16) will change into equa-
tions (7.1) and (7.2), where B̃meas is the measured geomagnetic field and B̃r eal the local field at that moment.

M = B̃meas u (7.1)

τ=G (t )u with G (t ) = B̃r eal B̃meas (7.2)

To be able to compare the results of the initial and final control loop, the same initial conditions are applied.
In the following figures, the V̇ (figures 7.1a and 7.1b), angles (figures 7.2a and 7.2b), angular velocities (fig-
ures 7.3a and 7.3b), and magnetic moments (figures 7.4a and 7.4b) are shown.

(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

Figure 7.1: V̇ for both feedback laws, showing that the spacecraft can be stabilized

57



58 7. Attitude Control Loop Design

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

Figure 7.2: Angles (roll, pitch, and yaw) for both feedback laws, showing that the spacecraft will meet the requirements within 0.2 orbits

(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

Figure 7.3: Angular velocities for both feedback laws, showing that the spacecraft will meet the requirements within 0.1 orbits

(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

Figure 7.4: Magnetic moments for both feedback laws, showing that the spacecraft will meet the requirements of a maximum magnetic
moment of 0.5 Am2
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In the figures it is shown that the spacecraft can be stabilized. The pitch axis is converged within half an orbit,
just like the initial design. The other axes are stable as well, but only slowly converge towards zero or keep
the same oscillation. But, if assumed that the nominal mode is entered when the roll and yaw angles are as
desired, this will mean that there will be only a very small oscillation around these axis well below the 1°.
For the pitch axis it can be seen that it does stay within the required 1°, but it still has quite some variations.
It would be beneficial to the mission if the pitch axis can be damped further, so nutation dampers will be
considered for this extra damping and will be discussed next in section 7.2.
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7.2. Nutation Dampers
Nutation dampers are used to further damp the angular motion in the pitch axis. The ball-in-tube nutation
damper can be modeled by a spring dashpot damper, and can be modeled into the control law with the
following equations (Hughes, 2004)

d ṗ =−ω̄p +Td (7.3)

d Ḣ =−ω̄H − V̄ p +τ (7.4)

d ṗn = mdω
T n̄ (V − r̄dω)− cd ξ̇−kdξ (7.5)

with

rd = b +ξn (7.6)

p = mV − c̄ω+md ξ̇n (7.7)

H = c̄V + Jω+md ξ̇b̄n +Hs (7.8)

pn = md
(
nT V −nT b̄ω+ ξ̇) (7.9)

H a = Jw aTω+Hs (7.10)

Where ξ̇ can be derived from the equation for pn and is done by Ju (2017), so the result is shown here:

ξ̇=
pn
md

+nT b̄K −1 (H −Ha a)

1−nT n md
m +nT b̄K −1md b̄n

(7.11)

with

K = c̄ c̄

m
+ J − Jw aT a (7.12)

Here, p is the linear momentum vector, md is the damper mass, n is the direction of the damper mass in
the body frame, cd is the dashpot coefficient, kd is the spring coefficient, rd is the distance of the damper
mass to the origin of the body frame, ξ is the displacement of the damper mass in the direction of n, m is
the spacecraft mass, c = mdξn, V is the absolute velocity of the spacecraft, Hs is the angular momentum of
the momentum wheel, b is the position vector of the damper in neutral position from the origin of the body
frame, and a is the direction of the momentum wheel spin axis in the body frame. The values for the damper
properties can be found in table 7.1.

Table 7.1: Nutation damper properties (Ju, 2017)

Parameter Value

md 10 g

b 0.15 m

kd 0.71 kg/m

cd 0.01 kg·s/m

|ξ|max 15 mm

To compare the results, the same initial conditions were taken as for the adapted control loop in section 7.1.
The results for the control loop with nutation damper are shown in figures 7.5 to 7.8.

In figure 7.6a it is clearly visible that the nutation damper works, compared to figure 7.2a, for the pitch axis.
For the other axis it does not seem to do anything.
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(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

Figure 7.5: V̇ for both feedback laws, showing that the spacecraft can be stabilized

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

Figure 7.6: Angles (roll, pitch, and yaw) for both feedback laws, showing that the spacecraft will meet the requirements within 0.2 orbits

(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

Figure 7.7: Angular velocities for both feedback laws, showing that the spacecraft will meet the requirements within 0.1 orbits
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(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

Figure 7.8: Magnetic moments for both feedback laws, showing that the spacecraft will meet the requirements of a maximum magnetic
moment of 0.5 Am2
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7.3. End-of-Life Conditions
The end-of-life conditions mainly mean a much lower altitude than at the beginning of the mission. This will
cause higher disturbances, so it is crucial to check if the control loop will work well under these conditions,
as well.

To perform more realistic simulations the initial conditions were taken as they would be at the beginning
of the nominal phase, so after de-tumbling and spinning up the momentum wheel. According to Ju (2017), it
is possible to start the nominal mode with an angular deviation of about 0.02°, so this value will be used for
all axis.

With these initial conditions the control loop was tested for both beginning-of-life and end-of-life condi-
tions, so at an altitude of 380 km and 230 km, respectively, and without and with nutation damper. All results
are shown below in figures 7.9 to 7.16. It is clearly visible that the control loop is not stable at the end of
life without a nutation damper. With a nutation damper, the spacecraft is stable for the entire lifespan, well
within the set requirements. This means it is crucial to the mission to add a nutation damper.

(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

(c) V̇ for the full-state feedback with nutation damper (d) V̇ for the passivity-based feedback with nutation damper

Figure 7.9: V̇ for both feedback laws at the beginning of life.
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(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

(c) V̇ for the full-state feedback with nutation damper (d) V̇ for the passivity-based feedback with nutation damper

Figure 7.10: V̇ for both feedback laws at the end of life.

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

(c) Angles for the full-state feedback with nutation damper
(d) Angles for the passivity-based feedback with nutation

damper

Figure 7.11: Angles (roll, pitch, and yaw) for both feedback laws at the beginning of life.
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(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

(c) Angles for the full-state feedback with nutation damper
(d) Angles for the passivity-based feedback with nutation

damper

Figure 7.12: Angles (roll, pitch, and yaw) for both feedback laws at the end of life.

(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

(c) Angular velocities for the full-state feedback with nutation
damper

(d) Angular velocities for the passivity-based feedback with
nutation damper

Figure 7.13: Angular velocities for both feedback laws at the beginning of life.
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(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

(c) Angular velocities for the full-state feedback with nutation
damper

(d) Angular velocities for the passivity-based feedback with
nutation damper

Figure 7.14: Angular velocities for both feedback laws at the end of life.

(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

(c) Magnetic moments for the full-state feedback with
nutation damper

(d) Magnetic moments for the passivity-based feedback with
nutation damper

Figure 7.15: Magnetic moments for both feedback laws at the beginning of life.
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(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

(c) Magnetic moments for the full-state feedback with
nutation damper

(d) Magnetic moments for the passivity-based feedback with
nutation damper

Figure 7.16: Magnetic moments for both feedback laws at the end of life.
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7.4. Latitude Limitations
In section 5.3.3 it is concluded that higher latitudes have a lot of unpredictable disturbances in the geomag-
netic field. Due to these disturbances it is recommended to not use the magnetorquers at these higher lat-
itudes. This will have a big impact on the control loop, so simulations have to show if it is still possible to
stabilize the spacecraft within an acceptable time.

The higher latitudes are from approximately 60°, so it was decided to have no actuation at latitudes lower
than −60° and higher than +60°. The results for the control loop with nutation damper while having these
latitude limitations are shown in figures 7.17 to 7.20 for the beginning of life. The figures show that the space-
craft can be stabilized with both the full-state and passivity-based feedback within approximately one orbit.

(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

Figure 7.17: V̇ for both feedback laws, showing that the spacecraft can be stabilized while having latitude limitations.

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

Figure 7.18: Angles (roll, pitch, and yaw) for both feedback laws, showing that the spacecraft will meet the requirements within
approximately 1 orbits while having latitude limitations.
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(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

Figure 7.19: Angular velocities for both feedback laws, showing that the spacecraft will stay within the requirements for the full-state
feedback, and for the passivity-based feedback it meets the requirements within 1 orbit while having latitude limitations.

(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

Figure 7.20: Magnetic moments for both feedback laws, showing that the spacecraft will meet the requirements of a maximum
magnetic moment of 0.5 Am2 while having latitude limitations.
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For the end of life, the results from limiting the active latitudes are shown in figures 7.21 to 7.24. In these
figures it is shown that the passivity-based feedback stabilizes very slowly and needs 5 orbits to come within
requirements. The full-state feedback stabilizes within approximately half an orbit.

(a) V̇ for the full-state feedback (b) V̇ for the passivity-based feedback

Figure 7.21: V̇ for both feedback laws, showing that the spacecraft can be stabilized while having latitude limitations at the end of life.

(a) Angles for the full-state feedback (b) Angles for the passivity-based feedback

Figure 7.22: Angles (roll, pitch, and yaw) for both feedback laws, showing that the spacecraft will meet the requirements within
approximately half an orbit for the full-state feedback while having latitude limitations at the end of life. The passivity-based feedback

comes within requirements after 5 orbits while having latitude limitations at the end of life.
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(a) Angular velocities for the full-state feedback (b) Angular velocities for the passivity-based feedback

Figure 7.23: Angular velocities for both feedback laws, showing that the spacecraft will stay within the requirements for the full-state
feedback, and for the passivity-based feedback it meets the requirements within 1 orbit while having latitude limitations at the end of

life.

(a) Magnetic moments for the full-state feedback (b) Magnetic moments for the passivity-based feedback

Figure 7.24: Magnetic moments for both feedback laws, showing that the spacecraft will meet the requirements of a maximum
magnetic moment of 0.5 Am2 while having latitude limitations at the end of life.
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7.5. Uncertainty Budget for the Magnetic Control Loop
Within the control of the spacecraft some factors will add uncertainties to the output. In this case, the largest
uncertainties come from the geomagnetic field and the uncertainties in the magnetorquers. To see how the
the control loop output will react on a constant lower or higher geomagnetic field, and to a constant lower or
higher output of the magnetorquers, a small analysis is done.

The analysis is done for both full-state feedback and passivity-based feedback, both with a nutation damper
while having latitude limitations at the beginning of life. In figure 7.25 the results for the attitude angles is
shown for a variation of 10 nT in geomagnetic field, and in figure 7.26 for a variation of 10% in magnetic mo-
ment that will be generated by the magnetorquers for the full-state feedback. In figure 7.27 the results for
the passivity-based feedback is shown. As can be seen in the figures, the results for the full-state feedback
will not deviate far from the original and still stabilize the spacecraft well within the requirements. For the
passivity-based, the uncertainties become larger over time and the spacecraft cannot be called stable after 5
orbits. With these results, the recommended control loop will have the full-state feedback.

(a) Attitude angles for full-state feedback
(b) Attitude angles for full-state feedback, zoomed

in on y-axis
(c) Attitude angles for full-state feedback, zoomed

in on x-axis

Figure 7.25: Attitude angles for full-state feedback with uncertainties for a variation of 10 nT in the geomagnetic field.

(a) Attitude angles for full-state feedback
(b) Attitude angles for full-state feedback, zoomed

in on y-axis
(c) Attitude angles for full-state feedback, zoomed

in on x-axis

Figure 7.26: Attitude angles for full-state feedback with uncertainties for a variation of 10% in the magnetic moment generated by the
magnetorquers.
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(a) Attitude angles for passivity-based
feedback with uncertainties for a variation of

10 nT in the geomagnetic field.

(b) Attitude angles for passivity-based
feedback with uncertainties for a variation of

10% in the magnetic moment.

Figure 7.27: Attitude angles for passivity-based feedback with the different uncertainties.





8
Conclusions and Recommendations

In this chapter, the conclusions and recommendation will be presented. In section 8.1, the conclusions will
be given and the research questions will be answered. Then, in section 8.2, some recommendations will be
given.

8.1. Conclusions
In the beginning of this report (chapter 2) the research objective and question for this thesis were formed and
requirements were given. Here, it will be concluded if the research objective and requirements have been
met, and the answer on the research question will be given.

The research objective was formulated as follows:

To come to a feasible magnetorquer control system for SHAPE, by designing a magnetorquer with a dipole
moment of at least 0.5 Am2 and an attitude control loop that achieves a pointing accuracy of at least 1°

and attitude stability of 5.5 mrad/s or better.

This objective has been met, since a magnetorquer with a dipole moment of at least 0.5 Am2 has been de-
signed and an attitude control loop has been developed that has a pointing accuracy better than 1° and atti-
tude stability better than 5.5 mrad/s.

The final magnetorquer is designed to generate the peak dipole moment of 0.85 Am2 without saturating the
magnetic material. The recommended magnetorquer will contain 4-79 Mo-Permalloy as core material. It has
a length of 14.2 mm and diameter of 12.9 mm, and a mass of 18.1 g.

The requirements given in table 2.1 for the attitude system requirements are met. The system has a better
pointing accuracy and attitude stability and the total maximum mass is 54.3 g for three magnetorquers. The
magnetorquer requirements from table 2.2 are met or need some further research. The magnetorquer is able
to provide a nominal dipole moment of at least 0.5 Am2 and a peak dipole moment of 0.85 Am2. The res-
olution is not considered in this thesis, so this has to be resolved with some further research. The residual
magnetic moment lower than 2 mAm2 is not possible without actively bringing it down. If the magnetorquer
is used on maximum strength the hysteresis of any of the materials will cause the residual moment to be
higher than this requirement. Further research in de-magnetization has to show if it is possible to reduce the
residual moment within the requirements.

The main research question was formulated as follows:

Is it feasible to design a magnetorquer control system for SHAPE?

The answer on this question is: yes. It is feasible to design a magetorquer control system for SHAPE. There
was chosen for a nonlinear quaternion feedback law, with two cases the full-state feedback and the passivity-
based feedback. They both use attitude measurements, but the full-state feedback also needs angular velocity
measurements. The full-state feedback is recommended, because it stabilizes the spacecraft faster in any
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situation and deals better with uncertainties. The simulations show that SHAPE can stabilize well within the
requirements with only magnetorquers as active actuators next to the momentum wheel with the full-state
feedback control loop. This configuration will only work when a nutation damper and an angular rate sensor
are added to the attitude system.
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8.2. Recommendations
There are some recommendations for further research on the topic. First, some recommendations are done
on the magnetorquer, then some on the control loop.

8.2.1. Magnetorquer Recommendations
For the magnetorquer, it is necessary to research the de-magnetization process. This is needed for the re-
quirement on the residual dipole moment. It has to be researched whether the material itself de-magnetizes
fast by itself, or that an active de-magnetization is required to reduce the residual moment to within the re-
quirements.

The minimum resolution of the magnetorquer has to be considered in further research, since this is im-
portant for the control loop. The more accurate the magnetorquer can be controlled, the more accurate the
spacecraft attitude can be control.

The power calculation do not seem to be right. Available magnetorquers with the same dipole moment have a
power consumption a lot higher than the results presented here. Thus, the power equations and calculations
have to be revised to come to a reasonable end design of the magnetorquers.

8.2.2. Control Loop Recommendations
The resolution of the magnetorquer, as mentioned before in the magnetorquer recommendations, is of im-
portance for the control loop. With further research it can be found what the minimum resolution of the
magnetorquer has to be for the control loop to still be able to function well and within the requirements.

The control loop as designed in this thesis does not explicitly use any sensors and did not take into account
noise from such sensors. It is recommended to include sensors in the loop, with their noises, to see if the
performances will stay within the requirements. The following sensors are needed: magnetometers, attitude
sensors, and an angular rate sensor.

The momentum wheel will be spinning in magnetic bearings, these can have an effect on the control and
the geomagnetic field measurements. This effect should be researched such that it can be taken into account
within the control loop.

To be able to use the control loop on the spacecraft, the control loop has to be evaluated on how computa-
tional expensive it is and if it is possible to write the software for it such that it can operate on the spacecraft.
This is work for someone with more knowledge of software.
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