Cost-effective design and operation
of variable speed wind turbines

Closing the gap between the control engineering and the wind
engineering community






Cost-effective design and operation
of variable speed wind turbines

Closing the gap between the control engineering and the wind
engineering community

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,
op gezag van de Rector Magnificus prof. dr. ir. J.T. Fokkema
voorzitter van het College voor Promoties,
in het openbaar te verdedigen op dinsdag 18 februari 2003 om 16.00 uur
door

David-Pieter MOLENAAR

werktuigkundig ingenieur
geboren te Middelie



Dit proefschrift is goedgekeurd door de promotor:
Prof. ir. O.H. Bosgra

Samenstelling promotiecommissie:

Rector Magnificus voorzitter

Prof. ir. O.H. Bosgra Technische Universiteit Delft, promotor

Dr. Sj. Dijkstra Technische Universiteit Delft, toegevoegd promotor
Prof. dr. ir. G.A.M. van Kuik Technische Universiteit Delft

Dr. ir. M.J. Hoeijmakers Technische Universiteit Delft

Prof. dr. ir. D.J. Rixen Technische Universiteit Delft

Prof. dr. ir. Th. van Holten Technische Universiteit Delft

Prof. dr. ir. M. Steinbuch Technische Universiteit Eindhoven

Published and distributed by: DUP Science

DUP Science is an imprint of
Delft University Press

P.O. Box 98

2600 MG Delft

The Netherlands

Telephone: +31 15 27 85 678
Telefax: +31 15 27 85 706

E-mail: DUP@Library. TUDelft.NL

ISBN 90-407-2383-4

Keywords: variable speed wind turbines, modeling, model validation

Copyright (©2003 by David Molenaar

All rights reserved. No part of the material protected by this copyright notice may
be reproduced or utilized in any form or by any means, electronic or mechanical, in-
cluding photocopying, recording or by any information storage and retrieval system,
without written permission from the publisher: Delft University Press.

Printed in The Netherlands



For free
and still too
expensive







“Er is geen gunstige wind voor hen
die niet weten waar ze heen gaan”

Willem I, Prins van Oranje
(1533-1584)






Voorwoord

Promoveren? Daaf gaat promoveren? Deze reactie kreeg ik 6 jaar geleden vlak
na mijn afstuderen te horen. Ik moest zelf ook even aan het idee wennen, maar
de uitdaging om uit te zoeken of de stelling “windenergie: gratis en toch duur”
ontkrachtigd kon worden sprak mij zeer aan. De vrijheid (en dus de mogelijkheden)
bij de sectie Systeem en Regeltechnick om dit doel te bereiken was voor mij de
belangrijkste reden om voor de Technische Universiteit Delft en niet voor het ECN
in Petten of Stork Product Engineering in Amsterdam te kiezen.

Ik behoor tot de groep promovendi die puur voor het onderwerp gekozen heeft.
Windenergie intrigeerde me eigenlijk als kind al. Mijn vader wilde een windmolen in
de tuin zetten om elektriciteit op te wekken en dat vond ik zeer interessant. Helaas
is dat er nooit van gekomen, hoewel hij er onlangs weer over begon...

Onderzoek doen is leuk (zeker naar windenergie gezien het brede en maatschappelijke
karakter van het onderwerp). Maar helaas, het werk zit erop en dus is het moment
gekomen een aantal mensen te bedanken voor hun positieve bijdrage op het verloop
van mijn onderzoek. Van deze groep wil ik de volgende personen graag met naam
noemen.

Allereerst wil ik Maarten Steinbuch bedanken voor het feit dat hij mij het laatste
zetje gegeven heeft. Maarten, ik heb er geen moment spijt van gehad! Natuurlijk
was dit project nooit tot stand gekomen als Okko Bosgra mij niet de gelegenheid
had gegeven de traditie op de sectie voort te zetten. Speciale dank gaat ook uit naar
Gregor van Baars voor het beschikbaar stellen van zijn vrije tijd om de overgang
van student naar promovendus te versoepelen.

Verder wil ik de sectie bedanken voor de stimulerende werkomgeving. In het bijzon-
der Sjoerd Dijkstra voor de morele en politieke ondersteuning en Peter Valk voor
de soft- en hardware ondersteuning. De “woensdag-after-lunch” presentaties met de
bijbehorende discussies evenals de (soms onzinnige) bijdragen tijdens de lunch heb
ik zeer gewaardeerd. Hans, Dick, Joost, Judi, Marco, Edwin, Thomas, Sjirk, Rob,
A3, Martijn, Branko, Gideon, Eduard, Camile, Les, Jogchem, Leon, Dennis, Alex,
Maria, Maria M., Els, Jacqueline, Marjolein, Debby, Agnes, “kroketten” Cor, Frits,
Ton, Guus, John, Ad, Carsten, Peter H. en Paul: bedankt. Daarnaast hebben som-
mige afstudeerders op mij een onvergetelijke indruk achter gelaten. Martin, Jurjen,



Mario en Mark, ook al staan niet al jullie resultaten vermeld in dit proefschrift, toch
bedankt voor jullie (inhoudelijke) bijdragen.

Tijdens mijn promotie heeft een aantal mensen een essenti€le bijdrage geleverd aan de
experimenten uitgevoerd op de Lagerwey LW-50/750 windturbine. André Pubanz,
Martin Hoeijmakers, John Vervelde, Bert Bosman, Jan Lucas, Cees van Everdinck,
Rob Tousain, Koert de Kok, Robert Verschuren en Berit van Hulst: bedankt voor
jullie inzet en vooral geduld. Zonder jullie zou dit proefschrift minstens de helft
dunner en lang niet zo waardevol zijn. Daarnaast wil ik Bart Roorda en Henk
Heerkes bedanken voor het beschikbaar stellen van respectievelijk de Polymarin en
AERPAC rotorblad gegevens. Tevens wil ik Hans van Leeuwen, Gerben de Winkel,
Don van Delft, Arno van Wingerde en Peter Joosse bedanken voor het beschikbaar
stellen van de modale testresultaten van diverse rotorbladen en hun assistentie bij
het analyseren van de data.

Vervolgens wil ik Sylvia bedanken voor de altijd gezellige ontvangst op de 6de.
Hans en Jan bedankt voor jullie enthousiasme, kritische houding, samenwerking en
gezelligheid. Tk hoop dat al onze plannen uitkomen en dat in navolging van jullie
meer DUWIND-ianen de Mekelweg over durven te steken.

Ik wil Richard Luijendijk (Siemens Nederland N.V.) bedanken voor het feit dat hij
mij de mogelijkheid heeft geboden de wind (tijdelijk) vanuit een andere positie te
bekijken. In de periode dat ik bij Siemens aan het NSWP (North Sea Wind Power)
project gewerkt heb, heb ik veel van jou en onze samenwerking geleerd. Daarnaast
heb ik de bevestiging gekregen dat dit proefschrift een belangrijke bijdrage kan
leveren in het verbeteren van de concurrentiepositie van windenergie.

Monique: super dat je de omslag van mijn proefschrift hebt willen vormgeven. Ik
hoop dat de vormgeving de dikte een beetje compenseert.

Mijn ouders, “Pap en Mam”, hartstikke bedankt voor alle goede zorgen. Zonder
jullie steun had ik dit nooit kunnen doen. Wat ik het meest in jullie bewonder is dat
jullie zowel Dirk-Jacob als mij de ruimte en kans hebben gegeven dingen te doen die
jullie vroeger door de andere omstandigheden nooit hebben kunnen doen.

Tenslotte wil ik mijn vriendin Nannila bedanken. Niet alleen voor de liefde en steun
tijdens mijn promotie, maar ook voor het af en toe dichtgooien van mijn laptop.

Zo, nu is het weer tijd voor een goed boek,

i

David-Pieter “Daaf” Molenaar
Delft, 1 december 2002.
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Note to the reader

Consciousness is raising in the wind engineering community that control design
should be an integral part of the complete wind turbine design. Obviously, the
dynamics of a controller interact with the dynamics of the wind turbine and so have
implications for, among other things, the energy production, fatigue life and the wind
turbine configuration. In an ideal situation the wind turbine components (including
controller) should be designed taking into account their behavior in the complete
wind turbine. This will lead to an integrated and optimal wind turbine design as well
as optimal operation. It must be emphasized that designing a controller afterwards
(i.e. after the turbine has already been constructed) is certainly not cost-effective.
I have tried to make the contents of this thesis to be digestible for readers living
in both the control system community and the wind engineering community in an
attempt to reduce the significant gap that exists between the two communities.
This lack of fruitful multidisciplinary interaction obviously limits the technological
improvements required to achieve economic viability of the use of wind power.
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Chapter 1

Introduction

In the 1970s the concern about the limited fossil fuel resources and their impact on
the environment awakened. Due to this growing concern, interest revived in using
renewable energy sources in order to meet the constantly rising world electricity
demand. In addition, the oil crises of 1973 and 1979 led to the awareness that the
amount of energy import should be decreased so as to become less dependent of oil
exporting countries. The Gulf-war (1990-1991) confirmed this concern. One way to
use renewable energy sources is to generate electricity using wind turbines.

1.1 Motivation and background

The wind is a vast, worldwide renewable source of energy. Since ancient times,
mankind has harnessed the power of the wind. The earliest known use of wind power
is the sailboat. Wind energy propelled boats sailed up the Nile against the current as
early as 5000 B.C. By 1000 A.D. the Vikings had explored and conquered the North
Atlantic. The wind was also the driving force behind the voyages of discovery of
the Verenigde Oost-Indische Compagnie (VOC) between 1602 and 1799. Windmills
have been providing useful mechanical power for at least the last thousand years,
while wind turbines generate electricity since 1888.

1.1.1 History: from windmill to wind turbine

The historic development of using wind as a source of power shows an evolution
from simple drag-type vertical-axis windmills generating mechanical power for local
use, via stand-alone wind turbines designed for battery charging and single grid-
connected wind turbines producing AC power using aerodynamic lift, to wind farms
supplying electricity to the utility grid for distribution to the consumers. In this
subsection we shall briefly review this transition from windmills to wind turbines.
The next subsection presents an outlook on the future of wind power. Finally, the
required improvements in both wind turbine design and operation to achieve and
maintain cost-effective wind turbines are discussed.



1000 A.D. - 1180 A.D.

The first windmills were developed to automate the tasks of grain-grinding and
water-pumping. Although the Chinese reportedly invented the windmill, the earliest-
documented design is the vertical-axis windmill used in the region Sistan in eastern
Persia for grinding grain and hulling rice in the tenth century A.D. [279]. One of
the most important climatic features of this extensive border region of present day
Afghanistan and Iran is a northerly wind that blows unceasingly during the summer
months of June to September at velocities ranging between 27 and 47 meters per
second. This wind is locally referred to as “the wind of 120 days”.

The Persian windmills were usually laid out in a single line that was built at the
top of a mountain, hill or tower with high walls separating them as illustrated in
Fig. 1.1 [321]. The famous example near the town of Neh had one line of 75 wind-
mills. The lines were oriented perpendicular to the prevailing wind direction. Each
individual windmill consisted of a two-storey structure made of sun-dried bricks.
The upper part of the structure contained the millstones (about 2 m in diameter),
while the lower part contained a vertical spindle (or wind-wheel) which was fitted
with between six and twelve radial arms as illustrated in Fig. 1.2. Each of these arms
was covered with fabric that is allowed to bulge in order to catch the wind. In the
walls of the lower part containing the wind-wheel were apertures being aligned with
the primary wind direction. As a consequence, this kind of windmill can only work
in a region where there is a steady prevailing wind. The apertures were wider on the
outside than on the inside, forcing the wind to increase its velocity as it enters the
wheel-house and rotate the wind-wheel, which then directly drives the millstones. In
addition, a series of shutters were used (presumably on the outside of the structure)
to admit or shut out the wind, and thereby regulate the rotational speed.
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Figure 1.1: Left photograph: Downwind view of a vertical-axis windmill of the Per-
sian type in the town of Neh. Right photograph: Close-up view of the working surface
made of bundles of reed [321]. Reprinted by permission of The MIT Press.
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Figure 1.2: Cross-section of the wind-wheel of a Persian windmill showing the aper-
tures being aligned with the primary wind direction.

Vertical-axis windmills of this basic design were still operating in Iran in 1977
(and may be still used today) [105]. This means that the basic design has lasted
at least 1000 years, although a major change has taken place: the millstones have
been placed below the rotor as already shown in Fig. 1.1. The advantage of having
the sails above the millstones was that the working surface could be substantially
enlarged. Another noticeable change is the use of bundles of reeds instead of fabric
to provide the working surface. It must be noted that the Persian windmill never
came into use in Northwest Europe.

1180 A.D. - 1888 A.D.

The history of the Western windmill begins with the first documented appearance
of the European or “Dutch” windmill in Normandy, France in the year 1180 [80].
The “Dutch” windmill had four sails and was of the horizontal-axis configuration.
Wooden cog-and-ring gears were used to translate the motion of the horizontal-axis
to a vertical movement to turn a grindstone. The reason for the sudden evolution
from the vertical-axis Persian design is unknown, but the fact that European water
wheels also had a horizontal-axis configuration — and apparently served as the tech-
nological model for the early windmills — may provide part of the answer. Another
reason may have been the higher structural efficiency of drag-type horizontal ma-
chines over drag-type vertical machines. In addition, the omnidirectional wind, as
opposed to the Sistan environment, may have called for an adaptation to suit the
conditions.

Windmills spread rapidly throughout Europe in the thirteenth century. In a
relatively short time, tens of thousands were in use for a variety of duties. The ap-
plications ranged from grinding grain, shredding tobacco, sawing timber, processing
spices and paint pigments, milling flax, pressing oil or pumping water for polder
drainage. The performance increased greatly between the twelfth and nineteenth



century with the introduction of metal parts. A primary improvement of the Eu-
ropean windmills was their designer’s use of sails that generated aerodynamic lift.
This feature provided improved rotor efficiency compared with the Persian mills by
allowing an increase in rotor speed, which also allowed for superior grinding as well
as pumping action.

The lower cost of wind power to water power and the fact that more sites were
available for windmills than there were for water mills caused an increase in the use
of windmills. In The Netherlands, this growth contributed to the country’s golden
age (from 1590 till about 1670). As late as 1850, 90 % of the power used in Dutch
industry came from the wind. Steam supplied the rest. Industrialization, first in
Europe and later in America, led to a gradual decline in the use of windmills. The
steam engine took over the tasks previously performed by windmills.

In 1896, at the height of the industrial revolution, wind still pumped 41 % of
the polders in The Netherlands. However, in 1904, wind provided only 11% of
Dutch industrial energy. These windmills had a rotor diameter and hub height of
25 m and 30 m respectively, and were capable of producing the equivalent of 25—
50 kW in mechanical form. For comparison, modern wind turbines of the same
size are capable of extracting ten times more power from the wind [80]. As steam
power developed, the uncertain power of the wind became less and less economic
(in particular after cheap coal came available), and we are left today with a tiny
fraction of the elegant structures that once extracted power from the wind. These
remaining windmills, scattered throughout the world, are a historic, and certainly
very photogenic, reminder of a past technological age.

1888 A.D. - 1973 A.D.

The first wind turbine to harness the wind for the generation of electricity was
built by Charles F. Brush in Cleveland, Ohio, USA in 1888. The so-called “Brush”
windmill was featured with a 17-m diameter multi-blade rotor mounted on an 18-
m high rectangular tower as illustrated in Fig. 1.3. The upwind rotor consisted
of 144 thin wooden blades, and a large fantail to turn the rotor out of the wind.
The turbine was equipped with a 12 kW direct-current generator, and a belt-and-
pulley transmission with a step-up ratio of (50:1). The DC generator was located
on the basement of the tower. The power output was used for charging storage
batteries. Despite its relative success in operating for 20 years, the Brush windmill
demonstrated the limitations of the low-speed, high-solidity rotor for the generation
of electricity [279].

The next important step in the transition from windmills to wind turbines was
taken by P. la Cour in 1891 in Askow, Denmark. He developed the first variable speed
wind turbine that incorporated the aecrodynamic design principles (low-solidity, four-
bladed rotors incorporating primitive airfoil shapes and blade twist) used in the best
Dutch windmills. The resulting higher speed of the La Cour rotor made this type
of wind turbine quite practical for electricity generation.

By the late 1930s, the pioneering machines of Brush and La Cour had evolved
into two- or three bladed horizontal-axis wind turbines with the rotor upwind of the
tower and low solidity, using a tail vane to position the rotor at right angles with

4



Figure 1.3: “The windmill dynamo and electric light plant of Mr. Charles F. Brush”,
Scientific American, December 20, 1890. Copy of an original in the Department of
Special Collections, Case Western Reserve University Library Cleveland, Ohio.

the wind direction. The majority of these direct-current producing turbines were
operated at variable speed with fixed pitch angle rotor blades. The turbines were
generally reliable and long-lived machines giving reasonable maintenance. They did
not, however, have the cost-effectiveness and capacity to compete with conventional
power systems.

The majority of the wind turbines built before 1970 were small machines de-
signed for battery charging. The 1.25 MW Smith-Putnam wind turbine constituted
a notable exception. This constant speed turbine, built in 1941, had a two-bladed
rotor of 53.3-meter diameter mounted on a 33.5 m high truss tower. It featured
full-span active control of the blade pitch angle using a fly-ball governor, active yaw
control by means of a servomotor, and flapping hinges to reduce gyroscopic loads
on the rotor shaft. The turbine was erected on the top of a hill called “Grandpa’s
Knob” near Rutland, Vermont, USA. It supplied AC power to the local grid for 695
hours from October 1941 till March 1945 when a blade failure due to fatigue disabled
the turbine [225] (in 1943 a bearing failed which could not be replaced for two years
due to the Second World War [80]).

During the period 1945-1970 new growth in wind turbine technology develop-
ment took place mainly in western Europe, but at a very modest pace [279]. By
1970, there was little or no activity world-wide for producing electricity using wind
turbines. The energy crisis of 1973 renewed interest in wind power from both govern-



mental and environmentalist sides. From an environmental point of view, generating
electricity using wind turbines consumes no feedstock of fuel, emits no greenhouse
gases (e.g. carbon dioxide, methane, nitrous oxide, or halocarbons), and creates al-
most no waste products. Although the aforementioned gases all contribute to global
warming, carbon dioxide in itself accounts for 66-74 percent of the warming [317].
As a consequence of this, the market is highly dependent on the political situation
and willingness to support wind power in return for a cleaner environment!.

1973 A.D. - 2002 A.D.

During the years 1973-2002, the commercial wind turbine market evolved from small
grid-connected machines in the 1 to 99 kilowatt size range for rural and remote use,
via medium-scale turbines (100 to 999 kW) for remote community or industrial mar-
ket use, to utility interconnected wind farms consisting of megawatt sized turbines.
For the purpose of illustration, Fig. 1.4 shows the gradual increase in the average
installed power size of cumulative installation in the period 1994-2001. Observe that
the average installed power size of all wind turbines installed globally doubled in the
period 1997-2001. The growth in installed power size is also reflected by the follow-
ing figures: the average installed power size of all wind turbines installed globally
by the end of 2001 is 445 kW, while the average installed power size of the turbines
installed in 2001 is 915 kW [34].
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Figure 1.4: Development of the average wind turbine installed power size of cumu-
lative installation in the period 1994-2001 [34].

The globally installed wind power capacity reached 24.93 GW by the end of
2001 as shown in Fig. 1.5 [34]. This is an average increase of over 28 % per year in
the displayed period. Observe that the installed capacity has increased more than
fourfold in the period 19962001, and that last year’s growth was almost 36 %. This
strong growth eclipses that of all other fuel sources: oil, natural gas, and nuclear
power are growing at a rate of 1.9% or less each year, while the coal consumption

11t must be noted that, at present, wind is still an environmental driven market, although
common market aspects are finally beginning to play a more important role.
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had an average annual growth rate of -0.6 % in the 1990s. In 1999, natural gas - the
cleanest fossil fuel - has become the fuel of choice for power generation, replacing
coal. Solar photovoltaics, which convert sunlight in electricity, had an annual average
global growth of 17 % in the last decade, while hydropower, geothermal power, and
biomass energy have experienced a steady growth over the same period ranging from
1 to 4 percent annually [317]. These figures not only indicate that wind energy is
trending towards the preferred renewable electricity source, but also show that wind
is the fastest growing energy source in the world.
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Figure 1.5: Global installed cumulative wind power [33, 84].

Most of the installed wind power capacity is located in Europe (i.e. 71.5%),
followed by the United States of America (18.4%) and Asia (9.0%). The global
wind-generated electricity production in 2001 was about 50.3 TWh. Even though
this figure looks impressive from a wind power point of view, wind power still only
accounted for approximately 0.32 % of total electricity generation (partly due to the
(also) constantly rising worldwide demand for electricity). The development of this
share is depicted in Fig. 1.6 for the period 1996-2001 [34].
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Figure 1.6: The development of the share of wind power in the global electricity mizx
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Over the last 20 years the cost of electricity from onshore wind power has dropped
substantially: from 23-38 euro cents per kilowatt-hour in the early 1980s to 3-8 euro
cents today for a mean wind speed of respective 10 and 5 m/s at hub height [203, 260].
But the price for conventional power plant generated electricity also declined [84].
The costs of wind power came down largely because of improved reliability. Advances
in technology and learning curve made turbines cheaper to produce and far more
reliable. At present, about 70 % of the cost per kWh comes from the capital cost of
initial investment [172].

Despite the improved reliability and technical understanding even in the past
few years a number of serious failures, such as broken blades, bearing damages and
wear on gearbox teeth, occurred see e.g. [94, 146, 310, 311, 312]. The origin of these
failures can be twofold: i) direct failures due to extreme loading, or ii) failures due
to fatigue loads. It is now generally accepted that fatigue loads are the main cause
of failure in the present onshore wind turbines [284]. In addition, it is also expected
that fatigue will be the design driver when considering the combined wind and water
wave loading acting on offshore wind turbines.

Obviously, premature field failures lead to a relatively high kilowatt-hour price
due to increased maintenance cost, costly retrofits and, indirectly, increased design
conservatism. At present, a realistic value for the operation and maintenance (O&M)
cost lies between 0.44 and 0.87 euro cents per kilowatt-hour [34]. This implies that
the O&M cost make up 6-29 % of the cost per kilowatt-hour. It should be noted
that the O&M cost for offshore wind farms are even higher due to fact that the wind
farms are exposed to a more aggressive and less known environment. In addition,
safe access for maintenance is either very expensive or limited by a narrow weather
window.

Nevertheless, onshore wind power is, at excellent wind sites, as competitive if
not more competitive as the lowest cost traditional fuel, natural gas. In Fig. 1.7 the
electricity generation cost of coal, natural gas, nuclear, and both onshore and offshore
wind are compared. Observe that there is no single price that can be assigned to any
source of generation. In particular, the kilowatt-hour price of nuclear power as well
as onshore wind power span a wide range. The wide range of the latter can be easily
explained by recognizing that the cost of wind power are critically dependent on site
wind speeds since the power available in the wind is proportional to the cube of the
mean wind velocity. The mean wind velocity, in turn, varies widely across a country
because of obstacles (e.g. buildings, line of trees) to the wind, and varying surface
roughness of the terrain. Therefore, it is expected that the move from onshore to
offshore sites offers a very appealing opportunity for the future of wind power.

The aforementioned premature field failures have not only resulted in a relatively
high price of electricity generated by wind turbines, but also in a public image of
wind energy as being not very reliable. The public opinion is reflected in headlines
like “Wind energy encounters head winds” [25], “Nobody wants a wind turbine”
[31], “Benefit of wind turbines is negligible” [75], “Wind energy parasitizes on con-
ventional power plants” [87] and “The wind war” [244].

From the preceding it can be concluded that in the past decades the wind industry
has grown from a niche business serving the environmentally aware into one that has
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Figure 1.7: Cost comparison of producing electricity: traditional fuel sources versus
wind power [49]. Grey column: minimum cost, and white column: mazimum cost in
euro cents per kilowatt-hour.

established itself as the most competitive form of renewable energy. Nonetheless,
wind energy is not yet cost-effective, and consequently, the share of wind power in
the global electricity mix is almost negligible. Furthermore, it should be stressed that
establishing a reliable image is of paramount importance for successful penetration
into the electricity market. This implies that development and deployment of new
technology will be crucial to successful large-scale application of wind energy.

1.1.2 The future of wind power

The proliferation of wind turbines as a source of electricity in the future depends
upon various economical, political, environmental, social and technical factors. The
most important potential barriers for the large-scale development of both onshore
and offshore wind energy are the relatively high kilowatt-hour price of wind-generated
electricity, the public acceptance (especially in densely populated areas and coastal
regions) and the impact on flora, fauna and landscape. On the other hand, the po-
tential of wind power can be enhanced through an increase of the fossil-fuel prices,
by means of fiscal instruments, and last but not least by technological advancements
aiming at both cost reduction and performance increase.

Wind power has the technical potential to meet larger portions of the worlds elec-
tricity demand than it does now, but under current market conditions the economic
potential is limited. It should be noted that the worldwide demand for electricity is
expected to have an annual average growth rate of 3% until 2020: 1.9 % for OECD
(Organisation for Economic Co-operation and Development) countries, and signifi-
cantly higher rates are predicted for non-OECD countries (5.4 % for China and 5.0 %
in both India and East Asia) [114]. This means that the key to commercial success of
wind power are further reductions of the kilowatt-hour price of wind-generated elec-
tricity. Although in the past two decades significant reductions enabling wind power
commercialization at the best wind sites have already been achieved, additional im-
provements are still necessary since there are large areas around the world that only
have moderately strong winds. This implies that any improvements that result in



economic generation of electricity from areas with slightly poorer wind resources
than at the best sites will have a big impact on the future of wind power. It must
be stressed that large-scale cost-effective application of wind energy implies also a
need for a close co-operation of the investors and/or project developers with both
public and environmental organizations. After all, the public acceptance increases
with the higher level of information and economic participation.

At the current consumption rate, it is generally assumed that both oil and natural
gas will become scarce within the next 50 years causing their kilowatt-hour price to
rise substantially [84]. Although coal will not become scarce within this time scale,
the cost of exploiting increasingly remote resources will make large-scale reliance on
coal uneconomic with respect to wind power. The competitiveness of wind power
will be further strengthened if the external cost associated with conventional power
plant generated electricity are included in the market price and/or if the hidden
subsidies to conventional sources will be removed.

Fiscal instruments like the REB (Regulerende Energiebelasting or “ecotax”) can
(temporarily) improve the competitive position of wind power by leveling the market
playing field for sales of wind generated electricity. At present, in The Netherlands,
electrical power obtained from renewable energy sources (so-called “groene stroom”)
is available for the consumers at a price comparable to conventionally generated
electrical power [183]. However, uncertainties in the green power price within a
project term due to uncertainties in future ecotax legislation will limit the project’s
financial viability. As a consequence, fiscal instruments may not necessarily improve
the competitive position of wind energy.

Structural improvements in the economic viability of wind power can be achieved
by not only improving the current wind turbine design and operation, but also by
the development and deployment of new (non-wind turbine) technology. After all,
widespread use of wind power will also require advances in the fields of informa-
tion technology, energy storage systems, and control engineering to overcome the
unpredictable character of wind. The main technological advancements that would
improve the prospects of wind power are:

e The design of cost-effective, grid-connected wind turbines that are operating
continuously at the best possible performance. Research and development
needs to be continued in a number of areas to reach optimized wind turbine
designs. The most important areas are:

Scaling-up the present wind turbine size to the multi-megawatt class

Integrated design aiming at, for example, reduction of mass

— Implementation of advanced control systems exploiting the advantages of
variable speed in both wind turbine design and operation

Direct-drive generator design

Wind resource modeling and site assessment

Grid integration and wind farm control
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Each of the aforementioned items require validated design tools which offer
not only reliable dynamic models describing the relevant physical wind turbine
properties, but also provide the ease of use required by the designers;

e The (further) development of offshore wind farms. Offshore wind energy is
an extremely promising application of wind power, particularly in countries
with dense populations. The Dutch government stimulates this development
by means of a 100 MW demonstration project, the so-called “Near Shore Wind
Farm” (NSW), within the Netherlands Exclusive Economic Zone (EEZ) in the
North Sea. The demonstration wind farm is planned to be constructed in
2004, and is primarily intended for acquiring the knowledge and experience
required for constructing cost-effective offshore wind farms located in deep
water. In addition to this, the impact on nature and environment will be
carefully assessed.

Although offshore projects require initially higher investments than onshore,
mainly due to increased support structure, O&M, installation, and grid connec-
tion costs, it is expected that the increase in mean wind velocity and economies
of scale will compensate for this [172];

e Breakthroughs in reduction of transport losses and electricity storage for dif-
ferent time scales (ranging from minutes to months) at market shares above
15 — 20 % [113]. Because wind is an intermittent (i.e. unpredictable) genera-
tion source, viable electricity transportation and storage is essential for turning
wind energy into a mainstream electricity source. The most versatile energy
storage system, and the best “energy carrier”, is hydrogen [317]. Coupling
wind energy with hydrogen production (via electrolysis of (sea)water) has the
potential to overcome this disadvantage of wind power. After all, surplus wind
power can be stored as hydrogen at off-peak times, and used at a later stage in
fuel cells or gas turbines to generate electricity to meet peaks in the electricity
demand. Alternatively, wind energy can also be combined with hydro power.

In 2010, wind power is expected to achieve economic viability (at sites with
moderate to high average wind speeds) as a result of technological improvements,
economies of scale (resulting from expanding markets), and raised fossil fuel prices
(the result of the depletion of fossil fuel resources) [85]. The wind power market is
expected to show a continued rapid growth through 2020. Simultaneous with the
increasing role of wind power, the climate-destabilizing greenhouse gas emissions
will be reduced? and a more diversified energy mix will be obtained.

1.1.3 Cost-effective wind turbine design and operation

Designing the cost-effective, grid-connected wind turbines that are required to mate-
rialize the presented outlook is a challenge given the fact these turbines are constantly
competing with conventional power systems on the world market on the basis of the

2Hereby assuming that the reduction in emissions is not counterbalanced by the expected in-
crease in the worldwide electricity consumption.
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cost price of electricity per kilowatt-hour. At present, the conversion of wind power
to electrical power is still too expensive at sites with a low to moderate average wind
speed. This in spite of the fact that the wind resource is available for free, and that
already a significant reduction in cost per kilowatt-hour has been achieved in the
past decades.

From the preceding subsection it should be clear that obtaining economic via-
bility of wind power, and subsequently increasing the share of wind power in the
global electricity mix can be obtained in various ways. However, if the fossil fuel
prices do not increase sharply, and if the governments do not introduce new fiscal
instruments that substantially improve the competitive position of wind power, the
rate at which costs will further decline depends solely on advances in wind turbine
design and operation. While considerable technical progress has been made over
the last 20 years, additional improvements are still possible. This is mainly because
the modern wind turbine technology is still in an early stage of development, and
consequently not as mature as the technology involved in conventional power plants.

A breakdown of the cost of onshore wind turbines shows that the O&M cost and
the capital cost account for the bulk of the cost per kilowatt-hour [34, 172]. Their re-
spective shares are 6 —29 % and 70 %. Thus wind energy is a highly capital-intensive
technology, and consequently the economics of wind power are highly sensitive to
both the size of the capital investment and the interest rate charged on that capital.
This in turn means that the cost can be most effectively reduced by reducing the
capital cost. This is in direct contrast to conventional electricity generation where
the main driver of cost per kWh is the price of the fuel (e.g. natural gas or coal)
that is being used. Besides capital cost reduction, the competitive position of wind
power can also be improved by ensuring that the turbine is operating continuously
at the best possible performance as well as by minimizing the difference between the
technical and economic lifetime.

It can thus be concluded that in order to achieve, and subsequently maintain
the desired global economic competitiveness, steady improvements in both wind
turbine design and operation are of vital importance. Eventually, a cost-effective
wind turbine will have:

e Low capital cost

e A technical lifetime that equals the economic lifetime
e Low operations and maintenance cost

e Efficient energy conversion

In order to achieve this goal, the design and operation of the complete wind tur-
bine system has to be optimized with respect to both cost and performance. In
view of the complex wind turbine dynamic behavior, which is related to various
design parameters and control system design, accurate and reliable dynamic wind
turbine models are a prerequisite to the design and operation of such cost-effective
turbines. When implemented in a user-friendly design tool, these models enable the
wind turbine designer to evaluate different wind turbine configurations to support
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design decisions and to explore how the selected configuration would perform under
extreme conditions. This will lead to better wind turbine designs with improved sys-
tem performance and will reduce dependence on the development of prototypes and
testing. The former will reduce the cost price of electricity by capturing maximum
energy at minimum fatigue loads, while the latter will shorten the design cycle and
reduce development costs.

1.2 Problem formulation

With this motivation and background in mind, the following problem can be formu-
lated:

“Develop a systematic methodology that generates accurate and reliable dy-
namic models suited for cost-effective design and operation of structurally flex-
ible, variable speed wind turbines.”

It is recognized that solving the above problem is a huge challenge within the limited
capacity and time available. As a consequence, we will confine our research to
grid-connected, 3-bladed, horizontal-axis wind turbines equipped with a direct-drive
synchronous generator. The rotor is located upwind of the tower. The main reasons
for this are: i) the aforementioned configuration has a high potential to reach cost-
effectiveness in the near future, ii) the system offers the implementation of advanced
control systems exploiting the advantages of variable speed operation, and iii) we
have the possibility to take measurements from a wind turbine belonging to this
specific class (i.e. the Lagerwey LW-50/750 wind turbine located near Nieuwe-
Tonge, Province of Zuid-Holland, The Netherlands). Since this turbine is located on
land, we will further restrict our attention to onshore wind turbines.

It should be stressed that the systematic methodology under development, how-
ever, should not possess in any form fundamental restrictions for proper inclusion of
other and larger wind turbine configurations. Furthermore, it should also allow for
a straightforward incorporation of the computation of hydrodynamic forces result-
ing from waves acting on the support structure since the future of wind power lies
offshore.

The solution to the confined problem statement is achieved by solving first the
wind turbine modeling sub-problem, subsequently the model validation sub-problem,
and finally the model based control design sub-problem.

Sub-problem 1.2.1 (Modeling of flexible wind turbines) Acquire or develop
a non-linear dynamic model describing the relevant physical properties of flexible,
variable speed wind turbines.

Before we can solve this first sub-problem, it should be clear what is demanded
from the model. We aim at developing models suited for the cost-effective design
and operation of flexible, variable speed wind turbines. This implies that we are
mainly interested in the complete wind turbine behavior (including all bilateral
couplings between the different wind turbine parts) as well as the interactions with
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the surroundings. Consequently, the models are not suited for the detailed physical
design of individual wind turbine components (e.g. rotor blades, generator or power
converter) although an unambiguous exchange of data between the two must be
possible. Basically, the models should:

e support design choices to evaluate their impact on the performance of the
complete wind turbine. In the previous section it was motivated that in order
to arrive at cost-effective designs the design must be done with great care,
implying that proper design support is crucial. Design choices include the
following issues: rotor diameter, hub height, support structure type, type and
location of sensors and actuators, gearbox or direct-drive, fixed or variable
speed, operation and maintenance strategies;

e be suited for the design of optimal operating strategies. This means that
the model must have a limited complexity (model order restricted to about a
hundred), must be equipped with a straightforward and automated transfer
from physical data available during the design of a new wind turbine to model
parameters, and the model relations must be validated against measured data.
This opens the possibility to establish a bilateral coupling between the design
of a new wind turbine and the design of its control system;

e allow for the prediction and analysis of the dynamic behavior of the complete
system before the turbine is actually built. It is demanded for feedback to
the wind turbine designer that the model is fully parametric with physical
meaningful parameters (i.e. the model parameters should be directly related
to for example geometry and material properties).

The system boundary will be tightly chosen around the wind turbine. This means
that both the undisturbed wind velocity and the waves act as external inputs to the
model. Furthermore, it is assumed that the utility grid can be modeled as an infinite
bus (i.e. source of constant voltage and frequency). Notice that this assumption
might be too restrictive in the case of weak grids as well as in the case that a wind
farm instead of a single wind turbine is connected to the grid.

To begin with, an inventory of the state-of-the-art wind turbine design codes will
be made in order to provide an answer to the question whether or not the models
available in the existing codes are suited for our purpose. From this inventory it
will be concluded that the existing models are not adequate to solve the main thesis
problem. As a consequence, a new wind turbine design code will be developed that
overcomes the observed shortcomings. This code must include a systematic pro-
cedure transferring the physical data (e.g. dimension, mass distribution) to model
parameters. It is evident that a systematic modeling approach is preferred over an
application specific wind turbine model.

Sub-problem 1.2.2 (Model validation) Investigate the validity of the model by
confronting it with as much as information about the process that is necessary.

Model validation, as it is usually performed in the wind energy community, is rather
limited. Basically, time-domain model simulations are compared with measurements
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taken from an operating wind turbine. In general, this does not meet the high val-
idation demands associated with the intended model use. The main two reasons
are that the wind acts as a stochastic input and the fact that the bilateral cou-
plings between the different modules makes it impossible to separate the measured
responses.

It can be concluded that, at present, no satisfactory model validation procedure
seems to be available. Consequently, to arrive at a validated wind turbine model
suited to solve the main thesis problem, a systematic model validation approach
needs to be developed.

From a model validation point of view, the fact that physical laws are applied to
arrive at the wind turbine model (i.e. the model parameters have a clear physical
interpretation) offers a main advantage with respect to black-box models: it is also
possible to compare the estimated parameter values with information from other
sources, such as likely ranges and values in the literature.

Sub-problem 1.2.3 (Model based control design) Design a controller on the
basis of the validated model such that the cost price of electricity per kilowatt-hour
is minimal.

The question is how a controller can be designed that minimizes a specified economic
objective function. This function must encompass all aspects of both performance
and costs related to wind turbine construction and operation (including electricity
yield, lifetime, maintenance and quality of power).

Obviously, there is thus a need for a methodology that translates the manufac-
turer’s specifications and site-specific data automatically in a purpose-made con-
troller. Together with the systematic modeling approach that enables wind turbine
designers and control engineers to rapidly and easily build accurate dynamic wind
turbine models with physically meaningful parameters this will lead to an inte-
grated and optimal design. Consequently, the solution to the main thesis problem
is achieved.

It must be stressed that the gap that exists between the control engineering and
the wind engineering community will be closed only if the controlled wind turbine
behavior in situ corresponds to the predicted behavior. This implies that the de-
signed controller needs to be implemented in the real turbine under investigation
and the true performance must be evaluated. The so-called implementation sub-
problem, however, is not dealt with in this thesis due to practical, resource, and
time limitations.

1.3 Outline

The remainder of this thesis consists of five main parts. A brief overview of these
parts and accompanying chapters will now be presented.

e Part I: Modeling of flexible wind turbines. The first part, comprising
Chapter 2 and Chapter 3, addresses sub-problem 1.2.1. In Chapter 2, the
minimum requirements a design code should meet are listed, after which an
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inventory of the state-of-the-art of wind turbine design codes is made. Chap-
ter 3 is devoted to the modeling of flexible wind turbines, resulting in the
development of DAWIDUM: a new wind turbine design code;

Part II: Model validation issues. The second part, comprising Chapter 4
and Chapter 5, addresses sub-problem 1.2.2. Chapter 4 deals with the verifi-
cation and validation of DAWIDUM’s mechanical and electrical module, while
Chapter 5 describes how the physical mechanical model parameters can be
updated in order to achieve better correlation with test data when available;

Part III: Model based control design. The third part, comprising Chap-
ter 6 and Chapter 7, addresses sub-problem 1.2.3. In Chapter 6 an improved
frequency converter controller is developed for the synchronous generator of
the Lagerwey LW-50/750 wind turbine. In Chapter 7 the first steps towards
the systematic synthesis of model based controllers aiming at cost-effectiveness
are made;

Part IV: Conclusions and recommendations. The conclusions are pre-
sented in Chapter 8, and the recommendations for future research are given in
Chapter 9;

Part V: Appendices. The final part presents the appendices A to I in which
essential (background) information is gathered and some proofs are listed.

1.4 Typographical conventions

The following typographical conventions are used in this thesis:

Names of software packages are typeset in SMALL CAPITALS;

Scalar symbols such as z and z are typeset in italic, while boldface symbols
represent vectors or matrices;

Instantaneous values of variables such as voltage, current and power that are
functions of time are typeset in lower-case letters w, 7, and p respectively. We
may or may not show that they are functions of time, for example, using u
rather than w(¢). The upper-case symbols U and I refer to their average values.
They generally refer to an average value in DC quantities and a root-mean-
square (rms) value in AC quantities;

A typewriter font is used when commands are to be entered by the user
at the MATLAB® command window. This font is also used for SD/FAST®
commands;

Names of SIMULINK® and SD/FAST® systems (i.e. MEX-files) as well as
MATLAB® functions and data files are denoted by their file names (with
extensions .mdl, .dll, .m, and .mat respectively) which are typeset in Sans
Serif style.
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Chapter 2

State-of-the-art of wind
turbine design codes

In the introduction it was motivated that the availability of a dynamic model of a
complete wind turbine is a necessity in view of the cost-effective design and operation
of flexible, variable speed wind turbines. In the wind energy community there is a
wide variety in different design codes that can be used to model a wind turbine’s
dynamic behavior. Each of them with advantages and disadvantages.

In this chapter an inventory of the state-of-the-art of wind turbine design codes
is made in order to judge the appropriateness of using one of these to solve the
main thesis problem. In Section 2.1 the main specifications are listed that a design
tool should at least meet. Section 2.2 presents an overview of the design codes used
in the wind energy community. In Section 2.3 the most important features of the
aforementioned codes will be described, explained, and — where possible — compared.
Finally, in Section 2.4, the conclusions are listed.

2.1 Introduction

The challenge of wind energy research lies in developing wind turbines that are
optimized with respect to both cost and performance. A prerequisite for the cost-
effective design of such turbines is the availability of a systematic methodology that
generates accurate and reliable dynamic models of the complete system within the
design phase with relatively low modeling effort. The methodology and resulting
models needs to be encased in a user-friendly simulation environment to be able to
fully exploit the gained model knowledge. The basic requirements that such a design
code must meet are:

e [t should have a modular structure. This offers the possibility to easily adapt
the model configuration (e.g. two or three rotor blades) and/or model com-
plexity (i.e. number of degrees of freedom) by interchanging modules such
that the resulting configuration is appropriate for the intended application;
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e Models must accurately describe the couplings between the different wind tur-
bine modules as well as the interactions with the surroundings;

e It must be possible to extract linear models (preferably in state-space form)
from the created non-linear wind turbine models. Linear models are indispens-
able for i) analyzing the model behavior in different operating points and ii)
design and optimization of control strategies. In addition, it must allow for
rapid and easy (real-time) controller implementation.

In addition, it is desired that the package:

e [s equipped with an extensive module library containing models describing a
wide range of wind turbines with a different level of complexity. Each model
must be validated against measured data;

e Is part of a general-purpose (simulation) program with access to sophisticated
and reliable mathematical algorithms. Data exchange with standard programs
(including MATLAB®, and Microsoft Excel);

e Offers the computation of several steady-state characteristics (including rotor
power versus undisturbed wind velocity (P-V,, curve), or thrust versus undis-
turbed wind velocity (D,,- V,, curve) or is able to perform other standard wind
turbine related analyses;

e Is equipped with a Graphical User Interface (GUI) to simplify the operations
involved with creating, optimizing, analyzing, simulating and animating the
wind turbine models as well as facilitating controller design. This allows the
user to focus the attention on the design, rather than handling of the model.

We will next present an overview of the wind turbine design codes that are commonly
used in the wind energy community.

2.2 Overview wind turbine design codes

In the wind energy community the following design codes are commonly used to
model and simulate the wind turbine dynamic behavior, as well as to carry out
design calculations:

e ADAMS/WT (Automatic Dynamic Analysis of Mechanical Systems - Wind
Turbine) [57]. ADAMS/WT is an add-on package for the general-purpose,
multibody package ADAMS. ADAMS/WT is developed by Mechanical Dynam-
ics, Inc. (MDI) under contract to the National Renewable Energy Laboratory
(NREL), specifically for modeling horizontal-axis wind turbines of different
configurations. The ADAMS-code is intended for detailed calculations in the
final design stage [318]. Both the subroutine packages AeroDyn (computes the
aerodynamic forces for the blades) and YawDyn (blade flap and machine yaw),
developed at the University of Utah, can be incorporated in the package [102].
In the 2.0 release, ADAMS/WT is limited to fixed- or free yaw, horizontal-axis
wind turbines with two-bladed teetering or 3, 4 or 5-bladed rigid hubs;
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e BLADED for Windows - Offshore Upgrade [29, 74]. BLADED for Windows
is an integrated software package offering the full range of performance and
loading calculations required for the design and certification of both onshore
and offshore wind turbines. This code is developed at Garrad Hassan & Part-
ners Ltd., Bristol, England, and has been accepted by Germanischer Lloyd for
the calculation of wind turbine loads for design and certification;

¢ DUWECS (Delft University Wind Energy Convertor Simulation program)
[20, 21, 22, 23, 143]. The development of this code started in 1986 at the
Mechanical Engineering Systems and Control Group of Delft University of
Technology, The Netherlands, in order be able to optimize controlled, flexible
horizontal-axis onshore wind turbines. In 1993 DUWECS has been extended to
be able to deal with offshore wind turbines. Since 1994, this code is maintained
by the Institute for Wind Energy, also from Delft University of Technology;

e FAST (Fatigue, Aerodynamics, Structures, and Turbulence) [66, 306, 309].
The design code FAST has been developed at Oregon State University under
contract to the Wind Technology Branch of the National Renewable Energy
Laboratory (NREL). There are two versions of FAST, notably: a two-bladed
version called FAST-2, and a three bladed version called FAST-3. The FAST-
code is intended to obtain loads estimates for intermediate design studies.
The number of degrees of freedom is limited in order to reduce runtimes for a
wind turbine model simulation. Typical runtimes with FAST-2 take about one-
sixth the time required for a similar ADAMS/WT run for a similar wind turbine
model [318]. In 1996, NREL has modified FAST to use the AeroDyn subroutine
package developed at the University of Utah to calculate the aerodynamic
forces along the blade. This version has been called FAST-AD;

e FLEXS5 [48, 207, 208, 289, 297]. The design code FLEX5 has been developed
at the Fluid Mechanics Department of the Technical University of Denmark.
FLEX5 simulates the dynamic behavior of both onshore and offshore wind
turbines wind turbines with 1 to 3 rotor blades, fixed or variable speed, pitch
or stall controlled. The aero-elastic model is formulated in the time-domain,
and uses a relatively limited number of degrees of freedom to describe rigid
body motions and elastic deformations. In the present version FLEX5 is limited
to monopile foundations;

e FLEXLAST (FLEXible Load Analysing Simulation Tool) [15, 299]. The de-
velopment of FLEXLAST started at Stork Product Engineering, Amsterdam,
The Netherlands, in 1982. Since 1990 the code has been used for the design
and certification for Dutch companies as well as for foreign companies;

e FOCUS (Fatigue Optimization Code Using Simulations) [239, 240]. FOCUS
is an integrated design tool for structural optimization of rotor blades. It is
developed by Stork Product Engineering, the Stevin Laboratory, and the In-
stitute for Wind Energy, the latter two from Delft University of Technology,
The Netherlands. FOCUS consists of four main modules, SWING (stochastic
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wind generation), FLEXLAST (calculation load time cycles), FAROB (struc-
tural blade modeling), and Graph (output handling);

GAROS (General Analysis of ROtating Structures) [235]. GAROS is a general
purpose program for the dynamic analysis of coupled elastic rotating and non-
rotating structures with special attention to horizontal-axis wind turbines. The
development of GAROS started in 1979 at aerodyn Energiesysteme GmbH;

GAST (General Aerodynamic and Structural Prediction Tool for Wind Tur-
bines) [236, 302]. GAST is developed at the Fluids Section of the National
Technical University of Athens, Greece for performing complete simulations of
the behavior of wind turbines over a wide range of different operational condi-
tions. It includes a simulator of turbulent wind fields, time-domain aero-elastic
analysis of the full wind turbine configuration, and post-processing of loads for
fatigue analysis;

HAWC (Horizontal Axis Wind Turbine Code) [150, 215]. The aero-elastic
code HAWC is developed at the Wind Energy Department of Risg National
Laboratory, Denmark. Besides acting as a "test stand” for improved aero-
elastic modeling, this code is used for intermediate horizontal-axis wind turbine
design studies;

PHATAS-IV (Program for Horizontal Axis wind Turbine Analysis and Sim-
ulation, version IV) [160, 161, 162, 163, 164, 165, 275]. The PHATAS code is
developed at the Dutch Energy Research Foundation (ECN) unit Renewable
Energy, Petten, The Netherlands for the calculation of the non-linear dynamic
behavior and the corresponding loads of a horizontal-axis, wind turbine (both
onshore and offshore) in time domain;

TWISTER [145, 168]. The program TWISTER is developed at Stentec B.V.,
Heeg, The Netherlands, in order to analyse the behavior of horizontal-axis
wind turbines. TWISTER is the successor of FKA;

VIDYN [69, 70]. VIDYN is a simulation program for static and dynamic
analysis of horizontal-axis wind turbines. The development of VIDYN began
in 1983 at Teknikgruppen AB, Sollentuna, Sweden, as part of the evaluation
projects concerning two large, Swedish prototypes Maglarp and Néassuden;

YawDyn (Yaw Dynamics computer program) [97, 99]. YawDyn is devel-
oped at the Mechanical Engineering Department of University of Utah, United
States of America with the support of the National Renewable Energy Labo-
ratory (NREL) Wind Research Branch for the analysis of the yaw motions or
loads of a horizontal-axis constant rotational speed wind turbine with a rigid
or teetering hub, and two or three blades. The aerodynamic subroutines from
YawDyn, i.e. AeroDyn, have been modified for use with the ADAMS/WT
program. This code is intended to be used to obtain quick estimates of pre-
liminary design loads [318], since the structural dynamics model contained in
YawDyn is extremely simple [98].
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2.3 Main features overview

In this section the most important features (i.e. rotor aerodynamics, structural
dynamics, generator description, wind field description, wave field description, and
control design) of the aforementioned state-of-the-art wind turbine design codes are
summarized by a short description. It should be noted that only features of upwind,
horizontal-axis wind turbines are covered. Finally, these features are listed in two
tables in order to enable the reader to get quick and comparative information.

2.3.1 Rotor aerodynamics

Rotor aerodynamics refers to the interaction of the wind turbine rotor with the
incoming wind. The treatment of rotor aerodynamics in all current design codes
is based on Glauerts well-known, and well established blade element momentum
(BEM) theory [81, 83]. This theory is an extension of the Rankine-Froude actuator-
disk model (introduced by R.E. Froude in 1889 [68], after W.J.M. Rankine [231] has
introduced the momentum theory) in order to overcome the unsatisfactory accuracy
performance predictions based on this model.

The blade element momentum theory divides the rotor blades into a number of
radial blade sections (elements), each at a particular angle of attack. These blade
elements are assumed to have the same aerodynamic properties as an infinitely long
(or 2-D) rotor blade with the same chord, and aerofoils. This implies that 2-D
aerofoil data (i.e. lift, drag and moment coefficients) obtained from wind tunnel
experiments are assumed to be valid. The airflow from upstream to downstream of
the elements is, in turn, divided into annular stream tubes (see Fig. 3.5 on page 50).
It is assumed that each stream tube can be treated independently from adjacent
ones. Subsequently, the theory behind the Rankine-Froude actuator-disk model is
applied to each blade element, instead of to the rotor disk as a whole. Finally, the
total load on the blades is calculated by adding up the forces from all the elements.

The basic BEM-theory has, however, a number of limitations which are frequently
encountered in wind turbine applications. Many of these limitations can be overcome
using (semi) empirical relations derived from either helicopter, propellor, or wind
turbine experience. The major problem with semi-empirical models is, however, the
uncertainty regarding their reliability across a range of wind turbines with different
configurations and aerofoils. The most common corrections applied to the quasi-
steady momentum theory are: i) blade tip and root effects, ii) turbulent wake state,
iii) dynamic inflow, iv) dynamic stall, and v) 3-D corrections.

Blade tip and root effects

The BEM theory does not account for the effect of a finite number of rotor blades.
Therefore a correction has to be applied for the interaction of the shed vorticity
with the blade’s bound vorticity. This effect is usually greatest near the blade
tip, and it significantly affects the rotor torque and thrust. In principle, either an
approximate solution by Prandtl [221] or a more exact solution by Goldstein [88] can
be used to account for the non-uniformity of the induced axial velocity [55]. Both
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approximations give similar results. The expression obtained by Prandtl is however
commonly used, since this has a simple closed form, whereas the Goldstein solution
is represented by an infinite series of modified Bessel functions.

Prandtl’s expression is in literature denoted by the misleading term tip-loss fac-
tor. Misleading because it corrects for the fact that induction is not uniform over
the annulus under consideration due to the finite number of blades, and not for the
finite length of the blades.

Turbulent wake state

For high induced velocities (exceeding approximately 40 % of the free-stream ve-
locity), the momentum and vortex theory are no longer applicable because of the
predicted reversal of flow in the turbine wake. The vortex structure disintegrates
and the wake becomes turbulent and, in doing so, entrains energetic air from outside
the wake by a mixing process. Thereby thus altering the mass flow rate from that
flowing through the actuator disk. The turbine is now operating in the so-called
“turbulent wake state”, which is an intermediate state between windmill, and pro-
pellor state (see Appendix B for an overview of the different flow states of a wind
turbine rotor).

In the turbulent wake state the relationship between the axial induction factor
and the thrust coefficient according to the momentum theory (i.e. Cyur = 4a(l—a),
with a the axial induction factor and Cy,, the thrust coefficient) has to be replaced
by an empirical relation (a = f(Cyqz) for Cuar > CZ}ZL Note that the threshold
value C}Z;T depends on the empirical relation). The explanation for this is that the
momentum theory predicts a decreasing thrust coefficient with an increasing axial
induction factor, while data obtained from wind turbines show an increasing thrust
coefficient [279]. Thus, the momentum theory is considered to be invalid for axial
induction factors larger than 0.5. This is consistent with the fact that when a = 0.5
the far wake velocity vanishes (i.e. a condition at which streamlines no longer exist),
thereby violating the assumptions on which the momentum theory is based.

Most design codes include an empirical relation for induced velocities for these
high disk loading conditions in order to improve agreement between theory and ex-
periment. The following approximations are commonly used: Anderson [2], Garrad
Hassan [29], Glauert [55, 82], Johnson [118], and Wilson [280, 308].

These five empirical relations are compared in Fig. 2.1 for perpendicular flow.
The simple expression for the thrust coefficient, as derived from the momentum the-
ory is added for comparison. Obviously, disagreement exists about how to model the
flow field through a wind turbine under heavily loaded conditions, and the applied
empirical approximations must thus be regarded as being only approximate at best.

With the recent developments towards wind turbines operating at variable speed,
however, the importance of this phenomenon will become of lesser importance. After
all, a wind turbine typically operates in turbulent wake state when the tip-speed
ratio A exceeds 1.3 or 1.4 times the value for which C), 4, is achieved [267]. For a
constant rotational speed wind turbine this implies that it occurs at wind velocities
much lower than the rated wind velocity, while for a variable speed wind turbine it
may not occur at all during normal operation.
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Figure 2.1: Thrust coefficient Cqq, as function of azial induction factor a. Solid
curve: Johnson, dashed curve: Garrad Hassan, dashed-dotted straight line: Ander-
son, x: transition point, dotted straight line: Wilson, o: junction point, dashed-dotted
curve: Glauert. The equations are given on page 64-65.

Dynamic inflow

The aerodynamic forces are, following the blade element momentum theory, cal-
culated in a quasi-steady fashion, assuming at any instant in time an equilibrium
between the load situation and the induced velocity. In other words: the blade
element momentum theory assumes that the induced velocity flow field react instan-
taneously to changes in blade loading. This treatment is in literature known as the
equilibrium wake model.

In the actual operation of a wind turbine its load situation is changing contin-
uously, either because of wind velocity fluctuations, blade movements or through
blade pitch control at full load (in case that of pitchable blades). When the load sit-
uation changes, the change in the induced velocities will lag behind, since the mass
of the air in the wake makes it impossible to respond instantaneously to a change in
rotor loading. The dynamics associated with this process is in literature commonly
referred to as “dynamic inflow”. The study of dynamic inflow was initiated nearly
40 years ago in the helicopter aerodynamics. The difference between steady and
dynamic inflow is illustrated in Fig. 2.2 for a stepwise change in pitch angle on one
blade element.

From comparisons of computational results with measurements it is shown by
different researchers, including Snel and Schepers [269, 271, 272, 273], that under
certain circumstances, notably pitching transients, important and systematic differ-
ences occur which can be attributed to unsteadiness and the time lag in the adjust-
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Figure 2.2: Influence of dynamic inflow on the axial induction factor a. Solid curve:
Equilibrium wake, dashed-dotted curve: Dynamic inflow. It is assumed that the
axial induction factor is described by the following linear, first order system: a =
ﬁ -Gy, with a, calculated from the blade element momentum theory equations,
and the time constant 7, set to 1.4 seconds.

ment in the induced velocities. Furthermore, Montgomerie and Zdunek [193] report
that fatigue loads may be underestimated if the effect of wake inertia is neglected
by considering steady aerodynamics only. The unsteady character must be included
in the computation of the aerodynamic loads. The characteristic time scale for this
phenomenon is %, where D the rotor diameter, and V,, the undisturbed wind ve-
locity [269]. Hence, the importance of dynamic inflow increases with the pitching
speed and the size of the turbine. Dynamic inflow must be distinguished from the
other unsteady aerodynamic effect “dynamic stall” which has a length scale of the
order of the chord length. Dynamic stall will be discussed in the next paragraph.

Dynamic inflow can be modeled by realizing that the distribution of vortices in
the wake is responsible for the induced velocity in the rotor plane. By following the
creation and transport of wake vorticity in time, and calculating the velocity induced
by it in the rotor plane, a so-called free vortex model is obtained [270]. Such a model
is, however, computationally expensive. Therefore, in the state-of-the-art wind tur-
bine design codes, the blade element momentum theory is adapted by transforming
the algebraic equilibrium equations into first order differential equations reflecting
the dynamics of the inflow process. Nowadays, two alternative models are used to
describe dynamic inflow: a first order system (FOS) [193, 209] and the Pitt and
Peters model [71, 72, 218].

In literature, another way of analyzing dynamic inflow has been put forward,
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notably vortex wake calculation. Although this method is inherently more satisfying
since it enables one to directly calculate the motion of the vortex trajectories without
the necessity to make assumptions regarding the time constant of the flow it is not
suitable for use with the blade element momentum theory. At this time there is not
sufficient data available to determine whether this more complex method is more
accurate than the first order system (FOS) or Pitt and Peters model.

Dynamic stall

Transient aerodynamics have another facet, called “dynamic stall”. Dynamic stall
or stall hysteresis is a dynamic effect which occurs on aerofoils if the angle of attack
changes more rapidly than the air flow around the blade (or blade element) can
adjust. Dynamic stall was shown to occur under a variety of inflow conditions,
including turbulence, tower shadow, and yawed flow [100]. The result is aerofoil lift
and drag coefficients which depend not only on the instantaneous angle of attack
(quasi-steady aerodynamics assumption), but also on the recent angle of attack
history. In particular, the lift and drag coefficients depend on the angle of attack as
well as its first time derivative. These changes can produce hysteresis loops which,
in turn, lead to cyclic pressure loadings that are not predictable from conventional
lift and drag data obtained at steady angles of attack. Fig. 2.3 (from Leishman &
Beddoes [157]) shows a typical rotating blade dynamic stall measurement compared
to 2-D wind tunnel data.
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Figure 2.3: Typical dynamic stall behavior of the lift coefficient C; of a fictive aerofoil
as function of the angle of attack o compared with 2-D wind tunnel data. Solid curve:
2-D wind tunnel data, dashed curve: Dynamic stall.

Increased excitation of the blade structural dynamic modes becomes a possibil-
ity during dynamic stall. In case of torsionally soft rotor blades, severe stall may
even excite the blade torsion mode at its natural frequency, leading to a dynamic
instability known as stall-flutter [157].
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Now that the structural dynamic modeling has reached a good level of maturity
(see Section 2.3.2), it is also required that the relatively simple quasi-steady repre-
sentation for the aerodynamics of stall regulated wind turbines is replaced by more
accurate, but still computationally efficient, models that incorporate the unsteady
behavior of the blade sections. At present it is possible to model dynamic stall in
considerable detail, and accuracy using Computational Fluid Dynamics (CFD) meth-
ods. For example, numerical solutions to the unsteady Navier-Stokes equations are
becoming increasingly feasible [277]. Unfortunately, these solutions are extremely
complex, implying that implementation in a design code would exceed the practical
limits of the computational power.

In order to include the unsteady behavior in the design codes, it is thus necessary
to make use of semi-empirical models. Such models describe the sectional force
coefficients in terms of angle of attack and some time derivatives in differential
equation form allowing straightforward implementation in the aerodynamic routines
based on the blade element momentum theory. The CFD methods can be used to
check the validity of these models.

Prior to 1988 dynamic stall was not incorporated in wind turbine design codes
[100] although most wind turbines were stall regulated. At present, the unsteady
aerodynamics with a length scale of the order of the chord length are modeled in five
ways in the state-of-the-art design codes, i.e. Beddoes [157] (or Beddoes-Leishman),
Gormont [89, 103] (or Boeing-Vertol Gamma Function), ONERA [216, 217, 293],
SIMPLE [192], and Stig @ye [206]. All models are semi-empirical in nature, and
require some a priori knowledge of aerofoil characteristics. In Molenaar [190] it is
shown by comparing hysteresis loops calculated for an oscillating NACA-0012 aerofoil
(where “00” means zero camber implying a symmetrical aerofoil, and “12” indicates
a maximum thickness to chord ratio of 12 %) that no preference for either of the
mentioned dynamic stall models exists.

This conclusion is confirmed by e.g. Bierbooms [10], Snel [266], and Yeznasni
et al. [322]. Hansen [99], on the other hand, reports that the Gormont model is
able to predict the correct hysteresis loop when the two empirical constants are
known a priori. The main cause for the observed differences is that dynamic stall
depends on such a large number of parameters (including aerofoil geometry, pitching
frequency, Mach number, Reynolds number). This implies that the phenomenon is
difficult to analyze. Research is continuing to explore the most accurate and practical
method to implement this aspect of unsteady aerodynamics. Riziotis et al. [237], for
example, suggests to use the more advanced vortex models to check and calibrate
the semi-empirical models.

3-D corrections

In the state-of-the-art design codes 2-D aerofoil data obtained from wind tunnel ex-
periments at the appropriate Reynolds number is used to represent the aerodynamic
properties of wind turbine rotor blades. Recall that wind tunnel data is obtained
from measurements on non-rotating aerofoil sections, whereas the resulting lift, drag
and moment coeflicients are applied to rotating wind turbine blades. This approach
leads to reasonable prediction of wind turbine loads for attached or equivalently un-
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separated flow, but is known to become unsatisfactory for (partially) separated flow
conditions [268]. Experiments on rotating blades show a stall-delay and increased
lift coefficients at angles of attack beyond the 2-D stall point. The main cause for
this is the effect of rotation [14].

Although in principle relevant for all types of wind turbines, the above problem
is especially important for stall regulated wind turbines. The interested reader is
referred to Snel et al. [274] for the physical explanation of the differences between 2-D
stall and 3-D separation on rotating blades as well as for a review of the theoretical
and experimental work done on 3-D effects on rotating blades.

Consequently, the 2-D aerofoil data has to be corrected to provide accurate pre-
dictions of the aerodynamic forces in stall. For a non-rotating blade (i.e. wing) it is
common to use the Prandtl correction equations [23]. In case of a rotating blade the
3-D effects become more complex because of the centrifugal forces acting on the air
particles in the boundary layer of the rotor blade. At present, there is no (simple)
theory to account for these effects. Hence, semi-empirical methods are to be used.
The measured 2-D lift coefficients in stall are corrected by either the Snel et al. [274]
or Viterna & Corrigan (semi-empirical) method [9, 279, 300].

In Fig. 2.4 the 2-D lift C} as well as drag Cy coefficients of a NACA-63615-2D
aerofoil are corrected using the aforementioned semi-empirical correction methods.
A section with a chord-to-radius ratio of 0.25 is applied because 3-D effects are more
pronounced near the blade root. The Snel et al. 3-D correction results in a stall-delay
and increased lift coefficients at angles of attack beyond the 2-D stall point. The
Viterna & Corrigan 3-D correction results in a smaller lift gradient, equal maximum
value for C}, and a smooth curve in the post-stall region. The drag coefficient is
larger for attached flow, but smaller for stalled flow.
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Figure 2.4: FEffect of 3D-correction on 2D-lift coefficient CZ[QD] as function of the
angle of attack o of NACA-65615-2D aerofoil for © = 0.25. Solid line: 2D-data,
Dashed line: Snel et al., and Dashed-dotted line: Viterna & Corrigan.
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Obviously, the correction methods for 3-D effects in stall implemented in the
state-of-the-art design codes result in quite different modified aerofoil characteris-
tics. As 3-D correction is especially important for stall regulated wind turbines, it
will become of lesser importance due to recent developments towards wind turbines
operating at variable speed.

In Table 2.1, and Table 2.2 on page 40, and 41 respectively, it is summarized
which correction (i.e. blade tip and root, turbulent wake state, dynamic inflow,
dynamic stall and 3-D) is implemented in which state-of-the-art design code. It
can be concluded that in the state-of-the-art design codes the rotor aerodynamics
are — without exception — treated with Glauerts blade element momentum theory.
Although the Glauert blade element momentum theory is well-established and widely
used, it is necessary to have experimental verification of it for wind turbine rotor
analysis. Furthermore, more research is needed to determine the most appropriate
turbulent wake state model. The most challenging problem, however, for modelling
rotor aerodynamics for stall regulated wind turbines is to improve the predictions
of 3-D effects and that of dynamic stall. With the recent developments towards
wind turbines operating at variable speed, however, these phenomena will become
of lesser importance.

Relevant for all types of wind turbines, on the other hand, is accurate prediction
of yawed flow. From the practical point of view, yawed flow (yaw misalignment,
skewed wake effects or oblique flow) is a fact of life, and is of paramount impor-
tance since an important part of fatigue lifetime consumption of rotor blades can be
attributed to these conditions. In addition, it is of importance to the load spectra
of yaw bearing, tower, and rotor shaft. Hence, corrections must be made to the
blade element momentum theory when the rotor operates at a yaw angle. Although
considerable progress has been made, the results are not yet sufficiently accurate
when compared with measurements.

2.3.2 Structural dynamics

In the early days of the wind industry, the effects of structural dynamics were either
ignored completely, or included through the use of estimated dynamic magnification
(i.e. safety) factors [228]. The increasing structural flexibility of wind turbines
implies that their dynamic behavior, and our ability to model flexibility accurately,
becomes more important [73]. Nowadays, the structural dynamics of wind turbines
are approximated in three ways, notably using a multibody, finite element, and
modal approach. These three approaches are briefly described below:

e Multibody. In the multibody or MBS approach, a real mechanical system is
approximated with a finite number of rigid bodies, coupled by inelastic joints
(e.g. slider, pin) to the Newtonian reference frame. Consequently, such a sys-
tem can be described with a finite number of ordinary differential equations.
The essential dynamics of stiff mechanical systems that undergo large displace-
ments as well as large rotations can be well reproduced in this way. Since the
number of equations of motion remains comparatively small, this approach is
very appropriate for control system design. Soft mechanical systems, on the
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other hand, consists of deformable bodies that undergo rigid body motion as
well as elastic deformations. In view of the multibody methodology, such a
system can be approximated with a collection of rigid, and flexible bodies.
Inclusion of these flexible bodies in the MBS approach is essential in order to
reach the same level of accuracy as for stiff mechanical systems. The price to
be paid is, of course, an increased model order;

e Finite Element. The finite element approach is one of the two most common
spatial discretization methods of a continuous system. This approach leads
to linear, finite dimensional, continuous time equations of motion for approxi-
mation the dynamics of flexible systems. In the Finite Element approach, the
real flexible structure is regarded as an assembly of a finite, but large number
geometrically simple, discrete elements. In general, the number of elements
varies between a hundred and some thousands. Finite Element systems (FES)
are appropriate for the analysis of static loads, and small dynamic motions
referred to an inertial system. The resulting dynamic models are usually of
high order, and therefore not suitable for control system design without order
reduction. Finite Element systems, however, may be very useful for layout
and design, because stress calculations give important hints for design and
dimensioning of the structural elements;

e Modal. The modal approach is the other spatial discretization method. The
structural dynamics can also be modeled by a modal representation (modal
frequency, modal damping coefficient, and modeshape). The modal frequency
as well as mode shape are determined from the eigenvalues and eigenvectors
of a finite element analysis of the wind turbine’s mechanical structure. A
disadvantage of the modal approach is that the centrifugal loads are often
neglected since they correspond to modes caused by the axial deformation (i.e.
in the direction of the blade radius) of the blades. These modes usually have
relatively high frequencies and are normally not calculated. The result being
that the centrifugal loads must be calculated by a separate static analysis.

In Table 2.1, and Table 2.2 on page 40, and 41 respectively, it is summarized which
approach to approximate the structural dynamics of wind turbines is implemented
in which design code. It can be concluded that the state-of-the-art of wind turbine
structural dynamic modeling includes representations of rotor blade bending modes
in both flap and lead-lag directions, rotor teeter, drive train torsion, tower bending
in two directions, nacelle yaw and/or tower torsion. At present, it is uncommon to
model rotor blade torsionally flexibility, since current commercial blades are rela-
tively stiff in torsion. The representation of torsional dynamics will become more
important as rotor blades become more flexible in the future.

It should be noted, however, that the difference between a finite element and a
multibody model can be small. For example, the finite element model of a wind
turbine’s mechanical structure modeled within e.g. BLADED, and GAROS is built
up with beam elements. FES — MBS implies in Table 2.1, and Table 2.2 that a
detailed finite element is used to deduce the first eigenfrequency of the wind tur-
bine’s structural dynamics. Subsequently, this eigenfrequency is used to compute
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the equivalent stiffness and damping of the Mass-Spring-Damper system in order
to represent the flexibility. Note that a Mass-Spring-Damper system (or Inertia-
Spring-Damper system) can be seen as a MBS consisting of 1 rigid body, and that a
hinge model can be seen as a MBS consisting of 2 rigid bodies connected by a joint.

From a control design point of view, the multibody approach is most suited
because it results in limited order models with physically interpretable model pa-
rameters. What is missing in most design codes, however, is an easy transfer from
physical data available during the design of a new wind turbine (e.g. CAD-drawings
or 3-D models) to model parameters. Therefore attention should be paid to the
development of an automated structural modeling procedure in which the physical
data can be entered an interactive way. Furthermore, it should be possible to select
a model with the desired number of degrees of freedom out of a library within an
environment suitable for control design (e.g. MATLAB®/SIMULINK® [264]). Ide-
ally, this will result in a situation in which control design has become an integral
part of wind turbine design.

2.3.3 Generator description

The generator of a horizontal-axis wind turbine is housed in the nacelle and converts
the mechanical power into electrical power. Until recently, the classification into con-
stant or variable rotational speed wind turbines was determined by the choice of the
electrical generator. For the grid-connected wind turbines, two types of generators
were commonly used, asynchronous (or induction) generators and synchronous gen-
erators with AC-DC-AC converter. Asynchronous generators were used by many
Danish wind turbine manufacturers during the 1980’s en 1990’s and had no possibil-
ity to influence the electrical conversion system. The result being that the rotational
speed of the generator was almost constant. The synchronous generator plus AC-
DC-AC converter offers the possibility to influence the electrical conversion directly
(i.e. by means of controlling the power electronics and/or the field excitation),
making variable rotational speed possible.

Variable speed implies, in contrast to constant speed generators which are directly
coupled to the public grid, a conversion step from mechanical energy at variable
turbine speed to electrical energy fed into the constant frequency grid. Part of this
conversion could be performed mechanically, for instance using a continuous variable
transmission. In most cases a more economical solution is electrical conversion by
means of an electrical power converter. In essence, power electronics ensure that
the utility line “sees” a 50 Hz current even as the rotor speed changes with wind
velocity and generator frequency fluctuates.

Due to the development in the power electronic converters, offering both higher
power handling capability and lower price per kW, this distinction has become less
clear today. It is even possible to use an asynchronous generator (with suitable power
converters) for variable speed operation. The interested reader is referred to Hansen
et al. [101] were an overview of the generators and power electronic configurations
commonly applied in wind turbines can be found. Future concepts are treated as
well.
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From Table 2.1, and Table 2.2 on page 40, and 41 it can be concluded that in
most design codes (in particular the aero-elastic ones) the generator (or to be more
precisely: the electromagnetic part of the generator plus conversion system) is de-
scribed by a static relationship. It is common to express the torque as a function of
the generator speed (and sometimes voltage), while the total losses are represented
by an efficiency ratio. Obviously, this approach neglects the mutual coupling be-
tween the structural dynamics and the electromagnetic part of the generator plus
conversion system. It is important that the dynamics will be included in the de-
sign codes in more detail in the near future (especially when fast torque control is
required for cost-effective design).

2.3.4 'Wind field description

It has long been recognized that wind simulation should be an integral part of wind
turbine structural design, and analysis. Now that the structural models become
more sophisticated, adequate input to these models is essential in order to make
full use of the increased accuracy. The wind input required to receive a license is
laid down in design standards (e.g. IEC-1400-1 standard [112], NVN 11400-0 [198]
or Germanischer Lloyd [77]). In addition, a realistic wind input is also requisite in
order to be able to evaluate the performance of a wind turbine regarding the obtained
fatigue load reduction. After all, the fatigue loading depends strongly on the wind
characteristic used as input for the simulation [186]. Hence realistic modeling of
three-dimensional wind fields is essential in the cost-effective design, and operation
of a wind turbine.

From field experiments it is known that the undisturbed wind velocity is variable
in space, time and direction, see Fig. 2.5. The rotor blades move at high speed (com-
pared to the wind velocity) through this spatially, and non-uniform wind field. This
gives rise to excitation of the rotor with dominant frequencies at integer multiples
of the rotational speed [50, 141]. The spatial structure of the atmospheric turbu-
lence is mainly responsible for this so-called “rotational sampling effect”. Obviously,
this effect is more pronounced for constant speed turbines than for variable speed
turbines.

AN

Figure 2.5: The undisturbed wind velocity: variable in space, time and direction.

33



The undisturbed wind velocity is in the current design codes decomposed into
a deterministic, and a stochastic (i.e. turbulent) wind description. Deterministic
wind inputs are very useful to study and verify the global wind turbine behavior,
while stochastic wind inputs are to be used for the prediction of the loads which a
wind turbine will experience during its life-time. The state-of-the-art with regard to
the deterministic part is a representation that includes a linear (or more accurately
bi-linear), Power Law (or exponential) or logarithmic model of wind shear together
with two, almost identical representations of the tower shadow effect, viz. the (1-cos)
and the potential flow (or dipole) model.

A model of the turbulent wind field suitable for loading calculations requires
good representation of both the temporal and spatial structure of turbulence [229].
Calculations based on a turbulence simulation which assumes a fully coherent cross-
wind spatial structure will not take into account the crucial important “eddy slicing”
transfer of rotor load from low frequencies to those associated with rotational speed
and its higher harmonics. This “eddy slicing” or “rotational sampling effect”, as-
sociated with rotating blades slicing through the turbulent structure of the wind,
is a significant source of fatigue loading. Although early models concentrated on
representation of the longitudinal component of turbulence only, the state-of-the-art

is to base load calculations on a model of all three turbulent velocity components of
the wind field [228].

The most “correct” method to simulate such a turbulent wind field would prob-
ably be to solve the Navier-Stokes equations of an atmospheric flow bounded from
below by an aerodynamically rough surface directly by Direct Numerical Simulation
(DNS) [174]. However, the computational cost of this would be enormous. A cheaper
way to do it would be to use Large Eddy Simulation (LES), which is an approximate
solution to the Navier-Stokes equations where the motions of the smallest scales are
not solved directly, but modelled. Still, this requires supercomputers, and is usually
not justified for practical engineering use.

Therefore, in wind engineering, empirical information is generally used in the
methods developed for the simulation of turbulent wind. All these methods use, as
a starting point, auto-spectral and coherence descriptions of the turbulence. There
are several of such descriptions available with the most common being the Von
Karmén and Kaimal spectral models. A more comprehensive method is that due to
Mann [173, 174] developed at Risp National Laboratory, Denmark. This method is
in principle a special case of the general method of Shinozuka and Jan [263]. Another
method is the Veers turbulence simulation method, often referred to as SANDIA or
SNLWIND method [132] which is originally proposed by Veers, and is again based
on the method of Shinozuka and Jan [263].

All these descriptions are encoded in so-called stochastic 3D wind field generators.
The following stochastic 3D wind field generators are commonly used: EWS [145,
168], Mann [174], Shinozuka/Jan [263], SNLWIND-3D [132], Sosisw [69, 70], SWIFT
(Simulation WInd Field in Time) [315], SWING-4 (Stochastic WINd Generator)
[11, 13], Veers [296] and WIND3D [226]. In Table 2.1, and Table 2.2 on page 40,
and 41 respectively, it is summarized which wind generator is used in which wind
turbine design code.
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2.3.5 Wave field description

The future of wind energy will be in large-scale offshore wind farms located in deep
water. The main reasons are: i) the wind energy potential offshore is several times
higher compared with the resources on land, ii) the average mean wind speed is
substantially higher implying an increased electricity yield, iii) both wind shear and
atmospheric turbulence are substantially lower due to the smoother surface implying
reduced fatigue loading, and iv) NIMBY (not-in-my-backyard) related phenomena
as noise emission and optical pollution are of secondary importance.

Conversely, the wind farms are exposed to a more aggressive environment: water
waves, currents, (floating) ice, marine fouling, and corrosion due to the salinity
and humidity of the salt water environment. The water waves have a particular
importance since their frequencies may coincide with the structural eigenfrequencies
[143]. This implies that it is of paramount importance for the design and operation
of cost-effective offshore wind turbines that the design code is capable to deal with
wind as well as water wave (and current) loading. Interestingly, research has shown
that the fatigue damage predicted by a coupled simulation of wind and waves is
significantly less than a summation of the damages caused by the two effects in
isolation [38]. This observation stresses the need of an integrated design approach
implemented in a user-friendly design tool.

Deterministic versus stochastic

For the design of an offshore wind turbine the wind generated waves are the most
important [143]. The other types (e.g. planetary waves, tsunamis, and capillary
waves) are either occurring beyond the relevant frequency range or their energy
content is too small. Wind generated water waves are random in nature and contain
energy in the frequency range of 0.05-0.5 Hz [144].

The wave velocity of these random waves is in the current design codes decom-
posed into a deterministic, and a stochastic wave description. Deterministic wave
inputs are used to model extreme sea waves, while stochastic wave inputs are to
be used for the prediction of the wave loads which an offshore wind turbine will
experience during its life-time.

The deterministic or design wave approach represents a single wave by a wave
period and a wave height (e.g. the maximum wave height at the site under inves-
tigation). The main reason for using this approach is the simplicity in the design
analysis and easy determination of the response due to extreme wave conditions
[43]. For proper analysis it is recommended that several possible single design waves
of varying periods and heights are analyzed and that the wind turbine has to be
designed to withstand the worst of the considered load cases.

The stochastic or wave energy spectrum approach, on the other hand, selects
a suitable wave energy spectrum representing an appropriate density distribution
of the sea waves at the site under investigation. The standard wave energy spec-
tra are the Pierson-Moskowitz (P-M) and the JONSWAP (Joint North Sea Wave
Project) spectrum. The P-M spectrum describes a fully developed sea state, while
the JONSWAP spectrum represents a not fully developed sea state. A sea state is
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defined as a period of 3 hours and is considered as a stationary stochastic process.
Consequently, to account for the variability of the sea, a family of sea states should
be used. Both spectra have a significant wave height and the mean wave period as
parameters.

Wave theories

The wave field is thus described by a number of waves, either obtained by the design
wave approach or by decomposing a wave energy spectrum. The next step is to
determine the kinematics of the water particles at a number of locations on the
submerged support structure. Although the ocean waves are random in nature, all
common wave theories describe wave profiles that are regular (i.e. wave form does
not change due to interaction with structure) and periodic with prescribed wave
height, wave period, and water depth.

The simplest and consequently most often used wave theory is the Airy theory
which provides a linear expression for the water particle velocity from the sea bottom
up to the still water level (SWL). This implies that the Airy theory gives symmetric
profiles about the SWL. The Airy theory can also be regarded as a first order Stokes’
theory. Other commonly used wave theories are i) Stokes second- and third-order
theory, ii) Stokes fifth-order theory, iii) Cnoidal theory and iv) Stream function
theory. Generally, the higher the order of the wave theory, the higher the limiting
height for which it is valid [8]. The interested reader is referred to Chakrabarti [43]
where regions of validity of the aforementioned wave theories are presented. These
regions are described in terms of the three basic parameters (i.e. wave height H,
wave period T, and water depth d). The shallow, intermediate and deep water
wave ranges correspond to g% < 0.0025, 0.0025 < # < 0.08 and g% > 0.08
respectively (with g the gravity constant) [247].

Wave forces

The water wave forces on an offshore structure are dependent upon the size and shape
of the (submerged part of the) support structure as well as the wave characteristics.
It is common practice in offshore engineering to calculate the wave forces using one
of the following three methods:

e Morison equation
e Froude-Krylov theory
e Diffraction theory

The regions of validity of the aforementioned methods for the calculation of forces on
a vertical cylinder are depicted in Fig. 2.6 [143]. The double logarithmic plot shows
the Keulegan-Carpenter number KC (ratio between drag and inertia force) against
the relative size of the (submerged part of the) support structure. The relative
size is expressed by the cross-section dimension of structure D divided by the wave
length L. Both axes are limited for increasing values by the slope of the deep water
breaking wave curve (L/H =7, with L the wave length and H the wave height).
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Figure 2.6: Regions of validity of the Morison equation, Froude-Krylov theory and
the diffraction theory, with H the wave height, D the cross-section dimension, and
L the wave length [143].

From Fig. 2.6 it can be concluded that:

e When the (submerged part of the) support structure is small compared to the
predominant water wave lengths (i.e. D/L < 0.2), it can be assumed that
the incident wave field is not significantly deformed by the presence of the
support structure. In this case, wave loads can be calculated from the Morison
equation, where the total force is simply given by the linear combination of
drag and inertia forces;

e When the drag force is small and the inertia force predominates, and the
structure is still relatively small, the Froude-Krylov theory can be applied;

e When the structure is not small compared to predominant wave lengths (D/L >
0.2), the incident wave field is significantly deformed by the presence of the sup-
port structure. In this case, the diffraction theory has to be used to compute
the wave forces to include the effects of wave scattering around the support
structure.

In Table 2.1, and Table 2.2 on page 40, and 41 respectively, it is listed which of
the aforementioned design codes is equipped with a wave module. From this table
it can be concluded that all codes use the Morison equation to compute the wave
forces. In addition, PHATAS-IV uses ROWS (Random Ocean Wave Simulator) [314]
to generate the waves.
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2.3.6 Control design

The economic cost of electricity generated by wind turbines can be reduced by
decreasing the construction cost, while increasing the life-time and efficiency of the
energy conversion. The question is to what extent a (feedback) control system can
contribute to this reduction of cost.

In general, the purpose of using feedback is to combat uncertainty [169]. After
all, if there were no disturbances, or in other words if there were no uncertainty
about the behavior of the plant, then open-loop series compensation would suffice.
Of course, such an ideal situation never occurs, and is very rarely even approached.
It will be shown below that using feedback it is also possible to alter the following
linear system properties: stability, disturbance rejection, and robustness.

Consider thereto the “classical” feedback system in Fig. 2.7. In this feedback
system the reference signals r, filtered by F', are compared with the measured output
y which is corrupted by a disturbance v. Based on this difference, the controller C'
produces an input u to the plant (i.e. wind turbine) P. The output y as function
of r and v is given by:

_ L
I+ T TYL

Y v=TFr+ Sv (2.1)

with L = PC the loop gain, S = (I + L)™' the sensitivity function and T =
(I + L)~1(L) the complementary sensitivity function of the closed-loop system.

<

Figure 2.7: Classical feedback system.

From Eq. (2.1) follows that stability of the feedback system is related to stability
of (I + L)™' (L) and consequently can be altered by a controller C. Disturbances
can be attenuated by reducing S in some sense. It should be added that the “distur-
bance” v can represent various sources of uncertainty in the plant (including model
uncertainty) and hence by attenuating disturbances the robustness of the closed-loop
system is improved. A detailed analysis can be found in [21, 169].

It can be concluded that a feedback controller interacts with the dynamics of
the wind turbine and has implications for, among others, the energy production and
fatigue life. Ideally, use of a controller should imply an optimal energy production
and increased fatigue life.

38



Nowadays, industrial standard PID-type (proportional-integral-derivative) con-
trollers are normally used for wind turbine control [24, 30, 115, 283]. These are
model-free, single-input-single-output (SISO), and hence single-objective approaches
for which no controller synthesis algorithm is available. This implies that the con-
troller parameters are to be determined by using rules of thumb. For a comprehensive
survey of tuning methods of PID controllers, the reader is referred to Astrom and
Héigglund [5]. More advanced tuning methods use optimization theory to deter-
mine the PID controller parameters. The SISO controller structure, however, is not
capable of simultaneously satisfying the more or less conflicting control objectives
[186]. The conflicting nature of these objectives is caused by substantial interaction
between the inputs (wind, pitch angle, and electromechanical torque) and outputs
(electrical power and dynamic loads) of the wind turbine.

Recent advances in power electronics applied to wind turbines have drawn the
attention to turbines which possess the ability to continuously adapt the rotational
speed to the actual felt wind velocity. Such variable rotational speed wind tur-
bines are multi-input-multi-output (MIMO) systems and this opens the possibility
to exploit the interactions between the inputs and outputs in the system to reduce
dynamic loads as well as maintaining a desired amount of energy production.

The key issue in model based control design is the use of accurate mathematical
models of the system to be controlled. In general, the following holds true: “The
more accurate the model describes reality, the higher the achievable performance
will be”. The majority of the state-of-the-art design codes has been developed for
dealing with wind turbine design calculations and time-domain simulations, and
consequently do not include the linearization step to obtain linear model descrip-
tions of the complete wind turbine required for control design. Only ADAMS/WT,
DUWECS, and GAROS provide a facility for linearizing the non-linear wind turbine
model around an operating point. The linearization module of ADAMS/WT (i.e.
ADAMS/WT /linear), however, neglects rotating frame effects due to the fact that
the wind turbine modes can be extracted only in parked position. The result being
that the significant gyroscopic coupling effects of a rotating wind turbine are ne-
glected [171, 283]. This limitation excludes the design of controllers that exploit the
dependency on both azimuth (i.e. rotor position) and rotational speed.

Generally it can be said that consciousness is raising that the control design
should be integral part of the design of the complete system, since the dynamics of
a controller interact with the rest of the dynamics of the wind turbine and so have
implications for the behavior and performance of the complete system, including
energy production and fatigue life.

2.3.7 Summary main features in tabular form

The aformentioned features of the discussed state-of-the-art wind turbine design
codes are summarized in two tables, Table 2.1, and Table 2.2, on the next two pages.
The tabular form enables the reader to get quick and comparable information. It
should be noted that the design codes are listed in alphabetical order; i.e. the order
does not express any rating.
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State-of-the-art design codes features (continued).
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2.4 Conclusions

In this chapter the main features of the state-of-the-art wind turbine design codes
have been investigated in order to judge the appropriateness of using one of these
to solve the main thesis problem. When comparing the design tool demands listed
in Section 2.1 with the design code overview presented in Section 2.2 and the main
features listed in Table 2.1 and Table 2.2, the following conclusions can be drawn:

e There is a wide variety in wind turbine design codes for modeling a wind
turbine’s dynamic behavior or to carry out design calculations. Most of the
design codes, however, have been specially developed to deal with wind turbine
design calculations and time-domain simulations. The intended use is either
for intermediate design studies or for detailed design studies in the final stage;

e The sophistication of these codes has increased enormously over the last two
decades. This development has been driven mainly by the trend to reduce
unnecessary design conservatism in order to reach cost-effective wind turbines.
However, no consensus has been reached on the best modeling approach and
basic features to be included. In addition, despite all recent progress in wind
turbine aerodynamics, the state-of-the-art wind turbine design codes still suffer
from a substantial semi-empirical content;

e The validation of the various design codes has received little attention, al-
though all codes claim that the models have been validated against experi-
mental data [32, 214, 227, 230, 251]. This holds especially for flexible, variable
speed wind turbines since validation for this type of turbines is described in a
few cases only. This situation should change given the trend towards increas-
ingly lightweight and structurally flexible wind turbines operating at variable
speed [228].

In addition, the experimental data has been acquired from wind turbines in
the 500 kW class. Present wind turbine sizes are in multi-megawatt class,
implying that the design codes are used outside their range of validity [146];

e Most wind turbine design codes currently in use rely on a formulation that is
adequate for simulation, but not for the design (and easy implementation) of
optimal operating strategies.

Judged from our point of view, the most obvious shortcomings are that the indis-
pensable bilateral coupling between the design of a new wind turbine and the design
and implementation of its control system is missing in the existing design codes and
that model validation has not received the attention required for obtaining economic
viability of wind power. In addition, the modeling of the electromagnetic part of the
generator plus conversion system has received too little attention.

Combination of the aforementioned conclusions leads to the overall conclusion
that it is advisable to develop a new wind turbine design code. This code should
provide wind turbine designers and control engineers with a tool that enables them
to rapidly and easily build accurate dynamic models of wind turbines. Preferably
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within the MATLAB®/SIMULINK® environment. The main reasons for this are:
SIMULINK® is a general-purpose simulation program with access to sophisticated
and reliable mathematical algorithms. In addition, this environment offers rapid and
easy (real-time) controller design and implementation due to the seamless integration
with MATLAB® and dSPACE®. The main disadvantage is that it is time-consuming
to implement the state-of-the-art features of wind turbine design codes in a new
environment.
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Chapter 3

Dynamic wind turbine model
development

In Chapter 2 it has been concluded that the current wind turbine design codes are
not suitable for design, and easy implementation of optimal operating strategies.
Consequently, it is sensible to develop a new wind turbine design code. The models
within this code should meet the requirements specified in Section 1.2. The funda-
mental requirement is, of course, that the models are suited for the design of optimal
operating strategies.

The layout of this chapter is as follows. Section 3.1 presents the general wind
turbine model setting. Next, in Section 3.2 the main properties of the wind module
are discussed. Section 3.3 treats the aerodynamic modeling. In Section 3.4 a sys-
tematic, rapid method of determining accurate dynamic structural models of flexible
wind turbines is developed. Section 3.5 treats the modeling of the electrical module.
Finally, Section 3.6 summarizes the main modeling features.

3.1 Introduction: general wind turbine model

A horizontal-axis wind turbine basically consists of five physical components, viz.
rotor, transmission, generator, tower (including foundation) and control system.
The rotor converts wind power into mechanical power, which is represented by the
product of torque and angular velocity of the rotor shaft. This velocity is increased
by the transmission in order to come to an angular velocity well-suited for the
generator. The generator in its turn converts the mechanical power into electrical
power. The transmission as well as the generator are housed in the nacelle. The
tower plus foundation are needed to support the nacelle and besides that, they place
the rotor into more windswept layers of air. Finally, the main goal of the control
system is to enhance the closed-loop performance.

Judged from the point of view of control design, the most obvious shortcoming in
most of the design codes listed in the previous chapter, is the lack of possibilities for
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integration of the design of a new wind turbine and the design of its control system.
In order to enable this integrated design, we have developed a novel design tool called
DAWIDUM. DAWIDUM is equipped with a Graphical User Interface (GUI) in order
to simplify the operations involved with creating accurate dynamic models of wind
turbines as well as facilitating controller design. DAWIDUM has been developed in
the MATLAB®/SIMULINK® environment. For a detailed survey of the features of
DAWIDUM the reader is referred to the User’s Guide [187]. Implementation issues
are also discussed in this guide.

Within DAWIDUM any wind turbine system is modeled as a set of bilaterally
coupled modules as illustrated in Fig. 3.1. Bilateral couplings imply that the transfer
of power is the result of mutual interaction instead of being imposed upon the system
or upon the surroundings. To have one system impose power transfer to another
system regardless of the state of the receiving system is physically not conceivable,
and hence bilateral couplings should therefore be preferred. The general wind turbine
model consists of the following five modules:

e Wind

Aerodynamic
e Mechanical

e Electrical

e Controller

The aerodynamic module converts the 3-D stochastic wind field generated in the
wind module into aerodynamic forces. These forces are the input to the mechanical
module which, in turn, converts these to velocities. The mechanical part of a gener-
ator is modeled in this module. The electrical module describes the electromagnetic
part of a generator. Here mechanical power is converted into electrical power using
torque set-points calculated by the controller.

!_ ....................................... Controller
1
T
: i
v v
Wind » Aerodynamic | Mechanical > Electrical >

Onshore wind turbine

Figure 3.1: Wind turbine modeled as a set of four interacting modules (i.e. aerody-
namic, mechanical, electrical, and controller) and one input module (i.e. wind).

Notice that if the electromechanical torque equals the aerodynamic torque, an
equilibrium is achieved, and as a result the wind turbine’s rotational speed will be
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constant. Acceleration and deceleration to new speed set-points will be achieved by
decreasing or increasing the electromechanical torque, respectively. Furthermore, if
there are also mechanical means of controlling the aerodynamic torque, e.g. pitch
control (indicated by the dashed arrow in Fig. 3.1), greater operational flexibility is
achieved [106]. This can be easily seen by recognizing that pitch control can now
be used to follow minute-to-minute fluctuations in aerodynamic power, while the
(almost instantaneous) torque control can focus on fatigue load reduction.

It should also be mentioned that the presented model structure can be easily
extended to being able to handle offshore wind turbines as well. The resulting
model structure is shown in Fig. 3.2. The hydrodynamic module converts the wave
field generated in the wave module into hydrodynamic forces. It is assumed that the
structural dynamics are not influencing the wave field.

! e Contro”er
1
T
: |
v ¥
Wind » Aerodynamic Mechanical Electrical »>

Y

.

Hydrodynamic

Offshore wind turbine

Wave

Figure 3.2: Wind turbine model structure of Fig. 3.1 extended with a wave and
hydrodynamic module required for offshore applications.

The division of the complete wind turbine model into modules is based on the
assumption that the modules are interacting via specified interaction variables. This
creates a modular structure in which the user can easily exchange modules. Linked
together correctly the modules will describe the complete wind turbine behavior.
Hence, the user can compose a specific wind turbine configuration by choosing for
each type of module (electrical, mechanical et cetera) the appropriate one out of
the available DAWIDUM library. Moreover, any module can be modified or can be
written totally new by the user as long as it is compatible with the presented model
structure.

In the next sections we will discuss the main properties of the aforementioned
modules as well as the interaction variables. We start with the wind module.
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3.2 Wind module

Wind, in the macro-meteorological sense, are movements of air masses in the at-
mosphere. These large-scale movements are generated primarily by differences in
temperature within the atmosphere. These temperature differences are due to the
unequal heating of the crust of the earth by the sun: the equatorial regions re-
ceive more solar energy than the polar regions [65]. The variations in wind velocity
and direction due to atmospheric turbulence, on the other hand, form the micro-
meteorological range. Consequently, the behavior and structure of the wind will
vary from site to site dependent on the general climate of the region, the physical
geography of the locality, the surface condition of the terrain around the site, and
various other factors.

Meteorologists estimate that about 1% of the incoming solar radiation is con-
verted to wind energy (=~ 1.2 - 10> W). According to the World Meteorological
Organization it is possible to extract about 2 - 10'® W from the atmosphere due to
limitations in height and accessibility. Compare this figure with the world electricity
consumption (1999) of 12.8 - 1012 kWh (i.e. an average of 0.15 - 1013 W) [58].

To be able to predict the yield of wind turbines accurate information about
the undisturbed wind velocity V,, is essential. This knowledge is also necessary if
the turbines are designed to withstand the imposed loads with safety and at cost
that are competitive with conventional energy production (fossil or nuclear fuel)
and other renewable energy sources (including biomass, photovoltaics, waterpower
and sun collectors). Combination of both results leads to the conclusion that wind
simulation should be an integral part of wind turbine structural design, and analysis.

DAWIDUM’s wind module consists of two submodules, viz. “deterministic” and
“stochastic”. Both contain different wind models. All models have an input-output
configuration as depicted in Fig. 3.3. It is assumed that neither the aerodynamics nor
the structural dynamics are influencing the undisturbed wind part. Consequently,
the only output of this module is the undisturbed wind velocity (vector) V,,. Ob-
serve that the wind vector can be a one, two or three-dimensional function of time,
depending on the chosen wind model. The wind vector is described with respect to
the blade element reference frame (see Fig. 3.11 on page 58).

Wind >

Figure 3.3: Wind module input-output configuration.

The deterministic submodule allows the following undisturbed wind inputs to
be specified: a uniform wind field (i.e. Vi, is constant both in space and time), a
sequence of upward and downward stepwise changes in the wind velocity, and a user
specified WindData.mat file. The stochastic submodule is able to read the output
generated by SWING-4 (see Subsection 2.3.4 for detailed information about this wind
field generator).
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3.3 Aerodynamic module

This section treats the aerodynamics. DAWIDUM’s aerodynamic module has an
input-output configuration as depicted in Fig. 3.4. The only input to this module is
the undisturbed wind velocity V,, generated by the wind module. The aerodynamic
module is bilaterally coupled to the mechanical module through the velocity vector
& (containing the blade movements with respect to the blade element reference
frame), and the aerodynamic forces Fyepo. In other words, the interaction between
the aerodynamics and the structural dynamics takes place via the blade movements
and the aerodynamic forces. This interaction is indispensable for accurate modeling
of the aero-elastic behavior of, in particular, flexible wind turbines.

Vw Faem
—>{ Aerodynamic |, ’
X

Figure 3.4: Aerodynamic module input-output configuration.

3.3.1 Introduction

The accurate computation of the aerodynamic forces is a very challenging prob-
lem. First of all, the wind environment in which wind turbines generally operate is
variable both in space and time and has a strong stochastic content. Because the
dimensions of atmospheric turbulence are of the same order as the rotor diameter,
individual blades can be engulfed in coherent turbulence bells which lead to severe
fatigue loading that significantly can reduce the lifetime of the structure. Secondly,
the blade sections can see highly variable, large angle unsteady flows at reduced
frequencies, so that non-linear and unsteady aerodynamic effects are significant. Fi-
nally, the rotor blades as well as the support structure will in the (near) future
become more and more flexible due to the move from relatively small and rigid con-
stant speed wind turbines towards increasingly lightweight and structurally flexible
wind turbines operating at variable speed.

Obviously, we need to have models that accurately describes the mutual coupling
between the aerodynamics and the structural mechanics in order to make it possible
to identify and resolve such (aero-elastic) stability problems already in the design
phase of a wind turbine. The starting point of the modeling of the aerodynamics is
the Rankine-Froude actuator-disk model which will be discussed below.

3.3.2 Rankine-Froude actuator-disk model

The simplest and oldest mathematical model which describes the wind turbine dy-
namics is the Rankine-Froude actuator-disk model. The concept was introduced by
R.E. Froude in 1889 [68], after W.J.M. Rankine [231] had introduced the momentum
theory. In this model the rotor is replaced by an “actuator-disk”, which is a circular

49



surface of zero thickness than can support a pressure difference, and thus decelerate
the air through the disk. Physically, the disk could be approximated by a rotor
with an infinite number of very thin, draggles blades rotating with a tip speed much
higher than the wind velocity. The actuator-disk model is thus an approximation
of a real wind turbine rotor (which has only a small number of blades). As a result
the flow of the actuator-disk will be very different from that of a real rotor, which
is unsteady, with a wake of discrete vorticity corresponding to the discrete loading.

The principal use of the actuator-disk model is to obtain a first estimate of the
wake-induced flow, and hence the total induced power loss. Note that the actual
induced power loss will be larger than the actuator-disk result because of the non-
uniform and unsteady induced velocity. The assumptions on which the Rankine-
Froude actuator-disk theory are based are as follows:

1. Steady, homogeneous wind;
2. No obstructions to wind flow either upstream or downstream;
3. Uniform flow velocity at disk;

4. Wind flow passing through disk separable from remaining flow by well-defined
streamtube (see Fig. 3.5);

5. Wind flow incompressible (i.e. air density, p, is constant);
6. No rotation of flow produced by disk.

Assumption 3 requires that the disk slows the wind equally at each radius, which is
equivalent to assuming uniform thrust loading at the disk. Uniform thrust loading
is, in turn, equivalent to considering an infinite number of rotor blades.

STREAMLINE —

DISK PLANE

Figure 3.5: The energy extracting streamtube of a wind turbine. By removing some
of the kinetic energy in the wind, the wind flow that passes through the disk plane
will slow down. Assuming incompressible wind flow, the cross-sectional area of the
streamtube must expand in order to accomodate the slower moving air.

50



Now consider the flow diagram of Fig. 3.6 for a cylindrical control volume of
cross-sectional area S and note sections 0, 3, 2, and 1. Let A be the area of the
rotor disk and p be the air density. Wind approaches the rotor at velocity V,, far
upstream at section 0 at static pressure pg. Kinetic energy is extracted by the rotor,
and the reduced velocity causes the the streamline to expand.

Py
CONTROL VOLUME
>
—>
STREAMLINE >
>, Al
y A —>
> v,
Po S 4y —= — Py
> A A
>
DISK PLANE >
> >
> >
y. 0 312 1y,
Do

Figure 3.6: One-dimensional flow past the disk plane of an actuator-disk.

Fig. 3.7 shows this principle for a non-loaded and loaded machine. For instance,
for a turbine with zero loading, the wind velocity in the rotor plane (V) is equal
to the undisturbed wind velocity (V,,), while an operating and hence loaded turbine
slows down the wind velocity to a lower value. If the velocity decrease induced by
the rotor is v, then the velocity at the disk is V,, — v = V|, while far downstream
at section 1 the wind has been slowed further to velocity V., and the pressure has
returned to pg. The difference between the axial component of the wind velocity
and the axial flow velocity in the rotor plane is usually called the “induced” velocity,
the velocity induced by the presence of the turbine.

Figure 3.7: Wind turbine with (r) and without (1) loading. Vi, is the undisturbed wind
velocity, Va, is the wind velocity at the rotor disk position, and Vs is the velocity far
downstream, in the turbine wake. The unloaded wind turbine is transparent to the
wind, the loaded turbine decelerates the wind. A change in loading implies a change
in “induced” velocity.
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The momentum loss of the fluid is the result of the thrust D,, that the rotor
exerts against the flow, combined with the net resultant of the external pressure on
the control volume, as shown in Fig. 3.6. Since the static atmospheric pressure, pg
acts on the entire control volume, its net resultant is zero.

Within the streamtube, continuity requires that V,, Ag = V. A = Vo A1, Writing
the continuity equation for flow outside the streamtube between sections 0 and 1, it
follows that there must be a net flow, ®, out the sides of the control volume equal
to the following:

Dy =Vy [(§—Ao) = (S — A1)] = Vi(A1 — Ao) (3.1)

Newton’s second law or equivalently law of motion can be generalized from particles
to fluids: “At any instant in steady flow the resultant force acting on the moving
fluid within a fixed volume of space equals the net rate of outflow of momentum from
the closed surface bounding that volume”. This is known as the momentum theorem.
Writing the momentum theorem for the cylindrical control volume, it follows

pV'UQJS - Dam = p‘/uz;(s - Al) + pV<>20A1 + p(I)wa (32)
Substituting ® from Eq. (3.1) and V,,Ag = Voo A1 gives the thrust as
Doz = pA1Vee (Vi — Vo) (3.3)

To slow the wind, a force must be manifested as a pressure drop across the disk.
After all, a sudden step change in velocity is not possible because of the enormous
accelerations and forces this would require. The static pressure drop just ahead the
disk is p3 and just behind the disk ps. Since it is assumed that these pressures do
not vary with time, it is also assumed that there is no periodicity in the flow velocity
at the rotor plane, a condition that is strictly true only for an infinite number of
blades. Applying the Bernoulli theorem from section 0 to section 3 and again from
section 2 to section 1, we have

1oVZi+pe = 1pVZ +ps (3.4)
Vi +p2 = 5V +po

The thrust on the rotor is then
Day = A(ps — p2) (3.6)
Solving for the pressure difference using Eq. (3.4) and (3.5) gives
Dy = 5pA(Vy = VZ) (3.7)
Equating Eq. (3.3) and (3.7) and using AV, = A1V, we find that
Var = 5 (Vi + Vio) (3.8)
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Thus, the velocity at the disk is the average of the upstream and downstream
velocities. Defining an axial induction factor, a, as the fractional decrease in wind
velocity between the free stream and the rotor plane represented by

v
it follows that

Vae = Vw(]- - (L) (310)
Also

Voo = Vip(1 — 2a) (3.11)

For a = 0, the wind is not decelerated and no power is extracted, whereas for
a = 0.5, the far wake velocity vanishes, and, without presence of flow behind the
turbine, no power is generated. The power extracted from the wind by the rotor is:

P=1pV2iAV,, — 3pVEAV,, = LpAV,.(VZ-V2) (3.12)
= 1pAV (Vi + Vo) (Vi — Vo) (3.13)

Substituting Vg, from Eq. (3.10) and V. from Eq. (3.11), we find that

P =1pAV3da(l - a)? (3.14)

A power coefficient C), is then defined as

P
Cp=——n (3.15)
P % pAV3
where the denominator represents the kinetic energy of the free-stream wind con-
tained in a streamtube with an area equal to the disk area. Substituting Eq. (3.14)
in Eq. (3.15) results in
Cp = 4a(l — a)? (3.16)

The maximum value of the power coefficient C}, occurs when

d

%Cp =4(1—-a)(1 —3a)=0

which gives a value of a = % Hence

Cpmaz = 32 = 0.59259 (3.17)
Va:v = %Vw (318)
Vo = 3V (3.19)

Thus the maximum amount of energy extraction from the wind equals the %—?th part
of the kinetic energy in the wind. This limit is often referred to as the “Betz limit”,
or more accurately the “Lanchester-Betz limit”. The power coefficient C}, versus the
induction factor a is shown in Fig. 3.8. This plot illustrates that the sensitivity of

C)p to changes in a in the region 0.2 < a < 0.5, is much less than for a < 0.2. The
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power coefficient C), has proved to be the most useful measure of the effectiveness of
a wind turbine [261]. The actuator disk “efficiency” 7,4 (i.e. power output divided
by power input), on the other hand, is

P

———— =4a(l — 3.20
o = =0 (3.20)

Nad =

since the mass flow rate through the actuator disk is not pAV,,, but pAV,, or
equivalently pAV,, (1 — a) using Eq. (3.10). The maximum efficiency of 1 occurs at
a= % implying zero velocity in the wake (Ve = 0) and a power coefficient of . The
actuator disk efficiency is 8 22 0.889 at the maximum power coefficient of 0.59259.
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Figure 3.8: Power coefficient C), as function of the axial induction factor a. Solid
line: Cp, = 4a(1 — a)2. The mazimum value of C,, occurs when a = % and is equal

3
to Cpmaz = 32 = 0.59259.

It must be noted that according to Van Kuik [139] the radial force assumption
does not hold true owing to an edge singularity of the actuator disk flow, and that
the “real” maximum of the power coefficient is to be expected to be slightly higher
than the Betz limit. Apart from this, it is possible to reach much higher power
coefficients (i.e. to by-pass the optimum of Betz) with additional devices like tip
vanes [262]. These devices are all based on the concentrator and/or ejector principle.
But to date almost no such devices have progressed beyond the experimental stage,
mainly due to their higher complexity and expense in comparison to the free-running
turbine.

The pressure and velocity relationships of an energy extracting actuator-disk are
shown in Fig. 3.9.
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Figure 3.9: Pressure relationships of an energy extracting actuator-disk. A wind
turbine extracts kinetic energy from the wind by slowing down the wind. This results
in a rise in the static pressure. Across the rotor swept area there is a drop in static
pressure such that, on leaving, the air is below atmospheric pressure. As the air pro-
ceeds downstream the pressure climbs back to the atmospheric value causing a futher
slowing down of the wind. Thus, between upstream and downstream conditions, no
change in static pressure exists but there is a reduction in kinetic energy.
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The Rankine-Froude actuator-disk model has the following implications:

e The wind velocity at the rotor plane is always less than the free-stream velocity
when power is being absorbed (i.e. Vi, < V4);

e This model assumes no wake rotation, i.e. no energy wasted in kinetic energy
of a twirling wake;

e Even with the best rotor design, it is evidently not possible to extract more
than about 60 percent of the kinetic energy in the wind.

Note that the range of the axial induction factor, a, is from zero for no energy
extraction to one-half, at which point the wind theoretically slows to zero velocity
behind the rotor. Outside this range, the assumptions made in deriving this model
are violated.

Additional data that can be derived from this model include the thrust loading
on the rotor. The thrust on the rotor is:

Doy = %pA(‘/i - V020) (321)
which for Vo = V,,(1 — 2a) simplifies to
Dyy = %pr}A [40’(1 - CL)] = qA [40’(1 - a)] (322)

where ¢ is the dynamic pressure.
If we were thinking of the rotor as a propeller, we would define a thrust coefficient,

as follows:
DGJ

qA

Cy = (3.23)

On the other hand, if we were to think of D,, as a drag force on an equivalent flat
plate of area equal to that of a rotor disk, we can define a drag coefficient, as follows:

Daz
ar = T4 .24
Ca A (3.24)
In either case, it is apparent from Eq. (3.16) that for these definitions
Ct = Chax = 4a(l — a) (3.25)

Since a flat plate has a drag coefficient of about 1.28, we can note that, for a = %,
we obtain an equivalent drag coefficient of % for a rotor operating at the maximum
C)p condition. Thus the rotor thrust is about 30 percent less than that of a flat plate
equal in diameter to the rotor. Therefore, it is easy to see that the thrust loads
generated by continuing to operate in high winds can be very large, requiring a very
strong rotor and tower.
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The Glauert limit

The Rankine-Froude actuator-disk model neglects both aerofoil drag and wake ro-
tation (or “swirl”). As a result, the maximum possible level of extracted power
will therefore be lower than that predicted by the Lanchester-Betz limit. Glauert
developed a simple model for a rotating actuator-disk (i.e. with an infinite number
of draggles blades) that includes the effect of wake rotation. The interested reader
is referred to Spera [279] for derivation of this model. The corresponding limit is
referred to as the “Glauert limit” and is illustrated by the solid line in Figure 3.10.
At low tip-speed ratios, the maximum possible power coefficient is reduced because
of large rotational kinetic energy captured in the wake. At high tip-speed ratios, the
power coefficient approaches Cp mqr = 0.59259 (Lanchester-Betz limit) and the wake
rotation reduces to zero. The tip-speed ratio is defined here as the ratio between
the rotor circumferential speed and the undisturbed wind velocity. Furthermore,
typical effects of changing the number of blades N, and changing the design drag to
lift ratio D/L on the power coefficient C), are added using the empirical relation of
Wilson et al. [307]:
ANDO-67 1.92)\2 NN,

Cp = 0.59259 1.48 4+ (NO-67 — 0.04)A + 0.0025 A2 1+ 2\N, b/L (3.26)
Note that for an infinite number of draggles blades (i.e. N, — oo and D/L = 0)
the maximum power coefficient predicted by the empirical relation (3.26) equals the
Lanchester-Betz limit for all tip-speed ratios A.
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~.

0 2 4 6 8 10 12 14 16 18 20
A

Figure 3.10: Typical effect of the number of blades Ny, and the design drag to lift ratio
D/L on the power coefficient Cp,. Solid line: Glauert limit, dashed lines: Ny = 1,2,3
and D/L = 0, and dashed-dotted lines: N, = 2, D/L = 0.02 and D/L = 0.05
respectively.

o7



3.3.3 Blade element momentum model

The combined blade element and momentum theory is an extension of the Rankine-
Froude actuator disk theory described in Section 3.3.2. The blade element momen-
tum theory divides the rotor blades into a number of radial blade sections (elements),
each at a particular angle of attack. These blade elements are assumed to have the
same aerodynamic properties as an infinitely long (or 2-D) rotor blade with the same
chord, and aerofoils. This implies that 2-D aerofoil data (i.e. lift, drag and moment
coefficients) obtained from wind tunnel experiments may be used. The airflow from
upstream to downstream of the elements is, in turn, divided into annular stream
tubes. It is assumed that each stream tube can be treated independently from ad-
jacent ones. Subsequently, the theory outlined in the preceding section is applied to
each blade element, instead of to the rotor disk as a whole. The velocity component
in the span-wise direction (i.e. perpendicular to the blade cross-section) is ignored.
Finally, the total load is calculated by adding up the forces from all the elements.

The contribution of each blade element to the lift and drag force can be derived
as follows. Consider an annular cross-section of a rotor blade as depicted in Fig. 3.11,
and examine an element of length Ar of one blade.

WIND DIRECTION

. AD,
: V,,(l—a) Z&'/ﬂ >AF
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Figure 3.11: Blade element velocities, and aerodynamic forces w.r.t the blade local
coordinate frame with the chord line as reference.
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AL Blade element lift force

AD Blade element drag force

AF  Axial components of aerodynamic forces

AQ Tangential components of aerodynamic forces

Q@ Angle of attack of aerodynamic (or resultant) velocity
0 Pitch angle of rotor blade
10) Direction of aerodynamic velocity related to the rotor plane
Vi Local, undisturbed, perpendicular wind velocity
Vi Local, undisturbed, tangential wind velocity
W Local, undisturbed, aerodynamic wind velocity
a Axial induction factor: represents the fractional decrease in
wind velocity between the free stream and rotor plane
a Tangential induction factor: represents the swirl velocity of the air

The net effect on air flowing through this annular section of the rotor disk re-
sults from the forces and moments on all the blades. The instantaneous relative
undisturbed wind velocity experienced by a blade element is

W=/ (Vy(1 = @) + (Vi1 +a'))? (3.27)
under an angle
_ Vp(1—a)
¢ = arctan m (3.28)

It must be noted that the tangential induction factor a’ in the above equation is as
a rule an order smaller than the axial induction factor a.

Due to the special profile of a rotor blade, higher velocities will occur at the top of
the blade rather than on the bottom side. According to the Bernoulli theorem, this
leads to an underpressure at the first mentioned side of the blade and an overpressure
at the latter. This air pressure difference is the driving force behind the rotation
of the rotor. More precisely, the pressure distribution around an aerofoil can be
represented by two forces, a lift L and a drag D force, and one torque, the pitching
moment M. Both forces and the pitching moment are usually applied at a location
i chord back from the leading edge (i.e. the so-called aerodynamic center) since,
on most low speed aerofoils, the magnitude of the pitching moment is essentially
constant up to maximum lift at that specific location. For symmetric aerofoils, the
aerodynamic moment about the aerodynamic center is zero for all angles of attack.
With camber, the moment is non-zero (normally negative for positive camber) and
constant for thin aerofoils. Using the aerodynamic center as the location where the
aerodynamic forces are applied simplifies the aerodynamic analysis. The effect of
the pitching moment, however, is neglected in most design codes.

The angle of attack of the relative wind velocity («) is determined by the differ-
ence between the angle of inflow (¢) and the pitch angle (6):

a=¢—0 (3.29)
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Due to the resultant velocity W the blade cross-section exerts a quasi-steady aero-
dynamic lift force (AL L W)

AL = Lpew?2CPPla)Ar (3.30)
and a quasi-steady aerodynamic drag force (AD || W)
AD = Lpew?CPP (o) Ar (3.31)

with

c Local blade chord (varies along the blade: ¢ = f(r))
Cl[zD] Blade element 2-D lift coefficient

C?D] Blade element 2-D drag coefficient
P Air density
Ar Length of blade section

The dimensionless aerodynamic coefficients Cy, Cy, and C,, are — among other
things — functions of the angle of attack «, Reynolds number Re and Mach number
Ma (compressibility of the airflow). These coefficients have to be either determined
for each type of aerofoil separately by means of stationary windtunnel experiments
and/or CFD computations or can be obtained from a database. An example of such
a database is the Aérodynamische Tabel Generator (ATG) described by Timmer et
al. [290].

Typical variation of these coefficients are shown in Fig. 3.12. The sudden change
in the coefficients at 14° is due to flow separation from the suction side of the aerofoil;
this is called stall.

The Reynolds number varies in practice between zero and 2106 [119] depending
on chord and undisturbed wind velocity of a blade-element. However, this depen-
dency is often neglected, although the Reynolds number significantly affects the
values for the lift and drag coefficients (see either Sharpe [259] or the aerofoil data
option on DAWIDUM’s Plot menu for the variation of aerofoil characteristics with
the Reynolds number).

From the above discussion it follows that the quasi-steady aerodynamic lift and
drag forces are proportional to the local blade chord ¢, are quadratic in resultant wind
velocity W, and are approximately linear in the angle of attack « in the attached
flow region.

In order to calculate the lift AL, and drag AD on a section of a rotor blade
it suffices to determine the local, undisturbed, resultant wind velocity W, which
consists of four components: the undisturbed wind velocity V,, (including yawed
flow, wind shear, and tower shadow, see Section 2.3.4), the velocity of the blade
element itself (including rotor shaft rotation, flap motion, lead-lag motion and the
velocity of the tower top, resulting from the mechanical model which will be discussed
in Section 3.4) and the induced velocities. Next, the determination of the induced
wind velocities shall be described.
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Figure 3.12: Typical variation of the 2-D lift, drag, and moment coefficient as func-
tion of the angle of attack «. Solid curve: lift coefficient Cy, dashed curve: drag
coefficient Cy, and dashed-dotted curve: moment coefficient C,, about the aerody-
namic center.

Induced velocities

In the equilibrium situation, the axial flow in the rotor plane of a wind turbine,
depends on the wind velocity, and on the degree of loading (i.e. the size of axial
force Dy, = Y AF) of the turbine. For instance, for a turbine with zero loading,
the wind velocity at the rotor disk position (V) is equal to the undisturbed wind
velocity (Vi,), while an operating, and hence loaded turbine slows down the wind
velocity to a lower value (see Fig. 3.7 on page 51). The difference between the axial
component of the wind velocity and the axial flow velocity in the rotor plane is
usually called the “axial induced” velocity, the velocity induced by the presence of
the turbine. The tangential flow, on the other hand, is induced by the swirl velocity
of the air flow around the blade.

Horizontal-axis wind turbine rotors are usually not aligned with the wind due
to the continuously changing wind direction and the fact that no rotor is capable of
following this variability. Furthermore, upwind rotors are sometimes tilted in order
to increase the tower clearance, and hence to reduce tower shadow. In effect, the
rotor is then yawed about a horizontal axis. For all these reasons it is thus necessary
to include in the blade element momentum theory the effects of yaw. Here we will
consider only the simple case of perpendicular flow.

The axial induced velocity can be determined by expressing the axial thrust AF
on a blade element either as the rate of change of momentum in the annular ring
swept out by this element

AF = 4prrVia(l — a)Ar (3.32)
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using Eq. (3.22) with A4 ~ «(r + 1Ar)?> — 7(r — $Ar)? = 27rAr the area of the
annular ring, or as the force exerted by the wind on a blade element

AF = Ny(ALcos¢+ ADsin¢)
1pW2N, e (Cl2D cos ¢ + C 2P sin o) Ar (3.33)

Cn

where N, is the number of rotor blades. Assuming equality of Egs. (3.32) and (3.33)
gives
W2Ny ¢ (C2P cos ¢ + C2P sin ¢)

da(l—a) = 2 V2
P

(3.34)

Caax

The right-hand side term is defined as the dimensionless thrust coefficient Cyq, (see
Eq. (3.25)). Solving the above equation gives

4a(1—a) = Cda:c

= a = 3-3V1—Cau (3.35)

as an expression for the axial induction factor in case of perpendicular flow. Alter-
natively, the axial induction factor can be calculated as

0,.Cn
a =
4sin®(p) 4 0,.Cn

(3.36)

by substituting

Cny = CPcos¢p+CHsing
sin(¢) = W
_ Me
o = 27r

in Eq. (3.34) and solving for a. The term o, (which is a function of the radius r) is
called the local solidity or chord solidity.

The tangential induced velocity can, on the other hand, be determined by ex-
pressing the torque AQ on a blade element either as the rate of change of angular
momentum

AQ = 4prrAr(l — a)V,Vird (3.37)
or as the torque exerted by the wind on a blade element
AQ = Ny(ALsing — ADcoso)r
= LpW2Nyc (CPPsing — CFP cosg) rAr (3.38)

Cr
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assuming N, blades. Again assuming equality between the above expressions of the
torque on a blade element we have
o - W2N, ¢ (C2P sing — C2P cos ¢)
8rV,V,r(l —a)

(3.39)

as an expression for the tangential induction factor. Alternatively, the tangential
induction factor can be calculated as

’ O’,«CT
= -4
“ 4sin(¢) cos(¢) — o,.Cr (3.40)
with
Cr = Cl2D sin ¢ — C’dZD cos ¢
and
g _ V% (-a
sn() =
Vil +4d)
cos(9) = -
_ Mie
T onr

Thus, Egs. (3.35)/(3.36) and (3.39)/(3.40) are the set of non-linear relations that
determine the dimensionless induced velocities a, and a’ in case of perpendicular
flow. Before these equations can be used, however, the local thrust coefficient must
be modified to account for two effects: the departure of the local thrust coefficient
from the momentum relation, and the non-uniformity of the induced velocities in
the flow. These so-called tip losses will be considered after the treatment of the
turbulent wake state.

Turbulent wake state

For heavily loaded wind turbines, which implies a high axial induction factor a as
well as a high tangential induction factor a’, the momentum and vortex theory are
no longer applicable because of the predicted reversal of flow in the turbine wake.
The vortex structure disintegrates and the wake becomes turbulent and, in doing
S0, entrains energetic air from outside the wake by a mixing process. Thereby thus
altering the mass flow rate from that flowing through the actuator disk. The turbine
is now operating in the so-called “turbulent wake state”, which is an intermediate
state between windmill, and propellor state (see Appendix B for an overview of the
different flow states of a wind turbine rotor).

In the turbulent wake state the relationship between the axial induction factor
and the thrust coefficient according to the momentum theory, Eq. (3.35), has to be
replaced by an empirical relation. The explanation for this is that the momentum
theory predicts a decreasing thrust coefficient with an increasing axial induction
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factor, while data obtained from wind turbines show an increasing thrust coefhi-
cient [279]. Thus, the momentum theory is considered to be invalid for axial induc-
tion factors larger than 0.5. This is consistent with the fact that when a = 0.5 the
far wake velocity vanishes (i.e. a condition at which streamlines no longer exist),
thereby violating the assumptions on which the momentum theory is based. The
following approximations are implemented in DAWIDUM:

1. Anderson [2]. The empirical relation of Anderson is defined as:

a:1+M for a>ap (3.41)

4(\/ Cdarl - 1)

or equivalently
Ciaw = 4(ap)?* +4(1 —2ar) -a for Cuey > darp(1 —ar) (3.42)
where
ar = 1- %\/Cdaxl

with Cgar1 = 1.816 as “best” fit [21]. Thus ar = 0.3262 and Cyu.(ar) =
0.8792. The empirical relation of Anderson is a straight line in the Cyqr — a
diagram, and this line lies tangential to the momentum theory parabola at the
transition point ar (marked * in Fig. 2.1);

2. Garrad Hassan [29]. The empirical relation of Garrad Hassan is defined as:

Ciaw = 0.6 +0.61a +0.79a*> for a> 0.4 (3.43)
or equivalently
o1 + ! \/—15239 + 31600 - C, for  Cuqn > 0.96 (3.44)
= Tr5 oV — . ax T ar - .
T 158 T 158 dac 20T Td

3. Glauert [55, 82]. The empirical relation of Glauert is defined as:

a = 0.143 + 1/0.6427 - Cyap — 0.55106 for Cgap > 0.96 (3.45)

4. Johnson [118]. The empirical relation of Johnson is obtained from interpo-
lation of the expressions for the wind turbine and propellor state by a third
order polynomial:

1.491
a=1.991— ) for Cgup >1 (3.46)
Cdaz
or equivalently
1.491
Clax 1991 —a or a>0.5 (3.47)



5. Wilson [280, 308]. The empirical relation of Wilson is defined as:
Cloz =4 [af +(1- 2ac)a] for a > a. (3.48)
or equivalently

2
g L. Gdaw —4a;

1 124, for Cyaz > 4ac(1 — ac) (3.49)

where
a. ~ 0.2

This is a linear extrapolation of the from the momentum theory parabola at
the transition point ac (marked o in Fig. 2.1);

Observe that the empirical relation of Wilson is identical to that of Anderson, only
the location of the transition point is different. The five mentioned approximations
were already compared in Fig. 2.1 on page 25 for perpendicular flow. From the
observed differences it has been concluded that the listed empirical approximations
must be regarded as being only approximate at best. The prediction is, nevertheless,
more realistic than the one from the momentum theory as illustrated in Fig. B.1 on
page 228. It must be noted that, in general, the value of the axial induction factor
rarely exceeds 0.6 and for a well-designed blade it will be in the vicinity of 0.33 for
much of its operating range [37].

Thus for values of Cy,, greater than the (empirical model dependent) transition
point, the right-hand side term of Eq. (3.34) needs to be substituted in one of the
above mentioned empirical relations (i.e. either Eq. (3.41), (3.44), (3.45), (3.46), or
(3.49)) to compute a.

Blade tip and root effects

The blade momentum theory, as previously developed, does not account for the
effect of a finite number of rotor blades. Therefore a correction has to be applied for
the interaction of the shed vorticity with the blade’s bound vorticity. This effect is
usually greatest near the blade tip, and it significantly affects the rotor torque and
thrust.

Either an approximate solution by Prandtl or a more exact solution by Goldstein
can be used to account for the non-uniformity of the induced axial velocity [55]. Both
approximations give similar results. The expression obtained by Prandtl is however
commonly used, since this has a simple closed form, whereas the Goldstein solution
is represented by an infinite series of modified Bessel functions.

This expression is in literature denoted with the misleading term tip-loss factor.
Misleading because it corrects for the fact that induction is not uniform over the
annulus under consideration owing to the finite number of blades, and not for the
finiteness of the blades. Prandtl’s tip-loss factor is defined as

2 _(R=ri)Ny
Fiip = —arccose” 2risin @i (3.50)
™
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with

R Length of rotor blade

r;  Radial position of blade section i

N,  Number of blades

¢;  Angle between relative wind vector and the plane of rotation
at blade section ¢

Note that at the blade tips, where r = R, the factor equals zero, as can be
reasoned by the fact that the circulation at the blade tips is reduced to zero by the
wake vorticity.

A similar loss takes place at the blade root where, as at the blade tip, the bound
circulation must fall to zero, and therefore a vortex must be trailed into the wake.
The blade root-loss factor is defined as

2 _(ri=ro)Ny
Froot = —arccose 2rosiné; (3.51)
T

with r¢ the radial position of start root loss (typically 10% to 30% of the blade
radius [118]).

The effective total loss factor at any blade section is, according to Eggleston and
Stoddard [55], then the product of the two:

Fr = Ftip * Froot (352)

Figure 3.13 shows Prandtl’s combined blade tip and blade root loss factor F, as a
function of the normalized radius 7 = r/R.

The incorporation of the combined blade tip and root loss factor Fp, into the
expressions for the induction factors depends upon whether the azimuthal averaged
values of the induction factors, or the maximum values (local to a blade element)
are to be determined. If the former alternative is chosen then, in the momentum
terms the induction factors remain unmodified, but in the blade element terms the
induction factors must appear as the average value divided by F,. The latter choice,
however, allows the simplest modification of Egs. (3.35)/(3.36) and (3.39)/(3.40). In
this case, the induction factors in the momentum terms are to be multiplied by Fp,
while the values of ¢ and C that are obtained from the blade element calculations
are not multiplied by Fy,. Equation (3.35) then becomes

a= 1= V11— Cias (3.53)
2F7
for a wind turbine operating in windmill state or, when the turbine is operating in
turbulent wake state, by dividing the right-hand side of either Eq. (3.41), (3.44),
(3.45), (3.46), or (3.49) by Fr. In addition, Eq. (3.39) becomes

o - W2Ny e (CPP sing — C2P cos ¢)
- 8nViV,r(l — aFL)Fy,

(3.54)
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Figure 3.13: Prandtl’s combined blade tip and blade root loss factor Fr, as function
of the normalized radius 7. It is assumed that the inflow angle ¢; is constant over
the radius of the blade, and ro is taken as 0.10 - 7.

3.3.4 Calculation of the blade element forces

The aforementioned equations form the core of the aerodynamic description of the
rotor behavior in DAWIDUM. Observe from Fig. 3.11 on page 58 or Eq. (3.27) on
page 59 that the instantaneous undisturbed wind velocity W is composed of the
vector sum of the perpendicular wind velocity V), (corrected for axial induction),
and the tangential wind velocity V; (corrected for tangential induction). Obviously,
V, and V; are expressed in the blade element local frame of reference and result from
the decomposition of the vector sum of the free stream wind velocity V;, (corrected
for wind shear and tower shadow), and the blade movements 2.

This implies that the lift and drag forces, Eq. (3.30) and Eq. (3.31), can be
calculated once the induced velocities are known (assuming a given air density p,
chord ¢, pitch angle 6, blade element length Ar and aerofoil). The induced velocities,
in turn, are a function of the blade loads. This coupling implies that a set of non-
linear equations needs to be solved. The conventional approach to the calculation
of the forces acting on a blade element is to proceed as follows:

a.) Assume initial values of @ and @’ (a = a’ = 0 is a common choice to start);
b.) Calculate the angle ¢ using Eq. (3.28);

c.) Calculate the local angle of attack a using Eq. (3.29), and the known value of
the pitch angle 6;
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d.) Determine the lift coefficient C; and drag coefficient Cy by substituting the
calculated values for « in a look-up table containing both Cj(a) and Cy(a) of
the aerodynamic profile for the correct Reynolds number;

e.) Calculate total loss factor Fy, using Eq. (3.52);

f.) Calculate Cyqq using right-hand side term of Eq. (3.34) and determine in which
flow state the turbine is operating;

g.) Calculate a new value of a using either Eq. (3.53) (windmill state) or using
one of the empirical relations divided by Fy, (either Eq. (3.41), (3.44), (3.45),
(3.46), or (3.49)) in case the turbine is operating in turbulent wake state;

h.) Calculate a new value of a’ using Eq. (3.54);

i.) Incrementally adapt a and ' and repeat steps b.) to h.) until convergence
occurs (difference between two successive estimates of a and @’ is smaller than
the prescribed tolerance) or for a specified maximum number of iterations.

Once the iterations have converged, the blade element forces can be computed for
each blade as follows:

AF, = LpW?c (CPPcos+ C7Psing) Ar (3.55)
AF, = 2pW?c (C2Psing — CFP cosg) Ar (3.56)

with F, || V, and Fy || V;. These forces are input to the mechanical module describing
the structural dynamics. This module is discussed in the next section. Finally, the
next time step can be computed.

Within DAWIDUM, the adaptation is performed by minimization of the following
objective function

2
Fopj = (@ — apq)” + (d' — alyy)

using the Nelder and Mead Simplex method [199]. This is a direct search method
that does not use numerical or analytic gradients. The interested reader is referred
to Chapter 5 for a detailed treatment of this method. The aerodynamic module
is coded as an M-File S-Function! named BEM. In this S-Function, deterministic
effects as wind shear, tower shadow and the ten-minute average wind speed at hub
height are added to the zero-mean stochastic components of SWING-4 before the
forces are computed.

Up to now, the selection of the number of blade elements N, has not been
dealt with. A common choice is to select Ny from the range 10 < Ny < 20. The
actual number of blade elements, however, depends on various factors, including the
following ones:

e chord variation over the rotor blade;

e number of aerodynamic profiles per blade;

1An M-File S-Function is a computer language description of a SIMULINK block written in
MATLAB.
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e number of rigid bodies used to model the structural dynamics.

At present, an optimization procedure that calculates the minimum number of blade
elements for a given wind turbine configuration is not available. Within DAWIDUM
the number of blade elements can be changed easily to evaluate the effect this number
has on the performance. Moreover, the number can be chosen independently of the
number of rigid bodies the flexible rotor blade has been subdivided in.

One last point about the BEM theory. The basic assumption is that the force
acting on a blade element is solely responsible for the change of momentum of the
air which passes through the annulus swept by that element. It is therefore assumed
that there is no radial interaction between adjacent annuli. This condition is, strictly,
only true if the axial induction factor does not vary radially. The axial induction
factor, however, varies not only radially, but also azimuthally due to various reasons
(including unsteady wind and yawed flow). The question remains: is it legitimate
to apply the BEM theory for the cost-effective design and operation of a flexible
wind turbines operating in turbulent wind? At present, neither an affirmative or
a negative answer can be given. It is strongly recommended to perform validation
experiments in order to reveal whether it is satisfactory to use this approach to
determine the forces acting on each blade (element).

3.4 Mechanical module

In this section a systematic procedure for modeling the structural dynamics of flexi-
ble wind turbines is developed. The mechanical module has an input-output config-
uration as depicted in Fig. 3.14. This module is bilaterally coupled to the aerody-
namic module through the velocity &, and the aerodynamic forces F,e, = [Fp$1(1 :
Ng) Fi1(1: Ng)---F, n,(1 2 Ng) Fyn,(1: Ny)| (with Ny the number of blade ele-
ments and N, the number of rotor blades), and is bilaterally coupled to the electrical
module through the mechanical speed w,,, and the electromechanical torque T,,.

Faerv . (‘Om
. »  Mechanical - >
X

Figure 3.14: Mechanical module input-output configuration with the interaction vari-
ables.

3.4.1 Introduction

At present, four different kinds of mechanical models are commonly used to model
(flexible) mechanical structures: Finite Element (FES), Multibody (MBS), Contin-
uous, and Hybrid Multibody systems (HMBS) [190]. The complexity of the me-
chanical models increases in the mentioned order. Without exception, all different
kinds of mechanical models are based on the classical mechanics formulated by Sir
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Isaac Newton (1642-1727) in his book Philosophie Naturalis Principia Mathematica
in 1687 [200].

The general guideline in mechanical modeling always should be: devise a model
as simple as possible. It is the combination of theoretical knowledge, and practical
experience which leads to models well suited for the intended use. Due to the
extensiveness of the subject and the wide range of literature on this topic, a number
of aspects of the mentioned mechanical models will be reviewed in bird’s-eye view.

In the FES method, a real flexible structure is regarded as an assembly of a
finite, but large number of geometrically simple, discrete elements. In general, the
number of elements varies between a hundred and some thousands. Each element
consists of a number of nodes (ranging from 2 to 27 nodes per element) with 1 to
12 degrees of freedom at each node [176]. Models based on this method have thus
many degrees of freedom, with the associated high computational cost. Finite Ele-
ment models are appropriate for the analysis of static loads, small dynamic motions
referred to an inertial system, and may be very useful for layout and design, because
stress calculations give important hints for design and dimensioning of the structural
elements [140]. These models are, however, not suitable for control system design if
not combined with an order reduction.

In the Multibody System (MBS) approach, a real mechanical system is approx-
imated with a finite number of rigid bodies, coupled by inelastic joints (e.g. slider,
pin) to the Newtonian reference frame. Consequently, such a system can be de-
scribed with a finite number of differential equations. The essential dynamics of stiff
mechanical systems that undergo large displacements as well as large rotations can
be well reproduced in this way. However, when the deformation of (a part of) the
system has a significant effect on the dynamic behavior, the elasticity can no longer
be neglected. Inclusion of elasticity by so-called flexible bodies is essential in order
to reach the level of accuracy of stiff mechanical systems. The price to be paid is, of
course, an increased model order. Since the number of equations of motion remains
comparatively small, this approach is very appropriate for control system design.

A Continuous System (COS) consists of flexible bodies of which the distribu-
tion of mass and stiffness can be exactly mathematically represented. The resulting
set of partial differential equations (PDE’s) can be solved exactly only in a few
simple cases. An example of a continuous system is an Euler-Bernoulli beam of
which the exact solution is given in Section 4.2. Due to this limitation, approximate
finite-dimensional equations of motion are normally used [128]. Moreover, the de-
scription of the dynamics by partial differential equations is not suited for control
design [21]. In the most common approximation technique, a spatial discretization
is used, whereby the partial differential equations are replaced by ordinary differen-
tial equations (ODE’s). Note that while spatial discretization is used, the resulting
ordinary differential equations are still continuous with respect to time. Time dis-
cretization can also be used, of course, and the resulting equations would be of the
difference type. The two most common spatial discretization methods are the as-
sumed modes, and the finite element method respectively. Both approaches lead
to linear, finite dimensional, continuous time equations of motion for approxima-
tion the dynamics of flexible systems. Remark: the widely adopted term “assumed
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modes” is sometimes confusing, because the real system normal modes of vibration
are approximated by a linear combination of the assumed modes.

A Hybrid Multibody System (HMBS) may be built up of a combination off all
three methods of modeling mentioned above, leading to the most complex model of
a mechanical system.

An overview of the main features of the four modeling concepts is given in Ta-
ble 3.1. From this table it can be concluded that many physical systems of interest,
and of practical importance can be effectively modeled as multibody systems. “Effec-
tively” means that this approach results in a limited order model of the real system
under consideration. In addition, the model parameters have a clear physical in-
terpretation (i.e. are related to geometry and material properties). Such a model
is well suited for time-domain simulation, analysis of dynamic loads, and control
system design. The COS mechanical modeling method, on the other hand, can only
be applied to very simple geometric structures (e.g. beams). The Finite Element
approach results in complex, high order models mainly suited for layout, design, and
thorough system analysis.

Mechanical modeling concepts

Modeling HMBS

MBS COS FES
Body rigid and/or flexible flexible flexible
Geometry complex simple complex
Deflections large non-linear large non-linear small linear

and/or small linear and/or non-linear
Description of reduced available available
deformation
Forces/moments discrete smoothly discrete
distributed

Suitability for time- good poor poor
domain simulation
Suitability for control good after reduction conditional,
system design after reduction

Table 3.1: Owverview of the four modeling variants, with MBS: Multibody System,
COS: Continuous System, FES: Finite Element System, and HMBS: Hybrid Multi-
body System.
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Based on these conclusions, we have chosen the multibody approach to be most
suited for our goal. There are several ways of modeling flexible bodies within the
MBS methodology, for an overview see e.g. Shabana [257, 258]. The simplest way
is to equally distribute the mass of the flexible body into lumped masses, intercon-
nected by ideal, massless springs and dampers. This is the so-called “lumped-mass
method”. A more accurate model is obtained by using the concept of the so-called
“superelement” as introduced by Rauh and Schiehlen [232, 233]. The interested
reader is referred to Appendix C where the exact calculated eigenfrequencies of an
Euler-Bernoulli beam are compared with those of the finite element, lumped-mass
and the superelement method.

3.4.2 Superelement approach

In the superelement approach, a (part of a) flexible body is approximated with a
number of so-called superelements. Each symmetric superelement consists of 3 rigid
bodies connected by joints (marked o in Fig. 3.15) containing ideal torsional springs
that model the elastic properties in bending direction. The attractive feature of
modeling the flexibility by joint springs and dampers is that the spring and damper
forces are readily incorporated into the standard (rigid) multibody body packages
(e.g. SD/FAST® [109]).

It should be noted that the centre body of a superelement can be divided in two
parts of equal length to include axial deflection, and torsion deformation as well.
In this thesis we limit ourselves (initially) to bending since the first torsional mode
and the first two (non-rotating) bending modes of the Lagerwey LW-50/750 wind
turbine are sufficient apart (see Table A.2 on page 223). That is, for the Lagerwey
LW-50/750 wind turbine it is not necessary to take the torsional mode of vibration
into account.

=

Y IIIII4

Figure 3.15: Deflections and slopes of a superelement with bending stifness EI, and
length L. Each (symmetric) superelement consists of three rigid bodies (with lengths
kL, (1 —2k)L, and kL) connected by joints (O).

The main question is “What should the values of the spring constants be in
order to produce a comprehensive and accurate dynamic model of a flexible body?”
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Accurate in the sense that i) the elastic deformations of the superelement under a
static load should be equal to those of a flexible beam, ii) the superelement should
have the same mass and inertia properties as a rigid beam with identical dimensions,
and iii) the eigenfrequencies of the superelement should be as close as possible to
those of a continuous beam. Next, we will derive the spring constants in bending
direction required in the superelement approach. The interested reader is referred to
Molenaar [189] for the determination of the spring constants representing the axial
deflection and the torsion deformation.

Continuous bending expressions

If it is assumed that both the shear deformation and rotational inertia of the flexible
body cross-sections are negligible if compared with bending deformation and trans-
lational inertia, the spring constants can be derived from the differential equation
of the deflection curve of a prismatic beam (i.e. beam with constant cross section
throughout its length). This equation is given in Gere & Timoshenko [76] as

d*v M
with
v Transverse displacement (v L y) [m]
y  Distance from the origin [m]
M  Bending moment [Nm]
E  Modulus of elasticity [Pa]
I Area moment of inertia [m?]

It should be noted that Eq. (3.57) is valid only when Hooke’s law applies for the
material, and when the slope of the deflection curve is very small. Also, since effects
of shear deformations are disregarded, the equation describes only deformations due
to pure bending.

For a tapered beam, the presented relationship gives satisfactory results provided
that the angle of taper is small (i.e. < 10°). In that case, Eq. (3.57) has to be written
in the following form

2
v M (3.58)
dy*  El(y)
in which I(y) is the area moment of inertia of the cross-section at distance y from
the origin.

Determination parameters superelement

The superelement parameters (i.e. the torsional spring constants c¢,1, ¢,2, and c,3
see Fig. 3.15) are found by comparing the deflection and the angle of rotation at
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the free end of a Fuler-Bernoulli beam (i.e. a prismatic beam with length L, cross-
section area A, constant flexural rigidity F1,, and uniformly distributed mass per
unit length p = m/L, where m is the total mass of the beam) subjected to a load
F and couple M at the free end of the beam (see Fig. 3.16). Since this is a case
of pure bending, we may use Eq. (3.57) to determine the total deflection ¢ and the
total angle of rotation 6 at the free end [76].

Substituting the expression for the bending moment, the differential equation
becomes

EIv' = —-M=FL— Fy

with v = %. The first integration of this equation gives

F 2
Bl = FLy— =+

The constant of integration Cy can be found from the condition that the slope of
the beam is zero at the support; thus v'(0) = 0, which results in Cy = 0. Therefore

F 2
EIv = FLy — Ty (3.59)
Integration of this equation yields
FLy?> Fy?
Blo="2% - =+ C,

The boundary condition on the deflection at the support is v(0) = 0, which shows
that Cy = 0. Thus, the equation of the deflection curve is

Fyy?

= GEL

v (3L —y) (3.60)
The angle of rotation fr and the deflection dp at the free end of the beam loaded
by a force F are readily found by substituting y = L into Egs. (3.59) and (3.60)
respectively.

The equation of the deflection curve for an Euler-Bernoulli beam loaded by a
couple M at the end of the beam (see Fig. 3.16) can be determined analogously.
The results for both cases are summarized in the following equation

_ a3 - -
HEE A (361
Inversion of this equation results in
AR EAIIF o2
From Fig. 3.15 it can be easily derived that
Cz1 + €22 Cz2 } { A } _ [ (1-k)L 1 } { F } (3.63)
C22 Coo + Cu3 Ao Lk 1 M
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Figure 3.16: Deflections and slopes of an FEuler-Bernoulli beam with bending stiffness
FEI, and length L.

and that the following relation holds

(8] = [Hm )8 oo

with k& the partitioning coefficient. Substituting Eq. (3.64) in Eq. (3.62) and back-
substituting the result in Eq. (3.63) gives

Cz1 + Cz2 Cz2 Ay _
Cz2 Cz2 + C23 Avz
g{ 12k — 12k + 4 —12k2+12kz—2] [A%}

L | —12k2+12k—2 12k2 — 12k +4 A (3.65)

The spring coefficients c,1, ¢,2, and c,3 are found by comparing the elements in the
above equation. The resulting spring coefficients are

6E1,
Col = Co3 = (1—2k)? (3.66)
and o]
Cao = Tz(—l + 6k — 6k?) (3.67)

in which ET, represents the flexural rigidity. The partitioning coefficient k& (0 <
k < %) of the superelement exerts influence on the kind of approximation of the
eigenfrequencies. In Rauh [232] is has been concluded that choosing a partitioning
coefficient from the range % <k< i results in models that approximate the exact
eigenfrequencies with a limited number of superelements. Furthermore, with k =

%(1 — %) ~ 0.211 it follows that c.o = 0, and that Eq. (3.66) reduces to

2FET,
L

(3.68)

Cz1 = Cz3 =
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Consequently, a relatively simple, and compact model structure has been obtained.
It will be shown in Section 4.2 that, in this case, some eigenfrequencies are smaller,
and some are larger than in reality, while the errors decrease very fast with an
increasing number of superelements.

3.4.3 Generation of the equations of motion of MBS

For a multibody system, the equations of motion are a set of ordinary differential
equations (ODE) relating the accelerations to the time, the positions, the veloci-
ties, and the parameters of the system. There are various methods to derive the
equations of motion of multibody systems. In order to be able to understand the
differences between these methods, we will first highlight the roots of multibody
system dynamics.

Roots of multibody system dynamics

As mentioned, the dynamics of multibody systems is based on classical mechanics.
The most simple element of a multibody system is a free particle (or point mass)
which can be treated by Newton’s laws. The rigid body as principle element of a
MBS was introduced in 1776 by Euler in his contribution entitled “Nova methodus
motum corporum rigidarum determinandi” [59]. For the modeling of constraints
and joints, Euler already used the free body principle resulting in reaction forces.
The equations obtained are known in the multibody dynamics as Newton-Euler
equations.

A system of constraint rigid bodies was considered in 1743 by d’Alembert in
his “Traité de Dynamique”[52] where he distinguished between applied and reac-
tion forces. D’Alembert called the reaction forces “lost forces” having the principle
of virtual power in mind. A mathematical consistent formulation of d’Alembert’s
principle is due to Lagrange [149] combining d’Alemberts fundamental idea with the
principle of virtual work. As a result a minimal set of ordinary differential equations
of second order is found.

A systematic analysis of constraint mechanical systems was established in 1788
by Lagrange [149], too. The variational principle applied to the total kinetic and
potential energy of the system considering its kinematical constraints and the corre-
sponding generalized coordinates result in the Lagrangian equations of the first and
second kind. Lagrange’s equations of the first kind represent a set of differential-
algebraic equations (DAE), while the second kind leads to a minimal set of ordinary
differential equations (ODE).

An extension of d’Alembert’s principle valid for holonomic systems only was
presented in 1909 by Jourdain [125]. For non-holonomic systems the variations with
respect to the translational and rotational velocities resulting in generalized velocities
are required. Then, a minimal set of ordinary differential equations of first order
is obtained. The approach for generalized velocities, identified as partial velocities,
was also introduced by Kane and Levinson in 1985 [130]. The resulting Kane’s
equations represent a compact description of multibody systems. Interestingly, when
Kane’s equations were introduced in 1961, there was little - if any - interest in
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multibody dynamics. More details on history of classical mechanics including rigid
body dynamics can be found in Pésler [213] and Szabé [288].

Summarizing, either one of the following methods can be used to derive the
equations of motion of multibody systems:

e Newton-Euler;

e D’Alembert (or Virtual Work);

Lagrange;

Hamilton (or state space form of Lagrange);
e Jourdain (or Virtual Power);
e Kane;

The question is: “Which method is most suitable for multibody system dynam-
ics analysis?” [292], or in other words: “Which method formulates the equations
of motion most efficiently? Kane’s method (sometimes called “Langrange’s form of
d’Alembert’s principle”, “Jourdain’s principle”, or the “Principle of virtual power”),
is preferable to the use of each of the other mentioned methods, particularly for the
automated numerical analysis of large multibody systems [127], because it leads di-
rectly to the simplest possible equations of motion (i.e. Euler’s dynamical equations
when applied to a single rigid body) [131, 243]. The Euler dynamical equations are
exceedingly compact, uncoupled in the highest derivatives, and free of trigonometric
functions. Furthermore, since Kane’s method focuses its attention on motions rather
than on configurations, it offers the designer maximum physical insight [130].

Automatic versus manual generation

In general, the equations of motion can be generated either by hand, or automat-
ically. Generating the equations of motion for complex multibody systems with a
large number of degrees of freedom (DOF) is very time-consuming with pencil and
paper, even if the best suited method is used. For this reason, various computer
programs for automatic equation generation have been developed.

The first programs were on an numerical basis (i.e. the equations produced are
given as implicit formulas, or in other words: numerical formalisms combine the
generation and solution of the equations of motion). Examples are ADAMS [4, 56],
SIMPACK, and SPACAR [121]. This approach has obviously a number of drawbacks:
it requires starting the computations all over again for each new set of input data,
and it does not provide all the insight provided by analytical equations. Moreover,
for controller design numerically generated equations are of no help. Therefore,
most recent program are analytical based (i.e. the equations produced are given as
explicit formulas, or in other words: symbolic formalisms generate the equations of
motion independent of the integration routine used). Examples are AUTOLEV [129,
234, 250], MESA VERDE, NEWEUL [253], and SD/FAST [109)].

T



The symbolic representation has the advantage that the equations of motion are
to be generated only once, and the expressions have only to be evaluated during time-
integration. The cost for the formulation of one symbolic set of equations is higher
than once running through a numerical formalism. However, symbolic equations
are an exact basis for the model under consideration, and combined with a package
for numerical analysis, and simulation (e.g. MATLAB®/SIMULINK®) they result in
ten or even more times faster computations than a purely numerical approach would
require [62, 140, 201, 243]. See Schiehlen [252] for a more detailed comparison of
important multibody system dynamics software.

We have decided to use SD/FAST® for the generation of the equations of motion
of flexible wind turbines within DAWIDUM’s mechanical module. The main reasons
are twofold. First, SD/FAST® uses Kane’s method for the derivation of the equations
of motion. Second, it is able to generate SIMULINK® MEX-files.

Main features of SD/FAST

SD/FAST® a product of Symbolic Dynamics, Inc., is a general-purpose multibody
program whose function it is to create special-purpose simulation code employing ex-
plicit equations of motion for particular multibody configurations of interest. Com-
puter symbol manipulation is used to simplify the general form of the equations of
motion as appropriate to the system at hand (i.e. repeated terms are removed in
order to arrive at the computationally simplest equations).

Any mechanical system that can be described as a collection of hinge-connected
rigid bodies can be modeled in SD/FAST®. The system topology can either be open-
loop, tree, or closed-loop (see Fig. 3.17 for a graphical illustration). The systems
can be “free-flying” (e.g. a spacecraft) or “grounded” (e.g. a wind turbine). The
system complexity is limited to 300 rigid bodies and 1000 degrees of freedom.

(a) (b) (c)

Figure 3.17: Topological structures of multibody systems: (a) open-loop (or chain),
(b) tree, and (c) closed-loop.

The connection between the bodies, or between a body and the ground is es-
tablished by means of joints (e.g. translational joints, rotational joints, or spherical

joints). These connections typically impose constraints on the relative motion be-

78



tween the bodies. SD/FAST® has eleven pre-defined joint types, ranging from a weld
joint (a zero DOF joint) to a free joint (a completely free, 6-DOF joint with three
translational plus three rotational DOF’s). It should be noted that all joints can be
used as a tree or a loop joint. For a more detailed survey the reader is referred to
the SD/FAST User’s Manual [109].

SD/FAST® generates the equations of motion describing the dynamic behavior of
the system in either C or FORTRAN as requested, based on a user-written input file
(sdinputs()), a system description file (System Descripion), and a user-written output
file (sdoutputs()). In the system description file the basic geometry, mass properties,
and gravity are specified. In the sdinputs() file, the inputs to the SD/FAST® block
are defined, while in the sdoutputs() file the outputs from the SD JFAST® block are
defined. Using the SD/FAST® Interface for SIMULINK® it is possible to built out of
these three files a single MEX-file, which appears as a SIMULINK® block [255, 295].
This implies that it is possible to simulate virtually any mechanical system within
the SIMULINK® environment. This relationship is illustrated in Fig 3.18. Examples
of these files can be found in Molenaar [189].

SD/FAST Block (Masked S-function MEX-file)

sdinputs () sdoutputs ()
{ System {
inputs [ ] vector Description outputs [ ] vector
p /*user code*/ ] — [*user code*/ »
from SIMULINK to SIMULINK
(.c-file) (.sd-file) ! (.c-file)

Figure 3.18: Relationship between the SD/FAST block interface files.

3.4.4 Automated structural modeling procedure

In Chapter 2 it has been observed that in most state-of-the-art wind turbine design
codes an easy transfer from physical data available during the design of a new wind
turbine to model parameters is missing. This situation should be changed in order
to achieve an integrated and optimal wind turbine design.

The superelement approach presented in Subsection 3.4.2 requires the specifica-
tion of the mass, centroidal mass moment of inertia, length, location of the center
of gravity, interconnection vectors of the rigid bodies within each superelement as
well as the aforementioned spring constants. In addition, the modulus of elasticity
and the area moment of inertia needs to be specified.

This implies that the user must supply the correct mass and stiffness distribution
as well as the number of superelements the structure has to be subdivided in. In order
to facilitate the conversion from the user input to the above mentioned parameters,
the following automated procedure has been developed:

e Step 1: Convert the physical data from the manufacturer (stored in Microsoft
Excel spreadsheets, each sheet contains the data of a specific rotor blade, tower
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or beam) into a multidimensional array stored in a MAT-file (i.e. RotorBlade-
Data, TowerData, or BeamData respectively);

e Step 2: Select the model with the desired number of degrees of freedom out of
the available mechanical module library (see Appendix 1.2.3 for an overview);

e Step 3: Convert data in the MAT-file to SD/FAST® input parameters by run-
ning MATLAB® M-file. The required SD/FAST parameters are stored in a ro-
tor blade/tower /beam specific file with the specified number of superelements
appended to the basename “Blade”, “Tower” or “Beam” (e.g. Blade2.mat
contains the SD/FAST data of a blade divided into 2 superelements);

e Step 4: Build SIMULINK® MEX-file containing equations of motion by run-
ning SD/FAST®.

This systematic procedure has been implemented in DAWIDUM providing both
structural designers and control engineers with a tool that enables them to rapidly
and easily build accurate dynamic models of flexible mechanical structures. In Ta-
ble 1.1 on page 273 an overview is given of the CPU time used to generate the
equations of motion of several DAWIDUM models. It shows that this takes only
a few seconds even for the most complex structural model. In addition, because
the user can determine the model complexity by specifying the number of superele-
ments, the resulting models can be made suited for time-domain simulation, analysis
of dynamic loads, or control design purposes. This implies that a bidirectional com-
munication between the structural wind turbine design and the controller design has
been established.

It should be stressed that the presented mechanical module contains a model
of the structural dynamics of a complete flexible wind turbine. The spacers, hub,
nacelle and both the stator and rotor of the generator are in general treated as rigid,
while the support structure and rotor blades are to be modeled as flexible bodies.
Flexible body dynamics are approximated using the aforementioned superelements.
This integrated approach overcomes the shortcomings regarding the incomplete mod-
eling of the “rotor - support structure”-interaction reported in Kiihn [144] and Wil-
son [306].

3.4.5 Soil dynamics

Up to now, the effect of the flexibility of the foundation and its supporting soil has
not been dealt with in this thesis. Soil is a non-linear material in which the stifness
progressively decreases with increasing shear stress until, at a sufficient high stress
level, plastic deformation takes place. Furthermore, when subjected to cyclic loading,
soil exhibits damping which increases with increasing shear amplitude. Soil damping
comprises two parts: internal and radiation. The internal damping (also called
material, structural or hysteric damping) is mainly caused by viscous and frictional
effects within the soil. The radiation damping is an elastic property associated with
stress waves being propagated away from an area. Obviously, the soil properties
vary from place to place, and many of the properties vary in time too.
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In this chapter it is assumed that the flexibility of the foundation and its sup-
porting soil can be modeled by a torsional spring plus viscous damper in the two
bending directions. This assumption will be (in)validated in Section 4.2 where the
results from a full-scale modal test on the Lagerwey LW-50/750 wind turbine are
described.

The flexibility of the soil makes the mechanical wind turbine structure less stiff
than if the wind turbine were on a fixed base. This reduces the eigenfrequencies
of the wind turbine in transverse vibration which in turn tends to increase the
dynamic response of the mechanical structure. Figure 3.19 illustrates that the lowest
modes are most affected because they tend to involve the highest proportion of soil
response in the mode shape. In this figure the relative frequency shift as function
of the foundation spring stiffness is depicted for Tower2f (i.e. tower plus foundation
modeled as a torsional spring, see Appendix 1.2.3 for a detailed description of the
Tower2f module). This shift is defined as:

Eigenfrequencies of Tower2f

Awr = =100 — 100
“f Eigenfrequencies of Tower2 (]

In other words: the relative frequency shift converges to zero with increasing foun-
dation spring stiffness, since it then will approximate the infinitely rigid foundation
modeled in Tower2. The dashed vertical line in the figure indicates the measured
value of foundation spring stiffness at the location in Nieuwe-Tonge. This value is
experimentally determined by Jacobs [116]. Obviously, small inaccuracies in the
determination of this value will have significant impact on the model quality.

Aoy [%]

12

10

C' [Nm/rad]

Figure 3.19: Effect of foundation spring stiffness Cy on the first four uncoupled
eigenfrequencies of the Lagerwey LW-50/750 tower. Solid line: first mode, dashed
line: second mode, dashed-dotted line: third mode, dotted line: fourth mode, dashed
vertical line: Cy =19.4-10° [Nm/rad], and dashed-dotted vertical lines: - 25% and
+ 25% error bound respectively.
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3.4.6 Example: three bladed wind turbine

For the purpose of illustration, Fig. 3.20 shows a superelement approximation of
a three bladed wind turbine. Observe that both the tower and rotor blades are
approximated by one superelement. Each superelement consists of three rigid bodies
connected by two joints (marked o). Each joint (i.e. a universal joint since both
blade and tower torsion is not considered in this thesis) has two degrees of freedom.
This implies that this system has 18-DOF (exclusive pitch and azimuth). Obviously,
the total number of degrees of freedom required for proper modeling depends on both
the wind turbine and site under investigation.

lecccaeeseces

Three bladed wind turbine Superelement approximation

Figure 3.20: Superelement approzimation of a three bladed wind turbine, with O:
universal joints (2-DOF rotational joints). Both the tower and rotor bl